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Abstract. Optical coherence tomography provides volumetric reconstruction of brain structure with micrometer
resolution. Gray matter and white matter can be highlighted using conventional and polarization-based con-
trasts; however, vasculature in ex-vivo fixed brain has not been investigated at large scale due to lack of intrinsic
contrast. We present contrast enhancement to visualize the vasculature by perfusing titanium dioxide particles
transcardially into the mouse vascular system. The brain, after dissection and fixation, is imaged by a serial
optical coherence scanner. Accumulation of particles in blood vessels generates distinguishable optical signals.
Among these, the cross-polarization images reveal the vasculature organization remarkably well. The conven-
tional and polarization-based contrasts are still available for probing the gray matter and white matter structures.
The segmentation and reconstruction of the vasculature are presented by using a deep learning algorithm.
Axonal fiber pathways in the mouse brain are delineated by utilizing the retardance and optic axis orientation
contrasts. This is a low-cost method that can be further developed to study neurovascular diseases and brain
injury in animal models. © The Authors. Published by SPIE under a Creative Commons Attribution 4.0 Unported License. Distribution or repro-
duction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.NPh.6.3.035004]
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1 Introduction
A comprehensive mouse brain vasculature atlas plays an impor-
tant role in understanding the complicated brain functions
and pathologies in mouse model, including neurodegenerative
diseases, brain tumors, and strokes. Many imaging modalities
have been implemented to visualize whole brain vasculature
with different contrasts and at different scales. Micro-CT using
the Microfil perfusion has been demonstrated to reveal complete
mouse cerebrovasculature at 20 μm resolution.1 Three-dimen-
sional imaging of microvasculature in spinal cord has also
been demonstrated using synchrotron radiation micro-CT with
Microfil perfusion2 and x-ray synchrotron phase contrast tomog-
raphy without contrast agent.3 For optical imaging, micro-opti-
cal sectioning tomography4 using Nissl staining5–7 and Indian
ink perfusion,8 and serial two-photon tomography with fluores-
cence labeling9 have been reported to visualize large-scale
mouse brain vasculature. Furthermore, tissue clearing methods
have been combined with optical imaging to map brain vascu-
lature. Aqueous-based optical clearing agents, such as SeeDB10

and Scale,11 have been utilized to clear fixed brains without
quenching fluorescent signals. Microvasculature in thick slices
of mouse brain has been visualized by using a fluorescent
lipophilic dye and FocusClear, a water-soluble clearing agent,
followed by confocal fluorescence microscopy.12 Light-sheet
microscopy combined with hydrogel-based clearing method13,14

and solvent-based clearing agent15 have been demonstrated to
reconstruct cerebral vasculature of the whole mouse brain at
the single capillary level. These imaging techniques provide

a brain vasculature atlas at micrometer resolution in ex-vivo
configuration. Moreover, in-vivo imaging modalities including
photoacoustic tomography with endogenous hemoglobin con-
trast have been applied to map cortical vasculature of the mouse
brain.16

Optical coherence tomography (OCT) produces label-free and
depth-resolved images of tissue structures at the micrometer-
scale resolution,17 which has drawn attention in the medical
imaging community. This includes the neuroimaging field that
involves studying large-scale or whole brain microstructure and
connectivity.18 In addition to conventional contrasts from OCT,
polarization-sensitive optical coherence tomography (PS-OCT)19

provides birefringence information, which has been utilized to
distinguish gray matter and white matter in the brain.20,21 Serial
optical coherence scanner (SOCS), which integrates a spectral-
domain PS-OCT and a tissue slicer, has been reported for recon-
structing large-scale neuroanatomical circuitry of the brain at
microscopic scale resolution18 and for revealing gray matter and
white matter atrophy in spinocerebellar ataxia type 1 mouse
models.22 In ex-vivo brain samples, however, the vasculature is
not highlighted due to the lack of contrast. For in-vivo configu-
ration, OCT-based angiography, which calculates the differences
between sequential OCT signals at the same location to generate
blood flow signals and visualize vascular networks,23 has been
developed. OCT angiography techniques have been used to map
cortical microvasculature through a cranial window,24 to transcra-
nially map dynamic cerebrovascular perfusion,25 and to evaluate
vasodynamics after stroke.26 These in-vivo OCT-based imaging
techniques cannot provide volumetric neurovascular information
of the whole brain due to limited imaging depth; thus, ex-vivo
serial OCT imaging technique is necessary for mapping the vas-
culature network at large scales.
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Deep learning algorithms have become increasingly power-
ful and able to perform tasks such as image segmentation,27

super-resolution imaging,28,29 and image denoising30 in bio-
medical research. This method requires large and annotated
datasets and uses them to create a predictive tool to analyze
other data, sometimes from different sources based on the
trained model.31 Image segmentation is one of the applications
wherein machine learning approaches outperform human and
traditional parcellation methods, especially for dealing with
large datasets.32 User-friendly tools have been developed and
available to perform image segmentation tasks.27,33–35 Among
those, U-Net is a robust and fast deep learning solution for
image segmentation.35 U-Net-based algorithms have been applied
and further developed to segment structure in OCT images such
as vascular boundary.36

In this study, we present contrast enhancement of OCT
signals by titanium dioxide (TiO2) perfusion to visualize the
brain vasculature. Serial imaging is performed on sagittal or
coronal planes until the entire brain sample is imaged. Results
show that accumulation of TiO2 particles in blood vessels gen-
erates distinguished optical signals due to the strong scattering
of TiO2 particles. We find the cross-polarization images remark-
ably reveal the vasculature organization. Deep-learning-based
segmentation and reconstruction of the vasculature is obtained
from the cross-polarization images. In addition to the vascular
network, we present the white matter organization of the same
mouse brain.

2 Materials and Methods

2.1 Sample Preparation

Ten-week-old wild-type FVB mice were used in this study.
All animal treatments and experiments are in accordance
with Institutional Animal Care and Use Committee at the
University of Minnesota approved protocols. Animals were
euthanatized and then perfused transcardially with 2 mg/ml
TiO2 (Spectrum Chemical Mfg. Corp., Gardena, California) sus-
pension in deionized water. Dissected brains were kept in 10%
buffered formalin for 24 h prior to imaging. This study presents
results from three brains. Two of those brains were serially
sectioned in coronal planes and the other brain was serially
sectioned in sagittal planes.

2.2 System Setup and Imaging Procedure

The polarization maintaining fiber (PMF)-based spectral-
domain PS-OCT system utilizes a 25-mW superluminescent
diode with 840-nm center wavelength and 50-nm FWHM band-
width, which yields an axial resolution of 5.5 μm in tissue
(refractive index n ∼ 1.4). A pair of galvanometer-based mirror
scanners (Cambridge Technology, Bedford, Massachusetts)
provides two-axis lateral (raster) scan of the light beam over
the sample. A scan lens (LSM03-BB, Thorlabs, Inc., Newton,
New Jersey) in the sample arm allows a large field of view
(6.7 mm × 7.2 mm) with a lateral resolution of 10 μm. Details
of the optical setup including the design, operation, and perfor-
mance can be found in our previous publications.21,37 The brain
samples were immersed in phosphate-buffered saline during
imaging. After imaging the superficial region of the tissue block,
a 100 μm thick slice is removed to expose the deeper regions.
The procedure is repeated until the entire brain sample is

imaged. Details of serial scanning can be found in previous
publications.18,21

2.3 Image Formation

Spectra from two orthogonal polarization channels are acquired
by a single line-scan camera in a customized spectrometer.
Inverse Fourier transform of interference-related spectral oscil-
lations yields complex depth profiles for each polarization chan-
nel that are denoted as A1;2ðzÞ expfiφ1;2ðzÞg, where A and φ
indicate the amplitude and phase as a function of depth z, and
the subscripts represent the cross-polarization channel and co-
polarization channel. Multicontrasts of ex-vivo brain imaging
are generated from the complex depth profiles. The contrasts
include reflectivity RðzÞ ∝ A1ðzÞ2 þ A2ðzÞ2, cross-polarization
IxðzÞ ∝ A1ðzÞ2, retardance δðzÞ ¼ arctan½A1ðzÞ∕A2ðzÞ�, and
optic axis orientation θðzÞ ¼ ½φ1ðzÞ − φ2ðzÞ�∕2þ ϕ0. The rela-
tive axis orientation from PMF-based system is environment
dependent due to a phase offset ϕ0 which can be dynamically
removed by adding a calibration path.38

A cross-sectional image is generated by stacking a particular
contrast of 1000 A-lines (depth profiles) that are acquired during
a lateral scan. Eight hundred of these cross-sectional images
are combined to form a volumetric dataset. En-face images are
formed by two-dimensional (2-D) projections of the three-
dimensional (3-D) datasets, and the pixel values are calculated
by projecting the average or maximal value along the depth
direction. Samples larger than the field of view require tile scan-
ning to cover the entire area. For instance, we used two tiles,
each of which was 6.5 mm × 6.8 mm in size and had 13.6%
overlap, to image the whole coronal plane. For each hemisphere,
55 en-face images were stacked. The 3-D stitching plugin in
ImageJ was used to combine image stacks of the left and
right hemispheres. The overlap was fused by linear blending.
Afterward, Vaa3D software39 was used to visualize the whole
brain volume.

2.4 Vasculature Identification

Due to the high scattering of TiO2 particles accumulated in
blood vessels, the brain vascular organization was highlighted
in the OCT images. We utilized the U-Net architecture, which
is a fully convolutional network, to perform deep-learning-based
vasculature segmentation. The U-Net architecture was first
developed by Ronneberger, Fischer, and Brox.35

For vessel segmentation at OCT natural resolution, we par-
cellated the large SOCS dataset recorded from the sagittally
sectioned brain into 810 sagittal images (4 mm × 4 mm), each
of which corresponds to a pixel depth (∼3.3 μm). Among these,
we selected 30 images containing blood vessels in different
regions to avoid biased annotation and manually labeled the ves-
sels as the training set. The segmentation software, implemented
with Python (v3.5.5) based on Keras (v2.2.2) and Tensorflow
(v1.10.0), were revised from Ref. 40. After the model was
trained, all images were fed into the model to perform vessel
segmentation. The vessel segmentation on the coronal plane
at OCT natural resolution also utilized the aforementioned
model, and there was no separate training for it as general
morphology of the vessels (long and short traces or dots) in two
planes were similar.

For vessel segmentation on the en-face images, we used the
SOCS dataset recorded from a coronally sectioned cerebrum.
Each en-face coronal image (6.5 mm × 12.6 mm) is derived
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from 30 pixels in depth (100 μm). The images were resized into
1024 × 2048 pixel and cropped into 32 tiles (4 × 8). Each tile
corresponds to 1.6 mm × 1.6 mm area. We selected 30 tiles
(out of 1760 tiles) with vessels in different regions to avoid
biased annotation and manually labeled the blood vessels as
a new training set for the en-face images. All cropped tiles were
later segmented by the trained model. The segmented images
were later stitched back to form the vessel map at the whole
en-face coronal plane.

Segmentation accuracy typically reaches above 96% after
five epochs. The Sørensen-Dice similarity coefficient between
manual annotation and deep learning segmentation in the train-
ing dataset was calculated. The coefficient was 0.77� 0.02
(mean ± standard deviation) for vessel segmentation at OCT
natural resolution and 0.88� 0.03 for segmentation on en-face
images.

3 Results

3.1 Cross-Polarization Intensity Reveals
Contrast-Enhanced Vascular Network

We first investigated which contrast provided by PS-OCT can
better highlight the TiO2 accumulation in blood vessels.
Figure 1(a) shows the en-face coronal images of mouse brain
at Bregma −1.34 mm (right hemisphere). From left to right col-
umn, reflectivity, cross-polarization intensity and copolarization
intensity are presented. The pixel value indicates the mean value
of the corresponding contrast over a depth of 100 μm. The red
dashed lines on Fig. 1(a) mark the position of cross-sectional

images that are presented in Fig. 1(b). The blue and purple
arrows on Fig. 1(b) indicate the locations of two depth profiles
that exhibit blood vessels in the deeper and shallower regions,
respectively. These depth-profiles are shown in Figs. 1(c) and
1(d). The small yellow arrow indicates the tissue surface, and
the range given in green represents the signal-to-background
ratio (SBR), which is defined as the difference between the
maximum value and the background value within a depth
profile.

For blood vessels in gray matter region, we calculated SBR
of reflectivity, cross-polarization intensity, and copolarization
intensity contrasts. Twenty-five A-lines were chosen for the
analysis. Mean and standard error of the mean (s.e.m.) of the
SBR values, as shown in Fig. 1(e), are 1.20� 0.01 for reflec-
tivity, 1.40� 0.02 for cross-polarization intensity, and 1.19�
0.01 for copolarization intensity. One-way analysis of variance
(ANOVA) with subsequent Dunn’s test for multiple compari-
sons was performed and SBR of cross-polarization intensity was
proven significantly higher than that of reflectivity and copola-
rization intensity (p ¼ 4.1e-7 and p ¼ 1.7e-8, respectively).
The cross-polarization intensity was found to be the most useful
contrast to identify the blood vessels with TiO2 content.
Depolarization of light by scattering particles can yield cross-
polarization backscatters in OCT,41 and accumulation of TiO2

particles (n ¼ 2.5 at 840 nm) in blood vessels can serve for
the same purpose.

Blood vessels with TiO2 content can be potentially seg-
mented by simply applying a threshold to cross-polarization
intensity in gray matter. In white matter, however, due to the
high scattering and retardance of myelinated nerve fibers, the

Fig. 1 PS-OCT contrasts of a mouse brain with TiO2 particles in the vasculature. (a) En-face coronal
images are with mean values of corresponding contrasts over a depth of 100 μm. (b) Cross-sectional
images; red dashed lines in (a) indicate the location. (c), (d) Representative depth profiles; blue
and purple arrows in (b) mark the locations; yellow arrow indicates the surface, and SBR is signal-
to-background ratio. (e) Mean and s.e.m. of SBR. Scale bars: 500 μm in (a), 200 μm in (b), and
10 dB in (c) and (d).

Neurophotonics 035004-3 Jul–Sep 2019 • Vol. 6(3)

Li, Liu, and Akkin: Contrast-enhanced serial optical coherence scanner with deep learning network reveals vasculature. . .



vessels may not be easily segmented. Figure 2 compares depth
profiles of cross-polarization intensity and retardance contrasts
in gray matter and white matter regions while with and without
presence of blood vessels. Figure 2(a) shows en-face image of
the same brain slice as Fig. 1 by projecting the maximum
of cross-polarization intensity along the depth. Evidently, the
maximum value projection highlights the blood vessels better
than the mean value projection. This is especially true for visu-
alizing the smaller blood vessels, which can determine the maxi-
mum value but provide limited contribution to the mean value.
As labeled (b) to (e), the red dashed boxes on Fig. 2(a) indicate
locations of brain regions whose depth-profiles are, respectively,
shown in Figs. 2(b)–2(e). For each of these regions, we chose 12
adjacent A-lines and averaged cross-polarization intensity and
retardance of the selected A-lines to present the general trends.
Blue and orange traces in Figs. 2(b)–2(e) show averaged cross-
polarization intensity and retardance, respectively. Solid lines
represent signals within 0 μm (top surface) and 200 μm depth
of the brain sample, and dotted lines represent background or
low signal-to-noise ratio (SNR) regions. Shaded regions in
Figs. 2(d) and 2(e) indicate white matter region. Gray dashed
ovals mark the depth location of blood vessels in gray matter
[Fig. 2(b)] and white matter [Fig. 2(d)]. Sudden increase and
decrease of cross-polarization intensity are due to the existence
of high scattering TiO2 particles in blood vessels (dashed ovals).
The particles also resulted in temporary increase of the retard-
ance. On the other hand, both contrasts remained low with min-
imal fluctuation in the gray matter region where blood vessels
are not exhibited [Fig. 2(c)].

Because the white matter is birefringent, it yields changes in
cross-polarization intensity and retardance. For instance, a bun-
dle of myelinated axonal fibers changes the polarization state of
light resulting in a cumulative increase of retardance as seen
in Fig. 2(e). This also yields an increase in cross-polarization

intensity, which eventually decays to zero due to attenuation
of light in tissue. Although one would expect the characteristics
of these contrasts to be different in blood vessel containing
[Fig. 2(d)] and noncontaining [Fig. 2(e)] white matter, for in-
stance, faster and temporary changes by TiO2 particles, compli-
cations could arise for segmentation and identification of
vascular and white matter networks as simple thresholding
would not be sufficient.

3.2 Deep-Learning-Based Vasculature
Segmentation at OCT Natural Resolution

To identify blood vessels in different brain regions, we applied
the deep learning segmentation algorithm on cross-polarization
images at OCT natural resolution. Vessel segmentation was
performed on large-scale imaging data, which was acquired
from the right hemisphere of a mouse brain by serial imaging
and sectioning (sagittal) procedure. From the imaging data, a
4 mm × 4 mm × 2.7 mm volume was selected for the analysis.
Deep learning-based vessel segmentation was performed on 2-D
images. Sagittal and coronal images were separately used for
segmentation.

Figure 3 shows details of the vasculature segmentation. The
coordinate system in Fig. 3(a) includes (1) one sagittal view and
(2) one coronal view from the 3-D dataset. These views re-
present optical slices with a thickness of one pixel, which cor-
responds to 3.3 and 6.75 μm for the sagittal and coronal images,
respectively. Figures 3(b) and 3(e) show representative cross-
polarization images on the sagittal and coronal planes. In addi-
tion to the blood vessels highlighted by contrast enhancement of
TiO2 particles, abundant fiber tracts are visible in the striatum
region. Figure 3(c) shows the result of blood vessel segmenta-
tion from the sagittal image presented in Fig. 3(b). Similarly,
Fig. 3(f) illustrates the result of blood vessel segmentation from
the coronal image presented in Fig. 3(e). Apparently, some

Fig. 2 Depth profiles of cross-polarization intensity and retardance in white matter (WM) and gray matter
(GM) regions with and without blood vessels (BV). (a) En-face coronal image by projecting the maximum
value of cross-polarization intensity. Twelve adjacent A-lines are chosen in each region indicated by red
dashed boxes. (b)–(e) Averaged cross-polarization intensity (Ix, blue trace) and retardance (δ, orange
trace) of selected A-lines. Dotted lines represent background or low SNR regions. Dashed ovals mark
location of blood vessels. Shaded regions indicate white matter areas. Scale bar: 500 μm.
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segments of the blood vessel network were not captured by
applying the deep learning algorithm on a single 2-D image.
The imaging data are 3-D; therefore, a number of 2-D imaging
stacks (sagittal, coronal, and horizontal) can be obtained, and
segmentation of the images from different views can allow
whether or not a particular pixel belongs to a blood vessel.
When the cylindrical shape is considered, the minimal represen-
tation of the blood vessel in a particular view would be a small
circle (cross-section). On the other hand, other orthogonal views
will show the blood vessel as a long line (long axis). Therefore,
one would think that application of the algorithm on imaging
stacks of two orthogonal views could be sufficient for identify-
ing the blood vessels.

We applied the segmentation algorithm on the sagittal and
coronal images of the 3-D dataset. This yields two separate
segmentation results for the same brain block. Coronal segmen-
tation results were reconstructed into 3-D dataset, and then
volumetric segmentation results were read from sagittal view.
This was done to compare the two separate segmentation results
on sagittal plane. Figure 3(d) shows a composite image with red
channel representing the segmentation of the sagittal image
[same as Fig. 3(c)] and green channel representing the result
reconstructed from the segmentations of all coronal images.
The pixels shown in yellow are segmented by both methods.
Similarly, sagittal segmentation results were reconstructed into
3-D dataset, and then volumetric segmentation results were read

from coronal view. Figure 3(g) shows the composite image with
green channel representing the segmentation of the coronal
image [same as Fig. 3(f)] and red channel representing the
results obtained from segmentations of all sagittal images. It
is clear that segmentation performed on a single plane does not
completely identify the blood vessels as the composite images
show forming longer segments from shorter fragments in differ-
ent colors. Therefore, it is better to reconstruct the vascular
network by combining the segmentation from the two planes.

Figure 3(h) shows a volumetric reconstruction of the brain
block. Deep learning-based vasculature is obtained by combining
the segmentation results from the sagittal and coronal images.
The segmented vasculature is presented with orange channel.
In addition, Fig. 3(h) presents the cross-polarization intensity
with cyan channel. For more descriptive views of vessels tracts,
Figs. 3(i)–3(k) display three composite thin layers (4 mm ×
4 mm × 0.6 mm) that start at z position of 244, 914, and
1782 μm. The z-stack of the whole volume is shown in Video 1.

3.3 Reconstruction of White Matter on En-Face
Images

We investigated identification and reconstruction of white mat-
ter from our datasets. Figure 4(a) shows an en-face image cre-
ated by maximally projecting the cross-polarization signal of a
depth of 0.1 mm for a 3.4 mm × 3.4 mm lateral area at lateral

Fig. 3 Deep-learning-based vessel segmentation at OCT natural resolution. (a) Sagittal (1) and coronal
(2) planes of 3-D dataset. (b) Sagittal and (e) coronal views of cross-polarization images. Vessel
segmentation from (c) the sagittal and (f) coronal images. Composite images in (d) and (g) show two
separate segmentation results from sagittal (red) and coronal (green) views. (h) 3-D reconstruction of
vasculature in a brain volume of 4 × 4 × 2.7 mm3. In addition, cross-polarization intensity is given in cyan.
(i)–(k) Three composite thin layers (4 × 4 × 0.6 mm3) of the same dataset. The z-stack of the whole
volume is shown in Video 1 (MP4, 11.1 MB [URL: https://doi.org/10.1117/1.NPh.6.3.035004.1]).
Scale bar: 500 μm.
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1.2 mm (sagittal view). Not only the white matter but also the
vasculature is present in the image. In order to separate these
structures, we first performed vessel segmentation on the brain
block at OCT natural resolution as described in Sec. 2.4. After
finding the vessel pixels in the dataset, the pixels within the vol-
ume of interest were projected on the en-face plane. The en-face
image shown in Fig. 4(b) represents the blood vessels which can
be perceived as artifacts for white matter analysis. By excluding
blood vessel pixels in the 3-D dataset and projecting the remain-
ing pixels on the plane, white matter structures can be high-
lighted in the en-face images. Figures 4(c) and 4(d) show the
en-face image of cross-polarization intensity that are calculated
this way by taking maximum value and mean value along the
depth, respectively. Suppression of the blood vessels is evident
in these images. Compared with the maximum projection
method [Fig. 4(c)], averaging the cross-polarization intensity
along the depth [Fig. 4(d)] is more effective in removing the
blood vessel-related artifacts, and therefore, it reveals the white
matter architecture better. This is an expected outcome, since the
maximum projection method can still emphasize the high inten-
sity pixels of the blood vessels when it is not fully segmented.

Optic axis orientation is an additional contrast of our optical
imaging system. It indicates the direction of optical anisotropy
(birefringence) in the plane. Since myelinated axons exhibit
birefringence, the axis orientation contrast has been found useful
for optical tractography of the brain.20 Due to directional align-
ment of axons in fiber bundles, variance of the axis orientation in
white matter is expected to be smaller than that of a nonbirefrin-
gent tissue. This is due to the calculation of axis orientation from
the phase of the co- and cross-polarization channels, and phase
is not reliable when the cross-polarization channel remains low

for nonbirefringent tissue. However, the TiO2 particles yield
high co- and cross-polarization signals that complicates differ-
entiation of white matter and blood vessel networks. On the
other hand, randomly scattering TiO2 particles yields high varia-
tion in optic axis orientation. This is not surprising since TiO2

accumulation in blood vessels is not structurally organized. We
calculated the axis variation value of each A-line by histogram
analysis that relies on binning the orientation values along
a depth profile into 5 deg intervals and formed an en-face axis
variation map as shown in Fig. 4(e). Dark color of the white
matter network is due to low variation of axis orientation.
Figure 4(f) shows distributions of axis orientation values for two
separate A-lines. Red plot is the histogram of an A-line from
a blood vessel region, and orange plot is from a white matter
region without vessels. Correspondingly, these regions are indi-
cated by red and orange arrows on Fig. 4(e). Gaussian fit was
performed on the normalized probability values for each A-line.
Standard deviation of the Gaussian fit was used to compare the
variations of the axis orientation values. Standard deviations for
the distributions shown in Fig. 4(f) are 14.3 deg for the white
matter curve and 34.0 deg for the blood vessel curve. For a better
comparison, eighteen A-lines were chosen for each region.
Standard deviation of the Gaussian fit was calculated for each
A-line, and the mean and s.e.m. of the deviations were analyzed.
As Fig. 4(g) shows, optic axis values in white matter A-lines
varies significantly less than that of blood vessels (p ¼ 5.3e-12).
Mean and s.e.m. of axis variation of selected blood vessel
region and white matter are 31.1� 2.1 deg and 19.9� 0.7 deg,
respectively.

We utilized variation of the axis orientation contrast [low
values in Fig. 4(e)] to obtain a binary mask for preserving the

Fig. 4 White matter reconstruction after vascular segmentation. (a) En-face cross-polarization image
with maximum projection. (b) En-face projection of blood vessel segmentation at OCT natural resolution.
After removing segmented vessel pixels, en-face cross-polarization images are createdwith (c) maximum
and (d) mean value projection. (e) Variation of axis orientation along depth. (f) Histogram of axis orien-
tation values along single A-lines in blood vessel (BV, red) and white matter (WM, orange) regions,
whose locations are indicated by color-coded arrows in (e). (g) Mean and s.e.m. of variation of axis
orientation (18 A-lines in BV and WM areas). (h) White matter structure map by removing pixels
that corresponds to high variation of axis orientation in (e) and low cross-polarization intensity in (d).
Scale bar: 500 μm.
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white matter and removing the blood vessels on the en-face
image. In addition, a certain value threshold was applied to
cross-polarization en-face image to remove low scattering
regions. The resulting en-face image shows white matter struc-
tures in Fig. 4(h).

3.4 Blood Vessel and White Matter Segmentation
of the Whole Mouse Cerebrum

Figure 5(a) shows an en-face cross-polarization image on coro-
nal plane at Bregma −1.94 mm. Pixel intensity corresponds to
the maximum value along depth. As described in Sec. 2.4,
a whole coronal en-face image was resized and cropped into
32 tiles. Deep learning segmentation was applied on these tiles
to identify blood vessels. Results from the tiles were stitched
back to reconstruct the vascular network. The en-face image
in Fig. 5(b) shows blood vessels on the coronal plane.
Alternatively, blood vessels could have been segmented at
OCT resolution and projected onto the en-face plane as in
Fig. 4(b); however, this is time-consuming if only the blood
vessels on the en-face view is needed. In addition, we found
that segmentation of en-face images showed more continuous
segments.

As described in Sec. 3.3, we created white matter maps on
en-face images by (i) segmenting blood vessels at OCT natural
resolution, (ii) excluding these vessel pixels in 3-D dataset,
(iii) calculating en-face images, and (iv) masking out unwanted
pixels that correspond to high variation of axis orientation and
low crosspolarized intensity. Figure 5(c) shows the resulting
en-face image of white matter. Figure 5(d) shows the composite
image with red and green channels representing blood vessel
and white matter structures. With the composite images,
Video 2 shows the z-stack reconstruction of the vascular and
white matter networks of the whole cerebrum.

4 Discussion
One of the limitations of the study is that the vessel segmentation
relying on U-net architecture would not perfectly pick up
all blood vessels such as some smaller dots or discontinued
fragments. One reason could be that the nonrepresentative and
inconsistent annotations cause the failure of U-net to perform the
actual task.27 In this study, vasculature segmentation was realized

on 2-D images, and the results were improved by combining the
segmentation from two different views (sagittal and coronal).
However, an alternative and possibly a better approach would
be to develop a segmentation architecture that works on 3-D data.

Lateral resolution of the current imaging configuration
(10 μm) is larger than the diameter of arterial and venous
terminal branches, reported as 8.3� 2.6 and 8.7� 3.7 μm,
respectively.7 Thus, some small branches might not be picked
up by the imaging system. Microscope objectives can be incor-
porated into the SOCS to improve lateral resolution to reveal
more detailed vessel branches. At last, an imperfect TiO2 accu-
mulation may induce some fragments of the vasculature. The
diameter of the particles we used is expected to be 300 nm
as other commonly used commercial TiO2 products, which is
much smaller than vessels diameter.

Corpus callosum was shown with high crosspolarized inten-
sity in the coronal images. However, the sagittal view, which
captures this structure in part, shows it with low crosspolarized
intensity [Figs. 3(b) and 4)]. For the white matter, it is known
that large inclination angle of fibers with respect to the imaging
plane can reduce the PS-OCT signals such as reflectivity and
apparent birefringence.20 Imaging at different illumination
angles can be implemented to avoid misinterpretations, which
also allows calculation of 3-D optic axis orientation and quan-
tification of actual birefringence.38

Mapping the brain vasculature in detail is important to
understand the brain anatomy and functions. However, contrast
enhancement by TiO2 particles does not allow us to distinguish
arteries and veins, which are known to be structurally different.
One interesting direction to map the vasculature and white
matter could be combining contrast enhanced SOCS and fluo-
rescence microscopy with an artery-specific dye Alexa 633.42

5 Conclusions
We transcardially perfused TiO2 particles into the vascular
system to enhance PS-OCT contrasts for visualization of vascu-
lature in ex-vivo brain at a low cost. A deep learning algorithm,
U-net architecture, was used to identify blood vessels at OCT
natural resolution. The algorithm was also applied to en-face
images. We found that axis orientation contrast within A-lines
in white matter varies significantly less than that of the TiO2

accumulation in blood vessels, which is not structurally organ-
ized. Thus, the finding helps better identification of white matter
structures in this study. Both brain vasculature and white matter
network were reconstructed. This work realized large-scale
visualization and segmentation of brain vasculature in ex-vivo
imaging configuration at high resolution. The future advances
of this work involve intriguing applications in studying vascular
disorders in animal disease models, such as stroke and cancer,
and brain injury.
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