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Abstract: Currently new topologies have been introduced in 

many data centers that provide location independence and larger 
aggregate bandwidth by making different multiple paths in the 
network core. This work proposes transport of data from TCP 
(Transmission control Protocol) to multi-path TCP (MPTCP) for 
maximum utilization of paths over network flow. In spite of its 
added advantages, some sort of work on MPTCP to be carried out 
on cloud environment and further, efficient way of using MPTCP 
on real-world cloud application still looks like unclear problem. 
Further, the work also concerned on MPTCP usage in most 
effective and feasible way for cloud and data center environments 
over various conditions on network. The experiment is conducted 
by clustering the public cloud data using Gaussian Mixture Model 
(GMM) based Expectation and Maximization (EM) algorithm and 
communicated over a network using MPTCP. The results shows 
that the proposed method yields high-speed data transfer and low 
communication delay when compare to traditional TCP 
technique. 
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I. INTRODUCTION 

Many Companies like Amazon, Google and Microsoft 
have constructed data centres of unprecedented size which 
can be used to run many complex cloud applications. These 
complex applications are spread across several machines but 
undertaking this, will degrade the life of network fabric 
present within the data center. In a point to point 
communication traffic, bulk quantities of data has been 
transmitted, example, transferring of distributed file system 
such as GFS. The applications such as Dryad, BigTable or 
MapReduce exchange large amount of information between 
several machines. It is important to maintain the role of each 
machine by preventing the hot spots creation in network 
fabric, in order to get maximum flexibility when running a 
new application. 

Nowadays, Data center networking has evolved as an 
important attention because now data centers became an 
important case in their own right way, and also mainly, it 
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simultaneously reveals the physical network topology and the 
routing traffic. In order to allow many operators to implement 
the functionality of the application in a location 
independence manner, new denser network topologies like 
VL2 [5] and FatTree [1] have been implemented. However, 
such a denser network results in difficulty for 
direction-finding. How to ensure distribution of load between 
multiple paths is uniform with independent of the 
communication traffic? 

Cloud data centres deploys a complex variety of tasks 
having enhanced and varying conditions. The nature of 
almost all task are distributed and communication happens 
over the network established in data centres. At the same 
time, data centres network provides support for various 
requirements. The load balancing is done properly from small 
client-server application (E.g.: Web application) to data 
processing applications on distributed approach (E.g.: Live 
migration on virtual machine). Multi path TCP is an IETF 
expansion [4] to TCP and it is a protocol which traverses 
end-to-end in a communication network and designed to 
deliver multi path networking by reducing the complex 
design in Hardware network Architecture 

Multiple-path networking administration has numerous 
potential advantages. As a part of expanded dependability, 
multi-pathing empowers arrange resources from various 
ways to be accumulated—conceivably giving expanded data 
transmission. Multi-path networking can also minimises data 
blockage inside the data centres or problems in network 
handler by exploring the repeated paths. The feasibility of 
multiple path networking is important in the present data 
centres because (i) basic cloud data centres uses network 
topological algorithms, for example, clos and fat-trees give 
numerous paths to every cloud server, and further (ii) data 
servers themselves have different network interfaces (NICs) 
to develop rep routes to different servers. 

In this work we proposes a development of data center 
transport from TCP (Transmission control Protocol) to 
multi-path TCP (MPTCP) for maximum utilization of paths 
over network flow. Further, the work also concerned on 
MPTCP usage in most effective and feasible way for cloud 
and data centre environments over various conditions on 
network. The experiment is conducted by clustering the 
public cloud data using Gaussian Mixture Model (GMM) 
based Expectation and Maximization (EM) algorithm and 
communicated over a network using MPTCP.  
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The performance of MPTCP is evaluated over traditional 
TCP running in public data center. We determine that 
MPTCP performance in terms of high-speed, data transfer 
and low communication delay for soft clustered data is better 
when compared to traditional TCP. Further, we also show 
that multipath TCP can utilize many topologies and traffic 
patterns where single path TCP cannot. 

II. BACKGROUND SURVEY 

Multipath TCP is an extension of TCP that empowers 
concurrent transmission of information from one end to other 
end across several paths. For an example, like cellular phone 
where multi-path TCP allows several applications to transfer 
and receive information across several interfaces, like 
cellular and Wi-Fi, by building single TCP sub flow for every 
interface [14] MPTCP scheduler makes use of this sub flow 
for transmit and receive of the information. The design of 
MPTCP has several benefits like resource usage, throughput 
and soft reaction to bugs good performance with paths. 
Figure 1 shows the MPTCP architecture. 

 
Fig. 1.  Depicts the design of MPTCP. 

The sub flow with shortest round trip time (RTT) is 
selected by a scheduler [15] in order to send the data 
provided, if several sub flows are available. Out of all sub 
flows, the sub flow whose congestion window is not yet full, 
the scheduler selects that path with lesser round trip time, 
during the transmission of the segment. The scheduler builds 
an inclination towards one of the interfaces if there is more 
than one such path, Further, it continues to send the 
information on the particular sub flow till the congestion 
window of that sub flow turns out to be full.  

MPTCP has analysed in mobile context in the previous 
work. In [16] the authors studied the mobility effect  on 
MPTCP, while in [17] the authors presented a different 
modes of MPTCP to be utilized by cell phones for Wi-fi 
handover. However, with respect to lossy sub flows, 
heterogenetic nature of path is not investigated in neither of 
the work. In [18] the authors presented a comparative study 
between single TCP and multi path TCP. In [9] the authors 
calculated the importance of scheduler architecture on 
performance by deploying various scheduler algorithms. 
Whereas different congestion mechanism algorithms are 

compared in [20][21][22][23].In [24] the authors introduced 
scheduler algorithms that picks sub flows dependent on an 
estimation of the level of traffic they can deal with before 
getting congested. The methodology reveals by considering 
limited buffering quantity by considering huge transfers in a 
network. In [25] authors presented another new scheduling 
policy was maintain a strategic distance from out-of-request 
segments. However, the removal of segment from TCP 
buffer after it is transmitted by another sub flow is not 
explained by the authors.  

In [26] on the ns-2 simulator platform the authors 
presented a delay-aware packet scheduler algorithm. The 
proposed method evaluates the path heterogeneity both in 
delay and stable conditions. In [27] the authors evaluated the 
performance of MPTCP over mobile network. The study has 
been carried out by considering various sub flows and 
detailed statistics like round trip time (RTT) and out of order 
delivery, but the authors did not consider the lossy sub flows. 
Lim et al. presented a new scheduler algorithm that send 
buffers by monitoring the available bandwidth on every sub 
flow, however, it doesn't exploit the data loss rate on every 
single sub flow. 

III. NETWORK DATA CENTER  

From the Top level, networking architecture in Data 
centers are mainly divided into four components namely 

▪ Physical networking 
▪ Routing network  
▪ Paths selection by routing  
▪ Selected paths traffic congestion control.  

Each component in Data center networking are inter 
dependent on one another. Each component we will discuss 
in detail and also it is worth to mention since MPTCP reveals 
both traffic congestion control and path selection control. 

A. Network Topology 

Generally, hierarchical network topologies have been used 
for building data centers, that is, racks of hosts interface with 
a top-of-rack switch, these switches associate with 
aggregation switches and these are associated with a center 
switch. If the majority of traffic flows in and out of the data 
center, than the use of such network topologies make sense. 
There will non uniform sharing of bandwidth if majority of 
the traffic is within datacentre (Intra).  

These restrictions are overcome by recent proposals. In 
order to provide complete bandwidth between two hosts in a 
network, the topologies like Clos [3], VL2 and FatTree uses 
several center switches. They themselves differ, where 
FatTree makes use of bulk quantity data having low speed 
links whereas VL2 will make use of lesser faster links. 
Conversely, in BCube [6], the hierarchy is deserted in support 
a hypercube-like topology. Each of the these proposals take 
care of the traffic issue at physical level that is sufficient 
capability with regards to each host to be able to transmit 
flat-out to another randomly selected host. The issue of 
routing of traffic depends on density of interconnection. 
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B. Network Routing 

Multiple number of parallel paths are generated between 
pair of hosts when the topology is densely interconnected. 
Host may not be knowing the load level of these paths or 
which path is less loaded, hence the network routing system 
should distribute traffic over these paths. The dynamic load 
balancing technique is used, where each stream is allocated 
an arbitrary path from the available paths. 

In today’s switches dynamic load balancing can be 

implemented in several ways practically. For an instance, in 
order to send ECMP, a switch can utilize a protocol called 
link state routing protocol then, flow will be divided similarly 
across equivalent length paths depending on a hash of the 
five-tuple in every data packet. VL2 gives simply such 
control over a virtual layer 2 foundation. 

Most of the topologies have varying path length like 
Bcube, where simple ECMP can't get to a large number of 
such paths since it just hashes between the shortest paths. 
This problem can be solved by uncovering all underlying 
network paths [7] by utilizing numerous paths provided by 
various static VLANs. Either the host or the primary hop 
switch would then be able to hash the five tuple to figure out 
which path is utilized.  

C. Network Path Selection 

Dynamic load balancing mechanism is selected as the 
default path selection system by ECMP or various VLANs. 
However, in many of the topologies the Dynamic load 
balancing mechanism can't accomplish the full 
cross-sectional network bandwidth nor it is particularly 
reasonable. This is because many hot-spots will create for 
dynamic selection, where few links will get under loaded for 
an unfortunate combination of dynamic selection and some 
links will have little or zero load. 

A centralized flow schedulers is proposed in order to 
address these issues. In order to maximize or boost the total 
throughput [2] the existing flows are reassigned and large 
flows re linked to minimal loaded paths. The performance of 
the scheduler is good provided, if the flows are limited with 
exponentially circulated sizes and Poisson appearances, as 
appeared in Hedera [2].The intention is to utilize the 
complete bandwidth by scheduling only big flows and also by 
maintaining lower scheduling cost. 

However, the traffic analysis in data centers indicates that 
flow distribution is not following Pareto distribution system 
[5].In such scenarios, in order to keep aware of the flow 
arrivals, the scheduler needs to run continuously or 
frequently. Still the response time of scheduler is basically 
limited, since it has to compute placements, extract statistics 
and trigger initiation, in this scheduling period. 

D. Network Congestion Control 

Many applications acquire TCP’s congestion control 

system by using single path TCP, which performs very fair 
operation on the selected path by matching offered load to 
available capacity. Many recent study proves that tuning TCP 
to data center has several advantages, like reduction in 
retransmission timeout [10], but yet the issue TCP solves 
stays unchanged. 

Multi Path TCP makes use of congestion control scheme 
[9] which works across all sub-flows. One of the design 

objectives is to modify the present TCP network connections 
not to cause other connections to starve. Appropriately, a 
single congestion window used by congestion control scheme 
which is shared by all sub-flows and modifies the global 
congestion window depending congestion on every sub-flow. 
Along with coupled policy, the literature [10, 11, and 12] also 
reveals other congestion control policies which includes 
uncoupled polices, that considers each sub-flow alone and 
which leads to a problem for other TCP network connections 
[13]. 

IV. PROPOSED METHOD 

The experiment comes up with an assumption of different 
environment such as production and cluster environment in 
public cloud respectively. The cluster environment is created 
by clustering the data using Gaussian Mixture Model (GMM) 
based Expectation and Maximization (EM) algorithm. The 
experiment is conducted in a cluster environment with public 
cloud consisting of various loads over network. 

A. Clustering Cloud Data 

In this section, we discuss Gaussian mixture model 
(GMM) Expectation Maximization (EM) clustering that we 
use to cluster the big data which is loaded in cloud network. 
EM algorithm belongs unsupervised learning. The objective 
of this algorithm is to segregate the unlabelled cloud data into 
N number of groups. Figure 4 and Figure 6 shows the 
graphical visualization of big data form different number 
clusters head or centroids.  

B. Expectation Maximization  

 EM is a probability distribution based clustering 
technique deployed using Gaussian mixture model. The EM 
method deal with several data points to form multiple 
clusters, where every cluster form a Gaussian distribution. 
This results in study on Gaussian mixture model. The 
univariate one dimensional Gaussian distribution function 
can be written as in (1) 

     (1) 
 
Where, v is the average value, σ is the Standard deviation, 

σ2 is Variance and x is the data point (pixel) with location (m, 

n) in a two dimensional plane. 
The Multivariate Gaussian distribution can be written as in 

(2). Where Ʃ is covariance matrix. 

 (2) 
The mean v and covariance Ʃ of a Gaussian distribution 

are estimated in order to extend the multivariate distribution 
to spread over all the data points. Maximum Likelihood 
method (ML) is used to estimate mean v and covariance Ʃ. 

Logarithm of Gaussian distribution is calculated for 
parameter estimation using Maximum Likelihood method as 
given in (3) 
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 (3) 
The mean v and covariance Ʃ can be identified using 

Maximum Likelihood method by applying derivative for (3), 
with respect to v and Ʃ and equating it to zero. 

                                                   (4) 

        (5) 
Where N is total number of data points. 
The probability distribution for ‘x’ number of data points 

for multiple Gaussians can be given in (6) 

                              (6) 
Where, k represents Total number of Gaussians, πk 

represents Mixing coefficients for the kth Gaussian and  

 Represents Normal multivariate distribution 
for the class k. Log likelihood can be obtained from (6) by 
applying logarithm 

(7) 
 

C. Expectation Maximization (EM) technique 

The EM algorithm is a looping technique which is performed 
to find out the values of mean (vk), covariance (Ʃk) for ‘k’ 

number of clusters. It consists of mainly two steps: 
Expectation step and Maximization step 
Step 1: Initialize the parameters mean (vj), covariance (Ʃj) by 
calculating the histogram of the image for k number of 
clusters. Calculate the log likelihood from (8)  

(8) 
Where N is the total number of data points or pixels, P is the 
probability for the distribution for the samples X, 

 Normal multivariate Gaussian distribution 

for the cluster j. 
Step 2: E-Step - Using the log likelihood for all observed 
and unobserved data obtained in step 1, compute the expected 
probability of unobserved data. Hence the step Expectation 
given in (9). 

                                 (9) 
Step 3: M Step - Update the parameters. 

                                      (10) 

            

(11) 

                                                      (12) 
Step 4: Calculate the log likelihood from (13). 

   (13) 

D. Public Cloud setup 

Our experiment is conducted with two distinct setup 
environment to obtain comparative study among TCP and 
MPTCP. It assumes cluster environment on the public cloud 
systems. We experimented using AWS (Amazon Web 
Server) cloud infrastructure with two VMs having capacity of 
4GB RAM, 2VCPU, 100GB drive space and two interfaces 
connected to different subnets. 

 
Fig. 2. Shows the proposed experimental setup 

 Two VMs are named as VM1 and VM2 as shown in 
Figure 3 where VM1 was running Ubuntu 18.04, kernel 
version 4.10 with regular TCP setup, whereas VM2 was 
running with Ubuntu 18.04 kernel version 4.10 with MPTCP 
V0.93. 
 Similarly two dedicated system are used for 
downloading cluster data where system S1 was equipped 
with 2GB RAM, i3 processor, wifi and Ethernet interfaces, 
Ubuntu 18.04 with normal TCP setup whereas system S2 has  
same specification as S1 along with MPTCP V0.93 setup. 

E. MPTCP Set-up 

MPTCP configured on Linux machine version 4.10, which 
is new addition to linux kernel. The different configurations 
of MPTCP kernel and congestion control methods used to 
carry on our experiment. Until and unless it’s not been 

specified means, will go with kernel default version and LIA 
congestion control method. The MPTCP header checksum to 
be turned-off to reduce unnecessary overhead on CPU. The 
buffer size is suggested based on multiplying maximum 
round-trip duration for all paths by total available bandwidth. 
RFC6182 is used to set receive buffers on all experiments. 
The result on receive buffers are comparatively larger (256 
KB) than default (8 KB) size. 
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F. Application Workloads 

The memory and disk intensive workloads are two widely 
used classes of cloud workloads in our experiment. The 
various characteristics are generated on network traffic for 
both such as bandwidth, size of packets on network. 
The illustration on memory-intensive workloads follows the 
same as mentioned below: 

▪ Iperf supports for large block data transfer micro 
benchmarks 

▪ Live VM migration from network-intensive blocks to 
block data transfers 

▪ Generate request by using key-value store called Redis, 
with Yahoo Cloud Serve Benchmark (YCSB) 

The disk-intensive workload uses following for experiments: 
▪ Micro benchmarks for large disk information transfer 

using FTP and rsync 
▪ Spark used for distributed information processing 

G. Network Conditions 

The initial experiment where application uses uncongested 
network with available bandwidth of 10GigE interface for 
both disk and memory related workloads. The switches do 
not face traffic at its background. The experiment assumes, 
there is a multiple application hosted by server and repeatedly 
performs operation on the same environment. The bandwidth 
allocation values are restricted to smaller one by following 
rate limit and it belongs to same range in public 
environments. 

V. RESULT 

The Cloud service providers such as IBM soft layer, Amazon 
and Microsoft Azure, all provide a virtual information centre 
and provides Virtual machines (VMs) to host end users. 
Multiple Network Interface Controllers (NICs) can be easily 
configured with these VMs. Our experiment is conducted 
with two distinct setup environment to obtain comparative 
study among TCP and MPTCP. It assumes cluster 
environment on the public cloud systems. We experimented 
using AWS (Amazon Web Server) cloud infrastructure with 
two VMs having capacity of 4GB RAM, 2VCPU, 100GB 
drive space and two interfaces connected to different subnets. 

 
Fig. 3. Graphical visualization of big data form six 

clusters head or centroids. 

 

Fig. 4. Graphical visualization of big data form seven 
clusters head or centroids. 

 

Fig. 5. Represents the performance of MPTCP over TCP 

As mentioned earlier our experimentation is done in AWS 
public cloud system, therefore we observed variations in the 
bandwidth on both TCP and MPTCP setup. This bandwidth 
test was carried out using ipref tool. 
Our analysis was broadly classified into two categories 

▪ Link Handover 
▪ Throughput 

Link Handover: We used ifstat tool to monitor the traffic flow 
in all interfaces. Started downloading scripts in both TCP and 
MPTCP setups. One of the network interface was removed 
while data is being downloaded. The observation was TCP 
setup failed to switch the traffic flow to the working interface, 
whereas the MPTCP smoothly handled over working 
interface.  Throughput: Since MPTCP started downloading 
from all the available network interfaces it increases the 
speed than the TCP. The Table 1 shows the communication 
delay happened for both TCP and MPTCP to access the files 
of different capacity. 
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Fig. 6. Represents the performance of MPTCP over 
different clustering algorithms 

Fig. 7. Table 1. Comparison of network delay obtained 
while transferring the data between MPTCP and TCP 

File Size 
 

TCP 
Time Seconds 

MPTCP 
Time Seconds 

120 MB 480 223 
240 MB 1500 712 
280 MB 1870 928 
320 MB 2205 1604 
380 MB 2434 1912 

VI. CONCLUSION 

This work reveals the experimental studies the performance 
of Multi path TCP’s with multiple network conditions.  The 

work concerned on MPTCP usage in most effective and 
feasible way for cloud and data centre environments over 
various conditions on network. The experiment is conducted 
by clustering the public cloud data using Gaussian Mixture 
Model (GMM) based Expectation and Maximization (EM) 
algorithm and communicated over a network using MPTCP. 
The results shows that the proposed method yields 
high-speed data transfer and low communication delay when 
compare to traditional TCP technique.   
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