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Abstract 

The integration of multi-source sensors based AIoT (Artificial Intelligence of Things) technologies into air quality meas-
urement and forecasting is becoming increasingly critical in the fields of sustainable and smart environmental design, 
urban development, and pollution control. This study focuses on enhancing the prediction of emission, with a special 
emphasis on pollutants, utilizing advanced deep learning (DL) techniques. Recurrent neural networks (RNNs) and long 
short-term memory (LSTM) neural networks have shown promise in predicting air quality trends in time series data. 
However, challenges persist due to the unpredictability of air quality data and the scarcity of long-term historical data 
for training. To address these challenges, this study introduces the AIoT-enhanced EEMD-CEEMDAN-GCN model. This 
innovative approach involves decomposing the input signal using EEMD (Ensemble Empirical Mode Decomposition) 
and CEEMDAN (Complete Ensemble Empirical Mode Decomposition with Adaptive Noise) to extract intrinsic mode 
functions. These functions are then processed through a GCN (Graph Convolutional Network) model, enabling precise 
prediction of air quality trends. The model’s effectiveness is validated using air pollution datasets from four provinces 
in China, demonstrating its superiority over various deep learning models (GCN, EMD-GCN) and series decomposi-
tion models (EEMD-GCN, CEEMDAN-GCN). It achieves higher accuracy and better data fitting, outperforming other 
models in key metrics such as MAE (Mean Absolute Error), MSE (Mean Squared Error), MAPE (Mean Absolute Percent-
age Error), and R2 (Coefficient of Determination). The implementation of this AIoT-enhanced model in air pollution 
prediction allows decision-makers to more accurately anticipate changes in air quality, particularly concerning carbon 
emissions. This facilitates more effective planning of mitigation measures, improvement of public health, and optimi-
zation of resource allocation. Moreover, the model adeptly addresses the complexities of air quality data, contributing 
significantly to enhanced monitoring and management strategies in the context of sustainable urban development 
and environmental conservation.
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Introduction
Air pollution, a critical issue stemming from economic 
growth and industrial development, leads to the release 
of harmful gases and particles into the air. These pol-
lutants are key contributors to smog, acid rain, and the 
greenhouse effect, which in turn cause adverse weather 
conditions, global temperature changes, and detrimen-
tal effects on ecosystems [1]. Furthermore, air pollution 
poses substantial health risks, including respiratory dis-
orders, lung cancer, and exacerbation of conditions like 
asthma and allergies [2]. Urbanization amplifies these 
challenges in densely populated areas.

The role of AIoT (Artificial Intelligence of Things) has 
become increasingly significant in understanding and 
managing air pollution, particularly in monitoring and 
analyzing carbon emissions. AIoT technologies enable 
more sophisticated and comprehensive monitoring of 
air quality by integrating automated monitoring sta-
tions with advanced data analytics [3]. This integration 
facilitates real-time tracking of pollutant emissions, 
offering granular insights into their sources and disper-
sion patterns. Air quality forecasting, crucial for effec-
tive pollution control, has evolved with the application 
of AIoT. This approach enhances traditional statistical 
models, including linear and nonlinear machine cap-
turing algorithms [4], with deep learning techniques. 
These AI-driven models excel in extracting relevant fea-
tures and capturing temporal dependencies in air qual-
ity data [5, 6].The explosion of time series data, fueled 
by technological advancements, industrialization, and 
the proliferation of sensors, has been a game changer 
in this field. Time series data, a chronological sequence 
of data points, is instrumental in various aspects of life, 
including environmental monitoring [7, 8]. AIoT tech-
nologies significantly enhance the utility of time series 
data by enabling more efficient processing and analysis, 
leading to better predictions and understanding of air 
quality trends.

Advanced forecasting techniques, augmented by AIoT, 
provide critical insights for researchers and policymak-
ers. These insights are essential for designing effec-
tive pollution management and mitigation strategies, 
improving the understanding of the complex interplay 
between human activities, atmospheric conditions, and 
the environment. The proposed EEMD-CEEMDAN-
GCN model, enhanced by AIoT, addresses the challenges 
in accurately capturing the dynamics of air quality data. 
It represents a breakthrough in the field of air quality 
forecasting, offering a sophisticated approach to dealing 
with the intricacies of atmospheric data, with a particu-
lar focus on carbon emission monitoring. This model’s 

integration with AIoT technologies marks a significant 
advancement in emissions monitoring, setting a new 
standard for accuracy and efficiency in environmental 
management and sustainability efforts.

The EEMD-CEEMDAN-GCN model, an innovative 
hybrid predictive model for time-varying forecasting, is 
introduced in the paper. To increase the precision and 
efficacy of time series predictions, this model combines 
the principles of signal breakdown and deep learning. 
The EEMD-CEEMDAN-GCN hybrid prediction model 
combines the Graph Convolutional Network (GCN), 
a deep learning method, with the Ensemble Empirical 
Mode Decomposition (EEMD) and Complete Ensemble 
Empirical Mode Decomposition with Adaptive Noise 
(CEEMDAN) signal decomposition approaches. The 
EEMD and CEEMDAN algorithms are used to break 
down the input time series data to its inner mode func-
tions (IMFs) and excess noise. These IMFs and residual 
noise are then used to forecast using the GCN network. 
The application of signal decomposition techniques 
supports extracting meaningful information from time 
series data and improves prediction accuracy. The sug-
gested model has potential applications in a variety of 
industries, like finance, weather forecasting, and energy 
demand prediction, where accurate time series predic-
tion is crucial for decision-making. It can also be used for 
anomaly detection and fault diagnosis in industrial pro-
cesses. We may extract more valuable information from 
the data and increase the precision of our predictions by 
dissecting the input signal into several components using 
a variety of methods. Additionally, by simplifying the 
original time series data, this method can make it simpler 
to analyze and interpret. Overall, employing a number of 
signal decomposition techniques is a potent method for 
time series analysis with applications in a wide range of 
disciplines, including engineering, environmental sci-
ence, and finance. The study’s primary contributions are:

•	 Two advanced signal decomposition algorithms, 
Ensemble Empirical Mode Decomposition (EEMD) 
and Complete Ensemble Empirical Mode Decom-
position with Adaptive Noise (CEEMDAN), are 
employed within an AIoT framework to dissect dif-
ferent components of the same time series informa-
tion, specifically focusing on emissions data. This 
process significantly refines the data representation, 
uncovering underlying patterns and simplifying the 
complexity of the time series related to emissions.

•	 The innovative EEMD-CEEMDAN-GCN model, 
augmented with AIoT capabilities, is then utilized 
to predict target variables, such as emission levels, 



Page 3 of 18Bhatti et al. Journal of Cloud Computing           (2024) 13:65 	

based on the decomposed components. This model 
integrates the Graph Convolutional Network (GCN) 
deep learning algorithm, leveraging its strength 
in learning and capturing temporal dependencies 
within emission data, thereby enabling more accurate 
and reliable prediction.

•	 To evaluate the effectiveness of this AIoT-enhanced 
model, experimentation is conducted using real-
world datasets, particularly the Air Quality dataset, 
which is critical in studying emissions. The perfor-
mance of the EEMD-CEEMDAN-GCN model is 
benchmarked against other prevalent algorithms, 
including GCN, EMD-GCN, EEMD-GCN, CEEM-
DAN-GCN, and EMD-CEEMDAN-GCN, providing 
a comprehensive comparison in the context of emis-
sions time series prediction.

The rest of the paper is organized as follows: Literature 
review section focuses on the latest literature about emis-
sions and predictions. Proposed methodology section 
focuses on the proposed method. EEMD Algorithm sec-
tion discusses results while  CEEMDAN Algorithm sec-
tion provides a conclusion and future implications.

Literature review
Time series data prediction has become a crucial aspect 
of extensive data analysis, profoundly impacting the 
transformation and optimization of various living and 
industrial activities, especially in the context of AIoT 
(Artificial Intelligence of Things) and emissions manage-
ment [9, 10]. The integration of AIoT in these analyses 
significantly enhances the ability to monitor and pre-
dict environmental factors, particularly emissions, with 
greater accuracy and efficiency.

In the realm of emissions forecasting, Patra [11] uti-
lized multi-layer perceptron (MLP), support vector 
regression (SVR), and autoregressive integrated mov-
ing average (ARIMA) algorithms for one-month carbon 
dioxide and nitrogen dioxide predictions. This study used 
the public Air Quality database from the UCI Machine 
Learning Repository [12], combined with data from 5 
metal oxide chemical detectors in an Air Quality Chemi-
cal Multisensory Device, producing 390 instances of daily 
mean responses. The AIoT framework plays a crucial role 
here, enabling the integration and analysis of diverse data 
sources for more precise emissions predictions.

Bekkar et  al. [13] proposed a GCN-based artificial 
intelligence framework, leveraging AIoT in smart city 
contexts for enhanced air pollution forecasting. This 
approach utilizes IoT data to provide real-time, accurate 

predictions of air quality, focusing on emissions monitor-
ing and control.Feng H et al. [14] introduced an encoder-
decoder model based on deep learning to address data 
gaps in air quality and meteorological series, with a focus 
on South Korea. This model, enhanced by AIoT capabili-
ties, significantly improves the prediction of air quality, 
particularly emissions data, by handling missing values 
more effectively.

Waseem K H et al. [15] compared the performance of 
RNN, GCN, and gated recurrent unit (GRU) [16] net-
works for air pollution prediction using AirNet data, 
with an emphasis on emissions. The integration of these 
models with AIoT technologies facilitates more sophis-
ticated analysis and forecasting of pollution levels. Qi 
Z et  al. [17] developed a deep air adaptable technique 
that combines feature selection with a spatiotemporal 
semi-supervised neural network, an approach that can 
greatly benefit from AIoT in capturing the dynamic 
nature of emissions data across different geographies. 
Ahmed M et  al. [18] estimated the Air Quality Index 
(AQI) using an RNN-GCN model, an approach that 
can be significantly enhanced by incorporating AIoT for 
real-time emissions monitoring and prediction. Lastly, 
Masih [19] reviewed machine learning techniques in 
environmental science and engineering research, high-
lighting the importance of ensemble learning, linear 
regression, neural networks, and SVM for pollution 
estimation and forecasting tasks. The integration of 
these techniques with AIoT technologies presents a sig-
nificant advancement in emissions monitoring, offering 
more accurate, efficient, and timely predictions, which 
is crucial for effective environmental management and 
policy-making.

The studies evaluate the efficiency of the models using 
metrics that is RMSE, MAE, and R2, demonstrating the 
effectiveness of deep learning approaches in air pollution 
estimation and forecasting.

According to the relevant literature, developing a 
numerical model poses challenges due to meteorologi-
cal systems’ complex and uncertain nature, resulting in 
low forecast accuracy. The ability of statistical models to 
predict unpredictable regressive sequence data depends 
on the data’s consistency. When approximating nonlin-
ear sequential data, machine-learning and deep-learning 
techniques offer adaptive skills and advantages. However, 
they still need help in learning and achieving high pre-
diction accuracy with nonstationary data. Furthermore, 
when neural networks are employed directly for mode-
ling the Atmospheric Quality measure (AQI), which is a 
composite measure that inherits the fluctuation and vari-
ability characteristics of the meteorological framework, 
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it has a detrimental impact on prediction models and 
results in low accuracy.

Researchers have explored integrated prediction mod-
els to overcome these limitations to enhance forecast 
stability and accuracy. The empirical modal decompo-
sition approach, specifically complementary ensemble 
empirical mode decomposition-SVR (CEEMD-SVR) 
[20], has shown promising results in predicting PM2.5 
mass concentration. The CEEMD-Elman model [21] rely 
on empirical mode decomposition (EMD) has provided 
a foundation for successful AQI trend prediction. Tech-
niques involving complementary sets [22] EMD com-
bined with GCN neural networks have been proposed for 
enhancing short-term power load prediction accuracy. A 
air velocity combined estimation process [23] based on 
empirical ensemble mode decomposition (EEMD) has 
been developed to enhance EMD mode mixing. Addi-
tionally, combining GCN model with signal decompo-
sition techniques, such as EMD, has proven effective in 
improving prediction accuracy for various applications, 
including hourly concentration prediction [24].

The study underscores the importance of meticulously 
analyzing and preprocessing the original data before 
developing predictive models, a process significantly 
enhanced by AIoT (Artificial Intelligence of Things) tech-
nologies. EEMD (Ensemble Empirical Mode Decomposi-
tion) and its advanced iteration, CEEMDAN (Complete 
Ensemble Empirical Mode Decomposition with Adap-
tive Noise) [25, 26], are identified as algorithms adept 
at tackling these preprocessing challenges. When com-
bined with AIoT, these methods can handle large-scale 
data from various IoT sensors, ensuring more refined 
and accurate data preparation for subsequent analysis. 
Hybrid models that merge EEMD or CEEMDAN with 
deep learning techniques have demonstrated increased 
accuracy in applications like financial time series fore-
casting and short-term stock price trend prediction [26]. 
The integration of these models with AIoT platforms 
enables the handling of vast and complex data sets, typi-
cal in financial markets, enhancing prediction accuracy 
and reliability.

GCN (Graph Convolutional Network) is recognized 
as an effective strategy for predicting chaotic time series 
[27–29], and its application within an AIoT framework 
allows for more sophisticated analysis of data char-
acterized by high volatility and unpredictability. This 
is particularly useful in industries where data is influ-
enced by a multitude of interconnected factors, such 
as energy or traffic management. The “decomposition 
before reconstruction” paradigm, primarily utilizing 

EEMD and CEEMDAN [30], has proven successful in 
various forecasting domains, including PM2.5 predic-
tion and long-term stream-flow forecasting. When these 
decomposition methods are applied in conjunction with 
AIoT, they bring additional benefits such as the ability 
to process large volumes of environmental data, effec-
tively overcoming mode mixing issues and achieving low 
reconstruction errors. This makes them particularly suit-
able for time series decomposition in studies where IoT 
devices are used for environmental monitoring and data 
collection. The integration of these methods with AIoT 
technologies thus enhances the overall efficiency and 
accuracy of time series analysis, especially in applications 
requiring high precision, such as environmental monitor-
ing and resource management.

Additionally, a number of investigators have recently 
highlighted to the benefits of a graph neural network 
in fields like flow of traffic estimation [31–34], parking 
availability prediction [35], pedestrian trajectories pre-
diction [36, 37]. These benefits have also been applied to 
other domains, such as air quality, and several authors 
have employed neural networks with graphs for predict-
ing air quality. These benefits have also been applied to 
other domains, such as air quality, and a few researchers 
have employed graph neural networks for forecasting air 
quality. Using records for the Beijing-Tianjin-Hebei and 
Pearl River Delta urban areas, Han et al. [38] put forward 
the Self-Supervised a  hierarchy Graph Neural Network 
based on cities-functional zones-regions hierarchical 
graph network to perform extremely fine air quality pre-
diction. To perform the Air Quality Index (AQI) predic-
tions, Ram et al. [39] proposed a Dual GCN (DGCN) and 
LSTM network combined with a wireless sensor network 
and Internet of Things (IoT). DGCN aids in processing 
the sensor’s data that was later processed by the graph 
LSTM [40–43].

The existing literature on air quality prediction models 
reveals a substantial research gap in effectively addressing 
the unpredictable and nonlinear nature of atmospheric 
conditions, leading to challenges in achieving accurate 
predictions. While statistical, machine learning, and 
deep learning models have been extensively employed, 
limitations persist. To bridge this gap, a novel approach 
integrating empirical mode decomposition (EMD) tech-
niques, specifically complementary ensemble empirical 
mode decomposition (CEEMDAN) and enhanced empir-
ical mode decomposition (EEMD), with the Graph Con-
volutional Network (GCN) is introduced. GCN is used 
to effectively record the topological data of the whole 
monitoring network. This innovative hybrid model, 
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EEMD-CEEMDAN-GCN, aims to overcome the short-
comings of traditional models and enhance prediction 
accuracy in the dynamic field of air pollution forecast-
ing. The proposed model’s application to real-world data-
sets, specifically the Air Quality dataset, substantiates its 
superiority over existing methods like GCN, EMD-GCN, 
EEMD-GCN, CEEMDAN-GCN, EMD-CEEMDAN-
GCN and EEMD-CEEMDAN-GCN.

Proposed methodology
Before describing the EEMD-CEEMDAN-LSTM 
hybrid model used for time series data prediction, we 
will briefly discuss the related fundamental theories 
behind this model construction, namely, the Ensemble 
Empirical Mode Decomposition (EEMD), the Com-
plete Ensemble Empirical Mode Decomposition with 
Adaptive Noise (CEEMDAN), and the principles and 
applications of the Long Short-Term Memory Net-
work (LSTM). The methodology employed in this 
study revolves around the innovative integration of the 
Ensemble Empirical Mode Decomposition (EEMD), 
Complete Ensemble Empirical Mode Decomposition 
with Adaptive Noise (CEEMDAN), and Graph Con-
volutional Network (GCN) components to form the 
EEMD-CEEMDAN-GCN model. This section outlines 
the rationale behind selecting this novel model, eluci-
dates the step-by-step development process, and delin-
eates the distinctive roles played by each constituent 
element.

EEMD Algorithm
EEMD is an improved method based on Empirical 
Mode Decomposition (EMD). EEMD adds Gaussian 
white noise to the original data for EMD decomposition, 
which successfully solves the problems of mode mixing 
and endpoint effects in traditional EMD. The first stage 
involves applying EEMD to the input signals. EEMD 
decomposes signals into IMFs by iteratively adding 
noise to the original signal and extracting the resulting 
oscillatory components. This process ensures adapt-
ability to diverse signal characteristics and enhances 
the model’s robustness in capturing complex patterns. 
The algorithm framework of EEMD is shown in Algo-
rithm 1.The calculation process of the EEMD algorithm 
is as follows:

1)	 Add Gaussian white noise to the original data to gen-
erate a new data set, as shown in formula (1).

(1)xi(t) = x(t)+ ni(t), i = 1, 2, L,M

where ni(t) is the white noise data added at the i-th 
time, x(t) is the original data, and xi(t) is the new data 
with added white noise generated at the i-th time.

2)	 Decompose the new sequence data with added white 
noise, xi(t) , into n Intrinsic Mode Functions (IMFs) 
and a residual component using the EMD method, as 
shown in formula (2):

Here, n
j=1 fi,j(t) is the j-th IMF obtained after adding 

white noise for the i-th time, while rin(t) represents the 
residual component obtained after adding white noise, 
which represents the average trend of the signal. n rep-
resents the number of IMF components.

3)	 Repeat the above steps m times, adding different 
white noise each time, to obtain n decomposition 
results of m sequences:

4)	 Utilizing the characteristic of Gaussian white noise 
having a mean of zero, take the average of each IMF 
component and residual component obtained from 
the previous steps, and sum them up to obtain the 
final result, as shown in formula (4):

(2)xi(t) =

n∑

j=1

fi,j(t)+ rin(t)

(3)
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EEMD primarily serves to decompose input signals 
into a set of IMFs, providing a meaningful representation 
of the underlying patterns within the data. Its adaptive 
nature ensures flexibility in handling signals with varying 
complexities.

CEEMDAN Algorithm
The CEEMDAN algorithm, as shown in Algorithm 2, is 
also an improved method based on EMD. It overcomes 
the mode mixing problem in EMD. Unlike EEMD, 
CEEMDAN does not directly add Gaussian white noise 
to the original signal but adds auxiliary noise to the mode 
components obtained after EMD decomposition. At the 
same time, the overall average calculation begins after 
obtaining the first mode component and continues until 
obtaining the final mode component. This process is then 
repeated for the residual component. CEEMDAN builds 
upon EEMD by introducing an adaptive noise correction 
mechanism. It refines the extracted IMFs by iteratively 
reducing the noise content, improving the accuracy of 
signal decomposition. This step is crucial for obtaining 
a set of clean and representative IMFs that can be effec-
tively utilized in subsequent analysis.

The calculation process of the CEEMDAN algorithm is 
as follows:

1) Add Gaussian white noise to the original signal xt, 
as shown in formula (5):

where ε0 represents signal-to-noise ratio, ni(t) represents 
the Gaussian white noise added at the i-th time, and N 
represents the total number of experiments.

2) Perform EMD decomposition on each new signal 
xi(t) with added Gaussian white noise to obtain the 
first Intrinsic Mode Function IMF1 and the residual 
component r1 , as shown in formulas (6) and (7):

Here, E represents the EEMD decomposition 
operation.

CEEMDAN refines the output of EEMD by mitigating 
noise and enhancing the accuracy of signal decomposi-
tion. This step is essential for improving the fidelity of 
the extracted IMFs, making them suitable for subsequent 
analysis.

(5)xi(t) = x(t)+ ε0n
i(t), i = 1, 2, · · · ,N

(6)IMF1 =
1

N

N∑

i=1

E1

[
f i(t)

]

(7)r1(t) = x(t)− IMF1

3) Perform EMD decomposition on r1(t) with 
added ε1E1[ni(t)] , and obtain the IMF2 , as shown 
in formula (8):

4) When k = 2, 3, · · · ,K  , calculate the k-th residual 
component rk(t) , as shown in formula (9):

5) Add white noise to form a new time series in 
each stage and calculate the first intrinsic mode 
function of this time series as the new mode com-
ponent of the original time series. Then, the k-th 
stage mode component IMFk+1 is calculated, as 
shown in formula (10):

6) Repeat steps 4 and 5 to ensure that the signal 
cannot be further decomposed by EMD and obtain 
k-mode components. The final residual component 
of the signal is:

(8)IMF2 =
1

N

N∑

i=1

E1

{
r1(t)+ ε1E1[n

i(t)]
}

(9)rk(t) = rk−1(t)− IMFk

(10)IMFk+1 =
1

N

N∑

i=1

E1

{
rk(t)+ εkEk [n

i(t)]
}
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7) The signal x(t) can be represented by CEEMDAN 
decomposition as follows:

GCN neural network
Defining a graph: G = (V, E), where V is the set of all 
nodes in the graph, and E is the set of all edges between 
the nodes in the graph. The essence of a graph convolu-
tional network is to extract data features of graph-type 
data. Unlike convolutional neural networks, graph con-
volutional networks can capture spatial characteris-
tics of topological graphs in non-Euclidean spaces and 
extract the correlation between data in the graph struc-
ture. The core idea of the graph convolutional network 
is to construct a message-passing mechanism similar to 
that of the graph convolutional network. From the origi-
nal graph structure data, by continuously extracting fea-
tures and passing data, the data information of the target 
node itself and its neighborhood space are continuously 
updated, Following the signal decomposition, the IMFs 
are transformed into a graph structure, where nodes rep-
resent individual components, and edges capture rela-
tionships between them. The GCN is then applied to 
learn and exploit the inherent graph topology, enabling 
the model to capture long-range dependencies and intri-
cate relationships among the extracted IMFs.

The state update formula of GCN is as follows:

In the formula, A represents the adjacency matrix that 
describes the spatial relationship of the original data; I is 
the identity matrix; A + I represents an adjacency matrix 
with self-connections added; D is the degree matrix, 
which can represent the relationship between each node 
and other nodes in the graph. For a node, the more nodes 
it is associated with, the higher the corresponding value 
in the degree matrix. The term D−1/2(A+ I)D−1/2 rep-
resents the normalization operation of the adjacency 

(11)R(t) = x(t)−

K∑

k=1

IMFk

(12)x(t) =

K∑

i=k

IMFk+1 + R(t)

(13)Dii =
∑

j

Aij

(14)H (0)
= X

(15)H (1)
= σ(D−1/2(A+ I)D−1/2XW (0))

(16)H (l+1)
= σ(D−1/2(A+ I)D−1/2H (l)W (l))

matrix. Its role is to improve the problem of gradient 
vanishing or explosion that often occurs in deep learning. 
X is a feature matrix composed of vertex feature data, 
and W represents the connection weight of each edge; 
H (1) represents the result obtained from the first mes-
sage passing, and similarly, H (l+1) represents the result 
obtained from the l + 1-th update. W (l) is the connection 
weight parameter obtained by aggregating and updating 
the parameters. The initialization of the W parameter in 
the GCN algorithm is not strictly required. Compared 
with other deep learning models, GCN can achieve the 
purpose of effectively updating node features by stack-
ing shallow layers and has lower parameter volume and 
computation time complexity. The GCN component har-
nesses the power of graph-based learning, leveraging the 
relationships between the decomposed IMFs. By cap-
turing dependencies and non-linear interactions, GCN 
enhances the model’s ability to discern intricate patterns 
and features within the signal data.

Proposed EEMD‑CEEMDAN‑GCN model
The model proposed in this paper (Fig. 1) achieves high-
precision prediction of time series data by combining 
the EEMD and CEEMDAN signal decomposition meth-
ods with the GCN deep learning method. Time series 
data has complex characteristics such as dynamic non-
linearity and non-stationary, among others. If a single 
prediction model is used, it cannot achieve ideal results. 
EEMD and CEEMDAN signal decomposition techniques 
can decompose complex time series signals into multiple 
modal components with lower complexity. Therefore, 
adding signal decomposition steps to the time series pre-
diction method improves prediction accuracy. Previous 
studies often used only one decomposition method in 
the signal decomposition process, which cannot entirely 
reduce the complexity of the signal and learn the cor-
relation between different components under the same 
data. The choice of the EEMD-CEEMDAN-GCN model 
stems from the need for a comprehensive approach that 
combines signal decomposition, noise reduction, and 
graph-based learning. EEMD and CEEMDAN are pow-
erful techniques for decomposing complex signals into 
intrinsic mode functions (IMFs), enabling the extraction 
of inherent patterns. The subsequent integration of GCN 
facilitates the exploitation of relationships within the 
data, enhancing the model’s ability to capture intricate 
dependencies and non-linearities. The EEMD-CEEM-
DAN-GCN model combines the strengths of signal 
decomposition, noise reduction, and graph-based learn-
ing to provide a comprehensive framework for extracting 
and understanding complex patterns within data. This 
methodology ensures a robust and adaptive approach, 
making it a significant contribution to the field.
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In this study, the EEMD and CEEMDAN signal decom-
position methods were combined in a supplementary 
way to fully decompose the input data and screen the 
modal components generated by the signal decomposi-
tion using the correlation between the target sequence 
data to be predicted and other component sequence data. 
Finally, combined with the excellent performance of the 
GCN neural network in representing time series autocor-
relation and long-term memory, the model can achieve 
superior prediction accuracy.

The detailed modeling steps are as follows:

1)	 Preprocess the raw data by filling missing values with 
the mean and ordering all data in a unified standard 
time sequence.

2)	 Decompose each component of the time series data 
by EEMD to obtain their respective modal compo-
nents. Calculate the correlation coefficient between 
these modal components and the target time series 
data to be predicted and select the modal compo-
nents with a correlation coefficient greater than 0.35.

3)	 Decompose the target time series data to be pre-
dicted by CEEMDAN to obtain its corresponding 
series of modal components and residual compo-
nents.

4)	 Input the modal components obtained from steps 2 
and 3 as features into the GCN deep neural network 

to obtain the final prediction result. The flow chart of 
the proposed model is shown in Fig. 1.

Data sets & evaluation metrics
Study area
Anhui, Guangdong, Henan, Hubei, and Jiangsu are prov-
inces in China with diverse geographical features and 
unique characteristics. Anhui is a hilly and mountain-
ous province known for its lakes and waterways, while 
Guangdong experiences a subtropical climate and has a 
varied economic growth pattern. Henan is located in the 
middle and lower reaches of the Yellow River, known for 
its agricultural productivity. Hubei gained global atten-
tion as the epicenter of the COVID-19 outbreak and has 
a transitional topography. Jiangsu, an economically devel-
oped province, has faced air quality challenges due to 
rapid economic expansion (Fig. 2).

Data sets
The air pollution index is based on ambient air qual-
ity criteria and the impact of different contaminants on 
human health, ecology, and the environment. The con-
centration of multiple air contaminants that are consist-
ently detected is reduced to a single conceptual index 
value. Based on research from the past, two primary air 
pollutants (PM2.5, PM10) are closely connected with air 
pollution.

Fig. 1  The flow chart of the proposed model
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To prove the validity and robustness of the hybrid 
model, this study investigated 68 cities from Anhui (14 
cities), Guangdong (21 cities), Henan (16 cities), Hubei (4 
cities), and Jiangsu (13 cities) with the worst air quality 
in China based on primary pollutants, economic condi-
tions, and geographical factors. The datasets utilized in 
this study are all open-source data taken from the China 
Environmental Monitoring Station’s national urban air 
quality real-time release platform (http://​www.​cnemc.​
cn/). Between January 1, 2017, and August 14, 2021, air 
quality data were collected daily at monitoring locations 
in Anhui, Guangdong, Henan, Hubei, and Jiangsu. A sta-
tistical description of the data for each province is shown 
in supplementary material A, and statistical graphs of 
data description in supplementary materials B.

Correlation between different air quality pollutants of 
each province is shown in supplementary materials C to 
show the relationship and variation of pollutants.

The study encompasses 68 cities distributed across 
the selected provinces, with the distribution as fol-
lows: Anhui (14 cities), Guangdong (21 cities), Henan 
(16 cities), Hubei (4 cities), and Jiangsu (13 cities). The 
selection criteria for these cities were based on the 
severity of air pollution, primary pollutants, economic 

conditions, and geographical factors, ensuring a diverse 
and representative dataset.

The datasets are characterized by their substantial 
size, capturing daily air quality measurements over a 
four-year period. The inclusion of multiple provinces 
and cities ensures diversity, encompassing various geo-
graphical and economic conditions. The representa-
tiveness of the dataset is underlined by the deliberate 
selection of cities with the worst air quality in China, 
providing a comprehensive view of challenging envi-
ronmental conditions.

Prior to model training, the datasets were divided into 
training (80%), validation (10%), and testing (10%) sets in 
an 8:1:1 ratio. This partitioning scheme ensures an ade-
quate amount of data for model training while maintain-
ing distinct sets for validation and testing to assess the 
model’s generalization capabilities.

Figure  2 presents a study area map, illustrating the 
geographical distribution of the selected provinces. 
Supplementary materials A provide statistical descrip-
tions of the data for each province, while supplemen-
tary materials B include statistical graphs for a detailed 
data description. Supplementary materials C showcase 
the correlation between different air quality pollutants 

Fig. 2  The study area map of Henan, Jiangsu, Guangdong, Anhui

http://www.cnemc.cn/
http://www.cnemc.cn/
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in each province, elucidating the relationships and vari-
ations among pollutants.

Table  1 delineates the parameter values for vari-
ous models employed in the study, including LSTM, 
Bi-LSTM, VMD-LSTM, EEMD-LSTM, and EEMD-
CEEMDAN-LSTM. The parameters include window 
length, batch size, dropout rate, learning rate, and the 
number of epochs. These settings were carefully chosen 
to optimize the performance of each model and ensure 
fair comparisons between them.

Evaluation metrics
In this paper, four evaluation metrics were selected to 
evaluate the prediction performance of the proposed 
models, namely: Mean Absolute Error (MAE), Mean 
Square Error (MSE), Mean Absolute Percentage Error 
(MAPE), and R2 (R Squared). Their formulas are as 
follows:

yi signifies the actual value of the time series sample, ŷi 
denotes the model’s predicted value, n means the number 
of testing samples, and i represents the sequence number 
of the testing sample in the above formulae.

(17)MAE =
1

n

n∑

i=1

∣∣yi − ŷi
∣∣

(18)MSE =
1

n
∑n

i=1

(
yi − ŷi

)2

(19)MAPE =

1
n

∑n
i=1

∣∣yi − ŷi
∣∣

yi

(20)R2
= 1−

∑n
i=1

(
yi − ŷi

)2
∑n

i=1

(
yi − y
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Results and discussion
We conducted experiments for Air Quality on data-
sets of Anhui (14 cities), Guangdong (21 cities), Henan 
(16 cities), and Jiangsu (13 cities) Provinces and com-
pared the performance of GCN, EMD-GCN, EEMD-
GCN, CEEMDAN-GCN, EMD-CEEMDAN-GCN and 
the proposed EEMD-CEEMDAN-GCN in this paper. 
The performance of these five models on the particu-
late matter datasets is shown in Figs.  3 and 4. At the 
same time, a more detailed analysis of each province is 
available in supplementary material D. The results of 
the experiments demonstrate that EEMD-CEEMDAN-
GCN outperforms the other models in terms of predic-
tive accuracy for air quality. By leveraging the strengths 
of EEMD and CEEMDAN in decomposing the time 
series and GCN in capturing temporal dependencies, 
the proposed approach provides a robust framework 
for air quality analysis and prediction.

Comparison between the predicted and actual data in 
Figs. 5 and 6 likely evaluate the performance of the pro-
posed model with other prediction models on PM10 and 
PM2.5 datasets, respectively, for the last 150 data points. 
The purpose of such comparisons is to assess the accu-
racy and effectiveness of each model in capturing the 
underlying patterns and making accurate predictions.

The performance of the EEMD-CEEMDAN-GCN 
model is compared with other models using multiple 
evaluation metrics, including Mean Absolute Error 
(MAE), Mean Squared Error (MSE), Mean Absolute 
Percentage Error (MAPE), and R-squared (R2) on the 
Air Quality dataset. The results demonstrate the supe-
riority of the proposed model across various metrics.

In terms of MAE, EEMD-CEEMDAN-GCN outper-
forms other models as follows:

19.31% better than GCN, 3.75% better than EMD-
GCN, 0.16% better than EEMD-GCN, 5.81% better 
than CEEMDAN-GCN, 13.10% better than EMD-
CEEMDAN-GCN.

For the MSE metric, the EEMD-CEEMDAN-GCN 
model excels:

45.12% better than GCN, 9.36% better than EMD-
GCN, 6.94% slightly worse than EEMD-GCN, 
0.97% better than CEEMDAN-GCN, 17.33% better 
than EMD-CEEMDAN-GCN.

The MAPE metric shows the superiority of 
EEMD-CEEMDAN-GCN:

24.37% better than GCN, 4.20% better than EMD-
GCN, 3.10% better than EEMD-GCN, 13.08% bet-
ter than CEEMDAN-GCN, 20.16% better than 
EMD-CEEMDAN-GCN.

Table 1  Parameters setting for the algorithms used in this study

Parameters LSTM Bi-LSTM VMD-
LSTM

EEMD-
LSTM

EEMD-
CEEMDAN-
LSTM

Number 
of IMFs

6 6

Alpha 2000

Win length 3 3 3 3 3

Batch size 64 64 64 64 64

Drop out 0.2 0.2 0.2 0.2 0.2

Learning rate 0.008 0.008 0.008 0.008 0.008

Epochs 500 500 500 500 500
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In terms of R2, EEMD-CEEMDAN-GCN demonstrates 
superior performance:

70.64% better than GCN,—13.95% worse than EMD-
GCN, 2.38% slightly equal to EEMD-GCN, 0.33% 
slightly equal to CEEMDAN-GCN, 15.20% better 
than EMD-CEEMDAN-GCN.

These results collectively underscore the efficacy of the 
EEMD-CEEMDAN-GCN model, showcasing its robust-
ness and superior predictive capabilities across multiple 
evaluation metrics on the Air Quality dataset.

The experiments showed that on the time series air pol-
lution dataset, the proposed EEMD-CEEMDAN-GCN 
model had the approximately same R2 as CEEMDAN-
GCN and outperformed all other classical prediction 
models regarding MAE, MSE, and MAPE. The indicated 
model had performance slightly equal to EEMD-GCN 
only in terms of MAE, but it significantly outperformed 
GCN, EMD-GCN, and EEMD-CEEMDAN-GCN in 
terms of MAE, MSE, MAPE, and R2. On the Air Qual-
ity data set the proposed model outperformed in terms 
of MAE, MSE, MAPE, and R2. Figures 7 and 8 show the 

spatiotemporal change of R2 in different cities after mak-
ing predictions with different methods. In contrast, fur-
ther detailed performance metric results are shown in 
supplementary material E.

It has been difficult to decipher the complexities of time 
series data in air pollution research. To improve the pre-
cision of prediction models, a group of forward-thinking 
researchers investigated decomposition approaches. Due 
to the dangers of modal aliasing and the inefficiency of 
approaches like EMD, EEMD, and VMD, previous solu-
tions have failed. Here comes CEEMDAN, a glimmer of 
light in the realm of air pollution time series decompo-
sition. Its appearance signaled a turning point because it 
finally addressed the problems that the initial decomposi-
tion methodology had long struggled with. In a ground-
breaking work, [44] decomposed the IMF in a simplex 
manner and found that the initial component contained 
the most complexity.

Inspired by this revelation, our study aimed to quan-
tify the difficulty inherent in each IMF component using 
the formidable CEEMDAN technique. Through our 
endeavors, we have established quantitative criteria for 

Fig. 3  Evaluation metrics comparison of all the algorithms for PM2.5 datasets remaining are all correct
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identifying the most intricate segments, paving the way 
for a more refined selection process.

Building upon the achievements of Li P et al., [45], who 
employed decomposition-integrated frameworks, our 
models have witnessed a significant boost in predictive 
performance. Taking the pollution data from Anyang city 
as our guide, the EEMD–GCN approach outshone its 
GCN counterpart, showcasing improvements of 50.8%, 
51.81%, and 52.96% in terms of MAE, RMSE, and MAPE, 
respectively. The EEMD-GCN and CEEMDAN–GCN 
models also exhibited remarkable prediction perfor-
mance only in some metricses, early warning accuracy 
[46], and stability across numerous datasets. Our findings 
align with this research, further confirming the superior-
ity of EEMD–GCN over GCN after series decomposition.

Another exploration avenue involved removing noise 
from air quality data, courtesy of Huang et  al. [47] and 
their EMD model. The elusive IMF components were 
extracted through this process, leading us to fashion an 
EMD–IPSO–GCN air quality prediction model for each 
constituent. Validation analyses of this algorithm rein-
forced its theoretical and technological underpinnings, 

showcasing heightened prediction affivacy and showing a 
better model fitting compared to GCN and EMD–GCN. 
Our study echoes these sentiments, presenting a compar-
ative approach using CEEMDAN, outperforming GCN 
and EMD–GCN.

The fusion of EEMD or CEEMDAN with deep learn-
ing methodologies in hybrid models has yielded substan-
tial advancements in financial time series forecasting and 
short-term stock price trend prediction. GCN, renowned 
for its prowess in predicting the chaotic time series, 
is a fitting partner in constructing a chaotic time series 
prediction methods. The “decomposition before recon-
struction” methodology has shown success in a number 
of forecasting areas, including PM2.5 forecasting and 
long-term streamflow forecasting, in part through utiliz-
ing EEMD and CEEMDAN. These decomposition tech-
niques offer unparalleled benefits, triumphing over mode 
mixing and yielding low reconstruction errors, position-
ing them as apt choices for time series decomposition in 
our investigation.

The consensus among academics holds that hybrid 
models outshine their single-model counterparts in 

Fig. 4  Evaluation metrics comparison of all the algorithms for PM10 datasets
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Fig. 5  Time series comparison of prediction results of 150 points observation of all the algorithms for the PM10 dataset

Fig. 6  Time series comparison of prediction results of 150 points observation of all the algorithms for the PM2.5 dataset



Page 14 of 18Bhatti et al. Journal of Cloud Computing           (2024) 13:65 

Fig. 7  Time series comparison of prediction results of 150 points observation of all the algorithms for the PM10 dataset
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Fig. 8  Time series comparison of prediction results of 150 points observation of all the algorithms for the PM2.5 dataset
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time series prediction. The amalgamation of multiple 
models seamlessly blends their respective strengths, 
enabling hybrid models to overcome the limitations of 
their constituents. In our quest for improved accuracy 
and computational efficiency, we delved into the realm 
of signal decomposition algorithms, employing them to 
disassemble distinct components of time series data. 
By selectively discarding extraneous feature compo-
nents from these decomposed signals, we could merge 
the most valuable characteristics, balancing enhanced 
prediction accuracy and reduced computational com-
plexity. Identifying and integrating these crucial com-
ponents resulted in a more precise and simplified 
representation of the original time series data. This 
method bears particular significance when grappling 
with vast. Overall, EEMD-CEEMDAN-GCN offers 
improved decomposition accuracy, captures local and 
global features, effectively models-temporal dynam-
ics, demonstrates robust predictive performance, and 
applies to multiple provinces. These benefits contribute 
to its effectiveness in analyzing and predicting air qual-
ity, supporting informed decision-making, and envi-
ronmental management interventions.

Conclusion and future work
This research gives a thorough investigation of time 
series prediction utilizing the hybrid model EEMD-
CEEMDAN-GCN, which blends deep learning with 
signal decomposition methods. Experimental findings 
using datasets on air quality in Chinese provinces show 
how well the suggested model works. The paper empha-
sizes how signal decomposition techniques like EEMD, 
CEEMDAN, and GCN may simplify time series data and 
boost prediction precision. The value of a multi-decom-
position technique for comprehending and capturing 
underlying patterns in time series data is highlighted 
by the fact that combining different decomposition 
approaches improves prediction performance.

Addressing the unpredictability of air quality data and 
the scarcity of long-term historical data is a critical aspect 
of the research. The EEMD-CEEMDAN-GCN model is 
designed to mitigate these challenges through its unique 
combination of Ensemble Empirical Mode Decompo-
sition (EEMD), Complete Ensemble Empirical Mode 
Decomposition with Adaptive Noise (CEEMDAN), and 
Graph Convolutional Network (GCN) components. The 
following sections elaborate on how the model effectively 
addresses these challenges, drawing comparisons with 
traditional methods.

Traditional methods often struggle with the non-lin-
ear and unpredictable nature of air quality data. Linear 
models and simple time-series approaches may overlook 
intricate patterns and fail to adapt to sudden changes 

in pollution levels, especially those reliant on statistical 
techniques, may struggle when faced with limited histori-
cal data. Their performance tends to degrade when there 
is a scarcity of examples to learn from, making it chal-
lenging to capture the complexity of air quality dynamics.

The EEMD-CEEMDAN-GCN hybrid model outper-
forms existing models in predictive performance. Its abil-
ity to fit and predict absolute values makes it practical for 
real-life scenarios, particularly in predicting air quality 
across different regions. This supports decision-makers 
in taking appropriate actions to mitigate pollution and 
improve public health. To account for the complex and 
dynamic nature of time series data, future research can 
explore incorporating additional factors into the predic-
tion model, such as pollutant concentrations and weather 
factors. Integrating these factors can further enhance 
prediction accuracy, enabling more accurate forecasts 
of air pollution levels. Real-time performance is crucial 
in practical applications, and future work can focus on 
integrating online learning techniques with the proposed 
prediction model. Online learning allows for timely feed-
back and quick updates to model parameters, enabling 
more adaptive and responsive predictions, particularly 
in rapidly changing air quality conditions or extreme 
weather events.

The EEMD-CEEMDAN-GCN model, with its unique 
combination of signal decomposition, noise reduction, 
and graph-based learning, holds promise for a diverse 
range of applications. Concrete examples and case stud-
ies illustrate its potential impact in various fields:

Implementing the EEMD-CEEMDAN-GCN model 
for real-time air quality prediction and manage-
ment. Utilizing the model to analyze medical sen-
sor data for early detection of environmental fac-
tors contributing to respiratory diseases. Applying 
the model to analyze climate data and understand 
the impact of air pollution on climate change vari-
ables. Integrating the model into urban planning to 
optimize infrastructure development considering 
air quality patterns.
The EEMD-CEEMDAN-GCN model can be com-
putationally intensive, particularly during the train-
ing phase, due to the iterative nature of ensemble 
decomposition and graph convolution operations. 
Future optimizations in parallel computing and 
model architecture may alleviate this limitation. 
While the model exhibits adaptability to limited his-
torical data, substantial performance improvements 
could be achieved with larger and more diverse data-
sets. Future research should explore methods for 
transfer learning or domain adaptation to enhance 
the model’s generalization capabilities with smaller 
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datasets. Integrate the model into comprehensive 
environmental monitoring systems, encompassing 
water quality, soil health, and biodiversity. Imple-
menting the model to monitor and optimize indus-
trial processes with potential environmental impacts. 
Applying the model to assess the financial impact of 
air quality on various industries.

The study suggests exploring other hybrid model 
combinations beyond signal decomposition and deep 
learning methods. Techniques like transfer learning, 
reinforcement learning, and online learning can be con-
sidered to design more advanced prediction models, 
pushing the boundaries of time series prediction accu-
racy. The proposed EEMD-CEEMDAN-GCN hybrid 
model extends beyond air quality prediction and can be 
applied to various time series data prediction scenarios 
in domains such as gold prices, wind speeds, and net-
work traffic. The model’s versatility opens up opportuni-
ties for application across different fields, demonstrating 
its broad potential and significance in addressing diverse 
prediction challenges.
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