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Credit risk assessment using the factorization
machine model with feature interactions

Jing Quan'™ & Xuelian Sun'

The accuracy of credit risk evaluation is crucial for the profitability of any financial institution.
The factorization machine is a widely available model that can effectively be utilized for
classification or regression through appropriate feature transformation. In this article, we
apply the factorization machine model to the field of credit risk assessment. Since some
features of the credit risk assessment data are not numerical, one-hot encoding is used,
resulting in sparse training data. However, the computational complexity of the factorization
machine is polynomial. To illustrate the effectiveness of the factorization machine credit risk
assessment model and compare its performance with other classification approaches such as
logical regression, support vector machine, k-nearest neighbors, and artificial neural network,
we conduct numerical experiments on four real-world credit risk evaluation datasets. The
experimental results demonstrate that the proposed factorization machine credit risk
assessment model achieves higher accuracy compared to other machine-learning models on
real-world datasets and is computationally more efficient. Therefore, the factorization
machine model can be considered as a suitable candidate for credit risk assessment.
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Introduction
he development of modern society is intrinsically tied to
the economy, and the economy heavily relies on credit.
Credit plays a vital role in the financial transactions of
corporations and financing institutions, as well as for consumers,
especially in modern financial societies.

Credit risk is the probability that the borrower may default on
their debt obligations as mutually agreed upon in the credit
agreement after the lender provides credit to the borrower. It is
typically considered when a financial institution has a loan rela-
tionship with a borrower. Banks typically provide credit to their
customers in the form of corporate and consumer loans. In other
words, the credit risk of an institution refers to the likelihood that
the borrower may fail to pay their debts within the time and
conditions stated in the credit agreement (Apostolik et al., 2009).

Credit risk, also known as counterpart risk, is the primary risk
faced by financing institutions. Historical failures of financial
institutions have been linked to credit exposure, such as the
collapse of Bank Herstatt in 1974 (Jorion, 2003). In recent years,
many financial institutions have faced significant losses due to
rising counterparty defaults and bad loans. Tunisia is one of the
countries most affected by credit risk, with the non-performing
loan ratio of Tunisian banks rising from 13.2% in 2009 to 16.2%
in 2014, reaching international high standards. The recent
financial crisis and the new Basel II regulatory issues have caused
widespread concern about credit risk analysis among financial
institutions (Rayo Cantén et al., 2010). Leo (Leo et al., 2019)
conducted a comprehensive literature review to analyze and
evaluate machine-learning techniques applied in the field of
banking risk management. The primary objective was to identify
areas or problems within risk management that have received
insufficient attention in previous research and have the potential
to be explored further.

Credit risk assessment has traditionally involved classifying
credit applicants into default and non-default categories based on
their personal characteristics such as age, income, and employ-
ment status, as well as information about previous applicants and
their performance. Credit risk rating or credit risk evaluation is
widely used in various business areas to estimate credit risk and
prevent harm from it (Huang et al, 2007; Huang and Wang,
2017). Credit risk assessment is particularly important for
financial corporations, especially banks and credit card compa-
nies. Therefore, the ability to distinguish between default and
non-default counterparties is crucial for credit-granting institu-
tions. To this end, numerous credit risk assessment models have
been proposed for the credit industry (Thomas, 2000, West,
2000).

Parametric statistical models, such as logistic regression (LR)
and linear discriminant analysis (LDA), have been widely applied
in credit risk assessment (Kleimeier, 2007; Rayo Cantén et al,
2010). Both LR and LDA models have the ability to estimate the
probability of an instance belonging to a specific category, pro-
viding more than just a binary classification result. They can
effectively handle datasets with a combination of categorical and
continuous variables. However, both LR and LDA rely on linear
assumptions, assuming that features are independent of each
other. This can limit their ability to accurately capture the com-
plex nonlinear relationships and feature interactions that are
present in credit risk assessment. Bitetto et al. (Bitetto et al., 2021)
compared the performance of a non-parametric approach using a
historical random forest (HRF) model with a parametric
approach using an ordered Probit model for estimating credit risk
in small and mid-sized businesses. Their findings suggest that the
non-parametric approach using the HRF model outperforms the
parametric approach. Several studies have delved into credit risk
assessment modeling, such as references (Henley, 1997;
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Rosenberg and Gleit, 1994; Thomas et al., 2002, 2005). However,
these approaches may not fully meet the performance require-
ments to differentiate between default and non-default customers.

In recent years, artificial intelligence and machine-learning
techniques have rapidly developed, leading to the extensive
application of support vector machine (SVM) (Gestel et al., 2003;
Schebesch and Stecking, 2005a, b), k-nearest neighbors (kNN)
(Henley, 1997; Laha, 2007), decision trees (DT) (Davis et al,
1992), and artificial neural network (ANN) (Desai et al., 1996;
Malhotra, 2002; West, 2000) in the field of credit assessment.
These techniques have been proven to be more effective than
statistical models and optimization techniques (Yu et al., 2008).
Krivorotov (Krivorotov, 2023) constructed traditional risk models
as well as ML-based profit models (ML: machine learning). The
findings revealed that in the absence of risk guardrails, profit-
based underwriting in card portfolios could potentially lead to an
increase in riskiness. Guan (Guan et al., 2023) proposed the
combined model, integrating machine learning and human expert
rules, not only achieved comparable performance to a model
trained on a larger dataset but also demonstrated improved
decision-making capabilities. Among the various evaluation
methods, the supervised learning algorithm SVM, first introduced
by Vapnik (Vapnik, 1998, 1995), has been extensively applied in
credit risk management and has achieved better performance
compared to other classification techniques (Gestel et al., 2003;
Schebesch and Stecking, 2005a, b; Wang et al, 2005). Some
papers have focused on improving the intelligent optimization
ability of credit scoring algorithms (Danénas and Garsva, 2015;
Harris, 2015; Jae Kim and Ahn, 2012).

In 2010, Steffen Rendle proposed the factorization machine
(FM) model (Rendle, 2010), which combines the advantages of
SVM and factorization models. Like SVM, FM is a universal
predictor that uses any real-valued feature vector. However,
unlike SVM, FM uses factorization parameters to model the
interactions between all variables, enabling it to estimate inter-
actions even when SVM fails. Additionally, FM model parameters
can be trained straightforwardly, unlike nonlinear support vector
machines that require dual forms. Steffen Rendle showed that the
FM model parameters can be optimized in polynomial time,
making the prediction ability of the FM model stronger. He also
demonstrated the distinction between SVM and FM, particularly
in parameter estimation in sparse settings.

Previous research in credit risk assessment has mainly focused
on traditional machine-learning models such as LR, SVM, kNN,
and ANN. While these models can capture linear relationships
between features, they may struggle to capture complex interac-
tions and nonlinear relationships. The research gap lies in
exploring the use of the FM model, which is specifically designed
to capture feature interactions, in the context of credit risk
assessment.

Credit risk assessment is a critical task in the banking and
finance industry, aiming to evaluate the creditworthiness of
borrowers and make informed lending decisions. Traditional
models may not fully exploit the potential of feature interactions,
which can provide valuable insights into credit risk. The moti-
vation behind this study is to investigate whether the FM model
can improve credit risk assessment by capturing feature interac-
tions more effectively. In this study, we propose building a credit
risk assessment model using FM on real-world datasets to address
the problem of no interactions between all features. Our proposal
is different from previous practices as we consider the factoriza-
tion machine model and real-world data.

The study contributes by applying the FM model to credit risk
assessment, specifically focusing on capturing feature interactions.
By leveraging the FM model’s ability to model high-order feature
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interactions, the study aims to enhance the predictive perfor-
mance of credit risk assessment models. The research contributes
to the existing literature by providing empirical evidence on the
effectiveness of the FM model in credit risk assessment and
comparing its performance with traditional models. Additionally,
the study may explore novel feature engineering techniques or
model enhancements to further improve the FM model’s per-
formance in credit risk assessment.

In summary, the research gap of this study lies in the application
of the FM model with feature interactions to credit risk assessment,
motivated by the potential to improve predictive performance
compared to traditional models. The contribution lies in providing
empirical evidence, comparing performance, and potentially
introducing novel techniques to enhance the FM model’s effec-
tiveness in credit risk assessment. In the following, we first provide
preliminaries and a brief review of the FM model. In the second
stage, we present our research methodology, which includes credit
risk assessment using the FM model for real-world datasets. In the
following section, we discuss the experimental results and provide
our analysis. Finally, we present our conclusions.

Preliminaries and factorization machines model

The main objective of machine learning is to establish a function
y:R" — S, which maps an n-dimensional real-valued feature
vector x € R" to a set S. If S represents the set of all real numbers,
it is referred to as regression. On the other hand, if S represents
sets such as {+,—}, {+1,—1}, or {yes,no}, it is known as
classification.

In the field of machine learning, we assume the existence of a
dataset B = {(x(1), y(V), (x(2), @), ..., (xN), y(N))}, consisting of
examples that are used to train the model’s parameters. In real-
world scenarios, many data features are described in non-
numerical forms, making it challenging for most machine-
learning methods to handle non-numeric characteristics. Con-
verting character features into numbers using thermal coding is
necessary to achieve better classification or regression perfor-
mance. However, this often leads to highly sparse data where
most components x,(j) of the point x() are zero. In a credit risk
assessment data system with N points and m features, the i data
point is represented by (x(), (D), where y()e{+1,—1} (+1
and —1 indicate breach or non-compliance and compliance or
non-default, respectively). In most machine-learning models, the
logical function o(y) = is used to model the likelihood
of treaty violation.

Before delving into the proposed model, let us briefly review
the linear regression model, logistic regression model, and sup-
port vector machine model. For a given -eigenvector
(%,,%,, -+, %,)7, the function used in the linear regression model
is:

1
14-exp(—vy)

m
Y(x) = wy + wyx; + wox, + -+ WX, = W, + Zl wix;,
=

2.1)

where wo and w = (wy, w,, - -, wm)T are model parameters. The

logistic regression model is

1
y(x) = 1+ e~ (Whx+w,) (2.2)
where wlx 4+ wy = wix, + WX, + -+ WX, + W, = i

wx; + wy,w = (W, w,,---,w,)" and w, are model parameters.
While the support vector machine model is to find a hyperplane
wlx + wy =0, such that

miniw’w,
w,w,

sty wx; +wp)21,i=1,2,--- 1,

2.3)

where w = (w;, w,, - -, wm)T and w, are model parameters, and
y; € {+1, —1}. However, it is evident that the feature vectors are
isolated from one another in the above models. The models only
consider individual feature components, and there is no inter-
action between them. Typically, the parameter w is also adapted
by the FM model as a specific parameter of the
corresponding model.

The factorization machine (FM) model was proposed by
Steffen Rendle (Rendle, 2010), which is a common predictor that
is similar to SVM. And it addresses the problem of isolated fea-
ture vectors in previous models. It is defined as follows:

m m—1 m
y(x) :=wy+ 2 wx; + > > Interaction(i, ),
i=1 i=1 j=itl
where the interaction between the ith vector and the jt vector is
denoted by Interaction(i, j). If the parameters v; and v; are the
vector embeddings for the ith feature and the jth feature, respec-
ti¥ely, then the interaction Interaction(i,j) can be defined as

v; v;x;x;. The model formula for a second-degree FM is described

as follows:

m m—1 m
y(x) == wy + Zl w;x; + Zl ) Z+1<Vi7 Vj>xixj7 (2.9)
i= i=1 j=i

where the factorization machine model parameters wy €R,
w=(w,w,, -, wm)T € R™, and V € R™*k need to be estimated.
The parameter wy is a scalar bias term, w is a weight vector of size
m that is associated with the linear term, and V is a matrix of size
m x k that contains the latent vector representations of the feature
interactions. The dot product of vectors v; and v;, whose size is k,
is denoted by (v; v;).
k

(vi,v)) ::f;1 Vif Vs (2.5)
In the factorization machine model, a row v; of matrix V repre-
sents the ith variable with k factors. Here, k €N (positive integer)
is a hyperparameter that determines the dimensionality of the
factorization.

It is well-known that there exists a matrix V that satisfies
W= V- VI when W is positive definite, as long as k is sufficiently
large. This indicates that any interaction matrix W can be
represented in the FM model when k is large enough. However, in
a sparse environment, a small value of k should be considered due
to insufficient data to estimate the complex interaction matrix W.
By restricting k, we can improve the expressiveness of the FM
model in sparse environments. Moreover, large k is not necessary
in practice since the number of features is usually small for one
data point.

The formula

m—1 m 1 k m 2 mo,o,
i; j:Zi;rl(Viv Vj)XiX; 1= Ef; (El Vifxi> - El VifXi
indicates that the FM model can be trained successfully in
polynomial time. The FM model can be utilized in various
forecasting tasks, including regression and binary classification.
In such scenarios, regularization terms such as L, are often
incorporated into the optimization goal to prevent overfitting. For
binary classification, the Hinge loss function loss(y,y) =
max{0, 1 — yy}, or the logit loss function loss(y, y) = —Ina(yy),
are often applied to train the FM model’s parameters. To solve
the minimization problem of the loss function, several optimi-
zation methods such as the Stochastic Gradient Descent algo-
rithm, Alternating Least Square method, and Markov Chain
Monte Carlo method can be employed.

FM have the ability to estimate reliable parameters even in
scenarios with high sparsity. FM leverages all interactions among
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feature vectors to build the model, similar to the polynomial
kernel in SVM. However, FM adopts factorized parameterizations
instead of dense parameterizations. This approach enables the
estimation of FM model parameters in polynomial time,
depending only on a small number of parameters.

Research methodology

This research work focuses on six aspects: credit dataset
description, data cleaning, introduction of compared machine-
learning models, experiment settings, evaluation method of
model performance, and performance on real-world data sets.
The experimental process is illustrated in the Route Fig. 1.

Credit data sets description. This section focuses on conducting
numerical experiments to evaluate the efficacy of the FM model
and compare its performance with other classification approa-
ches, namely LR, SVM, KNN, and ANN. We use four real credit
data sets from the UCI machine-learning repository for this
purpose. Here, we provide a brief description of the four data sets
used in our experiments.

Bank marketing dataset. The bank marketing dataset comprises a
total of 45,211 samples, among which 39,922 are classified as
good and 5289 as bad. This dataset is relevant to direct marketing
activities carried out by Portuguese banking institutions, where
marketing activities are conducted through phone calls. Often,
multiple contacts are required with the same client before a
product can be subscribed.

Credit approval dataset. The credit approval dataset pertains to
credit card application processes and comprises 300 samples with
15 features and one class attribute. The attribute characteristics of

Prime Data Sources Experiment
; Designs
4

Data cleaning

) 2y

I}

Testing data

Training data
Supervised
learning models:
LR, SVM, kNN,

Y IANN, FM

N,

.
s
poN g

Fig. 1 Flow chart of the experiment. It contains the whole experimental
process of the work. ACC, MCC, PRE, REC, AUC, G-mean are evaluation
measures.

this dataset include categorical, integer, and real values. To ensure
the confidentiality of the data, all feature names and values have
been replaced with meaningless characters. Additionally, this
dataset contains some missing values, with some samples con-
taining more than one missing value.

German credit dataset. The German credit dataset contains a total
of 1000 instances, of which 700 are classified as non-defaulters
and 300 as defaulters. Each instance is represented by 20 features
or dimensions, comprising seven numerical features and 13
categorical features. The features are based on personal details
such as age, employment situation, work, residence, credit record,
bank account balance, amount of indebtedness, and use of pro-
ceeds, among others.

Statlog (Australian credit approval) dataset. The Statlog (Aus-
tralian credit approval) dataset comprises 690 samples, including
307 bad samples and 383 good samples. It is represented by 14
dimensions, consisting of six consecutive features, eight catego-
rical features, and one class attribute. This dataset is significant as
it provides a good mix of attributes, including continuous attri-
butes, nominal attributes with a small number of values, as well as
nominal attributes with a large number of values.

Table 1 lists the details of the selected data sets, including the
number of attributes or features, the number of instances, the
number of bad samples, and the number of good samples for each
dataset. The selected data sets comprise instances ranging from
690 to 45,211, with the number of attributes ranging from 15 to
24,

The real-world data sets have been divided into multiple
groups using a specific procedure, with each group containing
approximately three-quarters of the examples from the dataset.
The remaining one-quarter is used as the training set and the
testing set, respectively. In this process, a model algorithm is
trained using the training set of each group and then tested with
the testing set. This approach is commonly used to evaluate the
performance of machine-learning algorithms.

Data cleansing. Data cleansing is typically focused on two main
aspects: handling missing values and processing outliers. Various
approaches, such as case deletion, missing data imputation, and
model-based programs (Garcia-Laencina et al., 2010), are used to
deal with missing values. Often, missing values are processed
based on experience. For instance, if 90% or more of the appli-
cants do not fill out a particular feature, it is typically deleted,
while missing values can be filled using the best possible values
like mean interpolation and maximum likelihood estimation.
Processing outliers can improve model training performance
(Garcia et al, 2012). We verify the reasonableness of outliers
based on statistical techniques or domain-specific techniques,
such as z-scores, modified z-scores, box plots, or domain
knowledge-based thresholds, and if they are rational, they are
retained. Otherwise, they are replaced with missing values using
the lower and upper values of the box plot. Furthermore, feature
values are normalized to fit within a certain range. Non-

Table 1 Overview of real-world dataset features and sizes.

Dataset Features Examples Bad samples Good samples
1 Bank marketing data 16 45211 5289 39,922
2 Credit approval data 15 300 89 Al
3 German credit data 21 1000 300 700
4 Statlog (Australian credit approval) data 14 690 307 383
4 | (2024)11:234 | https://doi.org/10.1057/s41599-024-02700-7
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numerical features can be transformed into numerical values
using independent one-hot encoding.

Introduction of compared machine models. This section pro-
vides a brief introduction to the compared machine-learning
models, which include LR, SVM, kNN, and ANN.

Logistic regression. Logistic Regression is a machine-learning
method used to solve dichotomous and regression problems and
has been the standard in the field of credit risk assessment
(Lessmann et al., 2015). Unlike linear regression, LR’s output is
not a specific value but a probability. The LR model first seeks to
find the regression function, which is then transformed through a
logical function to obtain the prediction value. The LR model’s
formula is based on the conditional probability distribution:

exp(w - x)
= P = 1 =
p=Py =1k 1+ exp(w - x)’
1
p=Ply b =1 Fexp(e )
The log odds or logical function of the event is:
IHL%P} = WX =Wy WX+ wyxy e

m
+w,x,, = w, + Zl wix;,
i=

where p represents the default probability and w=
(g, Wy, Wy, - - -, w, )" is the model parameter that is related to the
vectors x;,i=1,2,--,m. In LR models, the conditional prob-

ability of a certain sample belonging to a certain class can be
predicted using maximum likelihood estimation.

Support vector machine. Support Vector Machine is a binary
classification model first proposed by Vapnik (Vapnik, 1995).
SVM is widely used in credit risk assessment due to its strong
predictive power. The basic idea of SVM learning is to obtain a
separated hyperplane that can correctly divide the training dataset
while maximizing the geometric interval. The hyperplane
wlx 4+ b = 0 satisfies (2.3) and is supported by the support vector.
The maximum segmented hyperplane problem of the SVM model
can be transformed to solve extremely small duality problems
(3.6), expressed as the following constrained optimization pro-
blem:

=
I
-

-
Il
—

(3.6)

Based on the characteristics of the support vector, the labels of the
testing samples can be estimated. In order to project the input
data into a high-dimensional feature space, various kernel func-
tions, such as polynomial kernel functions, radial basis functions,
and sigmoid kernel functions (Zhou et al., 2010), can be chosen
for nonlinear SVM.

k-nearest neighbor. The k-nearest neighbors model is a basic and
simple classification algorithm (Cover and Hart, 1967) that has
been successfully applied to credit risk assessment (Islam et al.,
2007). In the kNN model, the classification of a new sample is
determined by the k-training sample points closest to the new
sample according to the classification decision rules. The kNN
model has three basic elements: the distance measure, the selec-
tion of the k-value, and the classification decision rule. Euclidean
distance is the most commonly used distance measure in the kNN

model, and typically, the value of k is less than 20. The classifi-
cation decision rule of kNN is to make statistics of all samples in
the neighborhood of new samples.

One advantage of the kNN model is its simplicity, as the
algorithm only has one parameter k. A probabilistic strategy was
established by Holmes and Adams (Holmes and Adams, 2002)
for setting this parameter.

Artificial neural network. The artificial neural network model is a
powerful machine-learning tool widely used in regression and
classification problems (Bishop, 1997). Inspired by biological
neurons, it mimics the human brain’s mechanisms to cope with
complex problems. ANN can establish and visualize a nonlinear
equation with an input and output relation. Through reasonable
network structure configuration, ANN can fit any nonlinear
function.

One type of ANN is the multi-layer feedforward network,
which comprises an input layer, hidden layers, and an output
layer. In credit risk assessment, the ANN model transmits feature
information to the input layer, transfers these characteristics
through the hidden layer, and eventually produces the final
results through the output layer. Weights are assigned based on
the relative importance of each feature, and an activation
function, such as sigmoid or tan-sigmoid, combines all the
weighted vectors to produce the output (Malhotra and Malhotra,
2003). The weight adjustment processes are repeated in many
cycles to minimize the errors between the real class and the
estimated class.

Experimental settings. In this work, we first discuss the experi-
mental settings from the perspective of the compared machine-
learning models and FM. For LR, we select either L-BFGS or
stochastic average gradient (SAG) Descent as the solver. For
llxi—x;11”

o2 ))

where the parameter o satisfies the equation o> =$ZZI-\}:1 I

SVM, we choose the kernel function ker(xi,xj) = exp(—

X = X; 1 (N is the number of samples), or we select it from the set
{10-3,1072, ---, 100, 1000, 10000}. For kNN, we seek the para-
meter k from 3 to 10. For ANN, we search for the hidden nodes
from 10 to 50, and the logarithm is in the set of
{0.001, 0.01, 0.1, 1}. For FM, its setting is similar to SVM.

Furthermore, we take the default values for the parameters not
mentioned. We randomly choose 3/4 of the total samples as the
training cases, and the remaining samples act as the testing set.
We set MaxIter = 1000 as the maximal number of the iterations.
The computational procedure is executed on Intel Core 2
Processors with 2.66 GHz, 8G RAM, Winl0 system, and Python
3.8 environment.

Evaluation method of model performance. To evaluate the
performance of credit risk assessment models on real datasets, we
split the entire dataset into a training set and a testing set with a
ratio of approximately 3:1. To validate the FM model for credit
risk assessment, we adopt cross-validation methodology to train
the model parameters.

We use several performance measures, such as accuracy
(ACC), Matthews correlation coefficient (MCC) (Powers, 2011),
precision (PRE), recall (REC), F-score, true-positive rate (sensi-
tivity, TPR), true-negative rate (specificity, TNR), false-negative
rate (type I error, FNR), false-positive rate (type II error, FPR),
and the values of area under the ROC curve (AUC) and G-mean
to assess the classification performance.

ACC shows the overall prediction availability of credit risk
assessment models. When the real-world credit dataset is
unbalanced, the deviation of ACC can be significant. MCC is
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Table 2 Confusion matrix adopted in this article.

Predicted label Predicted label

True label Default Non-default
Default True positive (TP) False negative (FN)
Non-default False positive(FP) True negative (TN)

usually applied to assess the performance of credit risk assessment
models on unbalanced datasets (Kong and Yan, 2017). It can
depict the confusion matrix more thoroughly than ACC. The
MCC ranges from -1 to 1. If the MCC is greater than 0.6, it shows
that the credit risk assessment model performs excellently.

PRE denotes the ratio of the number of correctly predicted
defaults to the number of all predicted defaults, while REC is the
ratio of the number of correctly predicted defaults to the total
amount of actual defaults. The F-score value denotes the
squared geometric mean of Precision and Recall divided by the
arithmetic mean of Precision and Recall, that is, the harmonic

mean of Precision and Recall. It can be formulated as
ZebrecisiontRecall - The higher the F-score, the better the
recision+Recall

performance.

The TPR is the ratio of the number of correctly predicted
defaults to the overall number of actual defaults. The TNR is the
ratio of the number of correctly predicted non-defaults to the
total number of actual non-defaults. The FNR is the ratio of the
number of wrongly predicted non-defaults to the number of all
actual non-defaults. The FPR is the ratio of the number of
wrongly predicted defaults to the total amount of actual defaults.

The AUC is a synthetic assessment index that measures the
area under the curve of the receiver operating characteristic
(ROC) curve (Tom, 2006). AUC ranges from 0 to 1, and a higher
AUC indicates better model performance. For binary classifica-

tion, AUC can be calculated simply by the formula AUC =

TP ;FP’“” (Jin and Ling, 2005), where TP, and FP,,. are the
percentage of correctly predicted default samples and the
percentage of wrongly predicted non-default samples,
respectively.

The G-mean index is the arithmetic square root of the product
of TPR and FPR. It simultaneously considers Sensitivity and
Specificity.

The evaluation measures mentioned above are computed based
on the values in Table 2, where true positive (TP) denotes the
number of samples whose predictions are defaults and the actual
results are also defaults. False positive (FP) denotes the number of
samples whose predictions are defaults, but the actual results are
non-defaults. False negative (FN) denotes the number of samples
whose predictions are non-defaults, but the actual results are
defaults. Finally, true negative (TN) denotes the number of
samples whose predictions are non-defaults, and the actual results
are also non-defaults. The measurable indicators used in this
article are listed in Table 3.

Performance on real-world data sets. In this subsection, we
conducted a simulation study following the standard steps pre-
sented in Table 4.

Based on the model settings and evaluation criteria mentioned
above, we calculated the ACC, MCC, PRE, REC, F-score, TPR,
TNR, FNR, FPR, AUC, and G-mean (%) of the experimental
results on the four real datasets using the compared machine-
learning models. The values are presented in Tables 5-8,
respectively. These evaluation criteria reflect different aspects of
credit risk assessment performance.

6

Table 3 The evaluation measures adopted in this article.

Accuracy
Matthews Correlation Coefficient

— __TP4IN o,
ACC = oy prry % 100%
MCC = TP+TN—FP+FN

TP FPY(TP-HN)=(TN-+ FP)x(TN+FN)

Precition PRE =t x 100%
Recall REC = 78 x 100%
Fscore Fscore = 2:PRE4C  100%
True positive rate (sensitivity) TPR = % x100%
True negative rate (specificity) TNR = TNT—fFP x100%
False negative rate (type Il error) FNR = % x100%
False positive rate (type | error) FPR = Fpi% x100%

The area under curve
G-mean

AUC = BTEB=FR » 100%
G — mean = ~/TPR x FPRx 100%

Table 4 Standard steps for the experiments.

Step 1: Load and preprocess the dataset, including data cleaning.

Step 2: Split the preprocessed dataset into training and testing sets with
a ratio of 3:1.

Step 3: Build a credit risk assessment model using the factorization
machine.

Step 4: Train the factorization machine model on the training set.

Step 5: Predict the outcomes of the testing set.

We prefer to use AUC to assess the performance of the models
since it is more comprehensive than other criteria and can more
effectively reflect the model performance on real-world datasets.

Performance on bank marketing dataset. Table 5 shows the pre-
diction results of the compared machine-learning models on the
testing set of the bank marketing data in terms of evaluation
measures. The FM model had the best performance, with an ACC
0f 0.9021, MCC of 0.4922, REC of 0.5736, F-score of 0.5535, TPR
of 0.5736, and G-mean of 0.7318. While the LR model had the
best PRE (0.6428) and TNR (0.9754).

The FM model also had the best AUC (0.7343), while the SVM
and ANN models also performed well, with AUCs of 0.7066, and
0.7022, respectively. It is worth noting that the FM and LR
models outperformed other models in terms of FNR (0.4264) and
FPR (0.0662), respectively. For the bank marketing dataset, model
FM performs best followed by model LR.

Performance on credit approval dataset. Table 6 shows the pre-
diction results of the compared machine-learning models on the
testing set of the credit approval data in terms of evaluation
measures. The FM model had the best performance, with an ACC
of 0.9464, MCC of 0.8546, PRE of 0.9534, REC of 0.9761, F-score
of 0.9647, TPR of 0.9761, FNR of 0.0238, FPR of 0.1428, AUC of
0.9053, and G-mean of 0.9147.

The FM model also had the best AUC (0.9053), while the SVM,
LR, kNN, and ANN models also performed well, with AUCs of
0.8259, 0.8077, 0.7914, and 0.7226, respectively.

Performance on South German credit dataset. Table 7 presents the
prediction results of the compared machine-learning models on
the testing set of the South German Credit in terms of evaluation
measures. The FM model had the best performance, with an ACC
of 0.7996, MCC of 0.4725, PRE of 0.9329, F-score of 0.8399, TPR
0f 0.2083, AUC of 0.8165, and G-mean of 0.7776. While the SVM
model had the best REC (0.9463), TPR (0.9463), and FNR of
0.0457.
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Table 5 The results(%) of the bank marketing dataset.

Models ACC MCC PRE REC F-score TPR TNR FNR FPR AUC G-mean
LR 89.98 41.45 64.28 33.17 43.76 337 97.54 66.83 245 65.36 56.88
SVM 88.89 43.69 53.16 46.83 49.80 46.83 94.50 53.16 5.49 70.66 66.52
kNN 87.71 28.07 45.82 25.63 32.87 25.63 95.96 74.36 4.03 60.80 49.59
ANN 88.23 41.67 50.00 46.66 48.27 46.66 93.77 53.33 6.22 70.22 66.15
FM 90.21 49.22 53.48 57.36 55.35 57.36 93.37 42.64 6.62 73.43 73.18
The bold values highlight the optimal values of the evaluation indicators.

Table 6 The results (%) of the credit approval dataset.

Models ACC McCC PRE REC F-score TPR TNR FNR FPR AUC G-mean
LR 86.81 65.75 88.23 94.33 91.18 94.33 67.21 5.66 32.78 80.77 79.62
SVM 87.50 68.04 89.40 93.75 91.52 93.75 71.42 6.25 28.57 82.59 81.83
kNN 81.03 57.56 86.84 84.61 85.71 84.61 73.68 15.38 26.31 79.14 78.96
ANN 79.06 47.06 83.07 88.52 85.71 88.52 56.00 .47 44.00 72.26 70.40
FM 94.64 85.46 95.34 97.61 96.47 97.61 85.71 2.38 14.28 90.53 91.47
The bold values highlight the optimal values of the evaluation indicators.

Table 7 The results(%) of South German credit dataset.

Models ACC McCC PRE REC F-score TPR TNR FNR FPR AUC G-mean
LR 76.88 38.83 80.42 89.47 83.70 89.47 45.20 10.52 54.79 67.33 63.59
SVM 76.09 45.26 75.00 94.63 83.68 94.63 4198 4.57 58.02 68.30 63.03
kNN 76.76 46.69 79.45 87.87 83.45 87.87 55.88 1212 441N 71.88 70.07
ANN 68.70 28.19 73.05 81.88 77.22 81.88 44.44 17.09 55.56 63.16 63.03
FM 76.96 47.25 93.29 76.37 83.99 76.37 79.17 24.29 20.83 81.65 77.76
The bold values highlight the optimal values of the evaluation indicators.

Table 8 The results(%) of Statlog (Australian credit approval) dataset.

Models ACC MCC PRE REC F-score TPR TNR FNR FPR AUC G-mean
LR 87.68 74.06 83.33 84.90 8411 84.90 89.41 15.09 10.58 87.15 87.13
SVM 86.51 73.52 81.14 91.24 85.90 91.24 82.64 8.75 17.35 86.94 86.83
kNN 80.43 59.14 73.21 77.35 75.23 77.35 82.35 22.64 17.64 79.85 79.81
ANN 80.79 61.89 73.88 84.61 77.98 84.61 77.98 15.38 22.01 81.30 81.23
FM 88.44 76.78 88.52 86.63 87.80 86.63 90.04 7.10 9.95 89.28 88.32
The bold values highlight the optimal values of the evaluation indicators.

The FM model also had the best AUC (0.8165), while the kNN,
SVM, LR, and ANN models also performed well, with AUCs of
0.7188, 0.6830, 0.6733, and 0.6316, respectively. For the South
German credit dataset, model FM performs best followed by
model SVM.

Performance on Statlog (Australian credit approval) dataset.
Table 8 shows the prediction results of the compared machine-
learning models on the testing set of the Statlog (Australian credit
approval) dataset in terms of evaluation measures. The FM model
had the best performance, with an ACC of 0.8844, MCC of
0.7678, PRE of 0.8852, F-score of 0.8780, TNR of 0.9004, FNR of
0.0710, AUC of 0.8928, and G-mean of 0.8832. The SVM model
had the best REC (0.9124) and TPR (0.9124).

The FM model also had the best AUC (0.8928), while the LR,
SVM, ANN, and kNN models also performed well, with AUCs of
0.8715, 0.8694, 0.8130, and 0.7985, respectively. For the Statlog

(Australian credit approval) dataset, model FM performs best
followed by model SVM.

Comprehensive performance. Figure 2 displays the performance of
LR, SVM, kNN, ANN, and FM models in terms of ACC, MCC,
and G-mean measures. The FM model outperformed the other
machine-learning models in terms of ACC, MCC, and G-mean
on every real dataset. The ACC, MCC, and G-mean of the FM
model were the highest compared to the other machine-learning
models.

Figure 3 illustrates the performance of LR, SVM, kNN, ANN,
and FM models in terms of F-score and AUC measures. The FM
model achieved the highest F-score and AUC compared to the
other machine-learning models on every real dataset.

Although the LR model achieved the highest PRE and TNR on
the bank marketing data, the FM model had the highest PRE and
TNR on the other three datasets. Moreover, the FM model
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achieved the best REC and TPR on the bank marketing data and
credit approval data, while the SVM model had the best REC and
TPR on the other two datasets. Although the SVM model had the
lowest FNR on the South German credit data, the FM model had
the best FNR on the other three datasets. Furthermore, the LR
model had the best FPR on the bank marketing data, while the
FM model had the best FPR on the other three datasets.

By utilizing independent datasets from various sources,
countries, or time periods, we are able to evaluate the
effectiveness and robustness of the FM model across different
scenarios. Applying the FM model to datasets with diverse credit
risk distributions enables us to assess its performance compared
to other well-established models commonly used in credit risk
assessment. Through this comparative analysis of different
datasets, we are able to provide evidence of the FM model’s
generalizability and effectiveness, highlighting its superiority over
alternative approaches.

Why is the factorization machine better. Factorization machine
is a powerful machine-learning technique that excels in capturing
interactions between variables, especially in scenarios with high-
dimensional and sparse data. This characteristic makes it parti-
cularly suitable for credit risk prediction, where the relationships
between various features can be complex and nonlinear. Com-
pared to traditional machine-learning methods such as logistic
regression, support vector machine, k-nearest neighbors, and
artificial neural network, factorization machine offers several
advantages. First, it can effectively handle high-dimensional fea-
ture spaces and mitigate the issue of overfitting, which is crucial
in credit risk assessment where the number of variables can be
large. FM achieves this by modeling feature interactions through
factorized parameters, allowing it to capture complex patterns
and dependencies in the data. Second, the factorization machine
incorporates both linear and nonlinear effects, enabling it to
capture both simple and complex relationships between variables.

8

This flexibility enhances its predictive performance by effectively
modeling the underlying credit risk factors. Furthermore, fac-
torization machines have been successfully applied in various
domains and have demonstrated competitive performance com-
pared to other machine-learning methods. Its ability to model
feature interactions has proven beneficial in tasks such as
recommender systems, click-through rate prediction, and senti-
ment analysis.

Experimental results and discussions
The experimental results presented in Tables 5-8 led to several
conclusions:

e (R1) The overall accuracy of the FM method was found to
be the best among all the compared methods, followed by
LR, SVM, kNN, and ANN models, clearly demonstrating
the effectiveness of the FM credit risk assessment method.
Furthermore, the predicted default and non-default
accuracies of the FM model were exceptional, indicating
that the proposed FM model possesses superior classifica-
tion ability for credit risk evaluation;

e (R2) The average values of ACC, MCC, PRE, F-score,
AUC, and G-mean of the FM model were found to be
higher than those of the LR, SVM, kNN, and ANN models,
respectively. In addition, the average FNR and FPR of the
FM model were lower than those of the compared models,
providing clear evidence of the FM model’s advantage in
classifying datasets compared to LR, SVM, kNN, and ANN
models;

o (R3) The superior performance of the FM method is
attributed to its ability to use feature interactions, which
reduces the computational complexity of the model,
leading to improved computational efficiency;

o (R4) The FM model contributed to the best classification
performance on all four real-world datasets, providing
strong evidence of the superiority of the FM credit risk

| (2024)11:234 | https://doi.org/10.1057/s41599-024-02700-7



ARTICLE

assessment method compared to the other learning
machines examined in this study;

e (R5) The results indicate that for some datasets, such as the
bank marketing dataset, the AUC of the SVM model
performed better than that of the FM model, and the PRE
and TNR of the LR model were better than those of the FM
model. This may be due to the large size of the training set
or data imbalance. However, despite these occasional
results, the overall findings of this study indicate that the
FM credit risk assessment model is superior to the other
compared machine-learning models across all datasets.

Although the FM credit risk assessment model demonstrated
excellent overall performance across all datasets, there were some
instances where its performance was not perfect, particularly in
relation to the PRE, TNR, FPR, and REC or TPR measures on some
datasets, such as the bank marketing data, South German credit data,
and Statlog (Australian credit approval) data. Future improvements
to the FM model could focus on optimizing the loss function further,
given that the selected optimization techniques (ie., stochastic gra-
dient descent algorithm, Alternating least square method, and
Markov Chain Monte Carlo method) produced varying results
across different datasets. Additionally, other applications of FM
models may warrant further investigation in future studies.

Open questions: can factorization machine models be adapted to
handle online credit risk assessment, where new data arrives con-
tinuously and the model needs to be updated in real-time? What
are the challenges and potential solutions for implementing fac-
torization machine models in online credit risk assessment systems?

Conclusions

In today’s complex economic landscape, financial credit risk
assessment is becoming increasingly important, as risk factors
grow more complex and dynamic. This study focuses on credit
risk assessment methods using a model called the factorization
machine, which requires nested feature vector interactions. To
assess the effectiveness of the FM credit risk assessment model,
four real-world datasets were used to compare different credit risk
assessment models, including LR, SVM, kNN, and ANN. Various
criteria, such as ACC, MCC, PRE, REC, F-score, TPR, TNR, ENR,
FPR, AUC, and G-mean, were used to evaluate the classification
performance. The experimental results demonstrate that the FM
credit risk assessment model outperformed the other machine-
learning models on real-world datasets, suggesting its potential
effectiveness in the credit risk assessment process. This method
should be studied more intensively, as it has the potential to
accurately predict realistic credit risk characteristics.

Data availability

The data that support the findings of this study are openly
available in the UCI Machine-Learning Repository at: https://
archive.ics.uci.edu/dataset/222/bank-+marketing; https://archive.
ics.uci.edu/dataset/27/credit+approval; https://archive.ics.uci.
edu/dataset/522/south4german+-credit;  https://archive.ics.uci.
edu/dataset/143/statlog+australian+credit+approval.
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