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Question answering (QA) system in any language is an assortment of mechanisms for obtaining answers to 
user questions with various data compositions. Reading comprehension (RC) is one type of composition, and 
the popularity of this type is increasing day by day in Natural Language Processing (NLP) research area. Some 
works have been done in several languages, mainly in English. In the Bangla language, neither any dataset 
available for RC nor any work has been done in the past. In this research work, we develop a question-answering 
system from RC. For doing this, we construct a dataset containing 3636 reading comprehensions along with 
questions and answers. We apply a transformer-based deep neural network model to obtain convenient answers 
to questions based on reading comprehensions precisely and swiftly. We exploit some deep neural network 
architectures such as LSTM (Long Short-Term Memory), Bi-LSTM (Bidirectional LSTM) with attention, RNN 
(Recurrent Neural Network), ELECTRA, and BERT (Bidirectional Encoder Representations from Transformers) 
to our dataset for training. The transformer-based pre-training language architectures BERT and ELECTRA 
perform more prominently than others from those architectures. Finally, the trained model of BERT performs 
a satisfactory outcome with 87.78% of testing accuracy and 99% training accuracy, and ELECTRA provides 
training and testing accuracy of 82.5% and 93%, respectively.
1. Introduction

In an era where technological dependency and interaction are in-

creasing, technology achieves the ability to understand human language 
and respond in a human-like manner. One of the essential concerns, 
education, also requires automated systems for various purposes. This 
urgency is resulting in numerous types of research regarding educa-

tional patterns like Reading Comprehension (RC). The preparedness 
defines RC to read any content, acknowledging it for integrating with 
previously acquired knowledge. RC indicates some question answers set 
(e.g., simple short questions, true-false, etc.) based on a given passage 
in education. RC models and systems are convenient in various sectors, 
such as question-answering systems. Implementing automated RC mod-
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els not only eases the testing system for authorities but can also help 
students evaluate and prepare themselves.

Bengali is the world’s sixth-largest language, and 228.7 million peo-

ple, including India and Bangladesh, use it as their first language. At the 
same time, it bears great historical importance. UNESCO declared 21st 
February the International Mother Language Day, honoring the histor-

ical sacrifice of language martyrs who fought for the Bangla language 
to be their mother tongue. Since then, it has become the mother tongue 
for Bangladeshi people and the language for many children’s primary 
education.

In March, due to COVID 19 Lockdown, almost 38 million Banglade-

shi Students faced difficulties with their educational needs [34, 35]. For 
the prevention of the COVID-19 education crisis, there require more ad-
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vanced and automated systems in Bangla languages [38]. Contrary to 
all these glories, Bengali is one of the most minor studied languages in 
reading comprehension. It is still hard finding a fitting dataset for Ben-

gali. Therefore demonstration of the RC-based Bangla question-answer 
system is essential using the latest technologies like transformer-based 
learning.

Transformers are the latest deep learning architecture that has 
proven adequate to deal with sequential data without recurrent net-

works like GRU or LSTM. It uses an attention mechanism with an 
encoder-decoder stack, and its escalated parallelization feature makes it 
possible to run large datasets more efficiently. Some impactful utiliza-

tion of transformers can be seen in [21, 44]. One of the most significant 
transformer-based architectures is Bidirectional Encoder Representa-

tions from Transformers (BERT).

BERT has gained enormous popularity from its introduction to NLP. 
It is a transformer-based Pre train language model that uses the rebel-

lious self-attention mechanism for classification and prediction tasks. 
This state of art language model outperforms almost all types of NLP 
equipment. In [51] BERT is used for text classification and brought 
forward different modified architectures of BERT for more satisfac-

tory performance. This pre-trained state-of-art language model brings 
lofty accuracy in various NLP sectors as question answering (e.g. [29]), 
sentiment analysis (e.g. [27], [50], [42]), entity extraction as well as 
recognition ([49], [40], [6]). BERT found its way to rule other lan-

guages besides English with the introduction of mBERT. mBERT is a 
variation of the BERT model that is able to deal with different lan-

guages besides English. mBERT has been implemented for languages 
like Bangla, Greek, Danish, Turkish, etc. It contributes to multilingual 
text classification [25, 26, 33], offensive language detection [18], Word 
Sense Disambiguation [53], Translation Quality Estimation [16, 22], 
etc.

BERT conquered the NLP world once it was revealed. Nonetheless, 
in 2020, ELECTRA, a new pre-train language model (PLM), was in-

troduced, which overcomes the constraints of mask language models 
(MLM). ELECTRA trains a model with a generator that works like MLM 
and a discriminator that is in charge of recognizing the tokens that the 
generator replaces. ELECTRA has been shown to be effective in a va-

riety of NLP areas, including sentiment/emotion analysis (e.g., [48], 
[4]), fake news analysis (e.g., [19]), text mining (e.g., [31], and text 
mining (e.g., [31]. In [32] the domain we are concentrating on in this 
study, it also displays high performance in cyberbullying-related works. 
The use of ELECTRA for implementing automated systems in the Bangla 
language isn’t that familiar yet.

Although English is getting a lot of studies on reading comprehen-

sion and question-answer-based systems, we notice Bengali is still far 
behind. The use of modern technologies such as BERT and ELECTRA in 
Bangla Reading comprehension is not highly available yet.

1.1. Research objectives

In this work, we have implemented a BERT-based framework for in-

dicating the answers in Bangla RC, and this implementation provides 
the highest performance of other existing models. We also use another 
transformer architecture, ELECTRA, for this solution. To our best knowl-

edge, no architecture has been implemented based on ELECTRA.

The main contribution of this work is to bring out a workable and 
automated RC solution using deep architectures without designing any 
inference unit or knowledge base. Some key points of this research have 
been summarized below:

• To bring out an extensive solution for the Bangla Reading Compre-

hension field.

• Implementation of Transformer-based (BERT and ELECTRA) frame-

work that successfully predicts the answers for given passages and 
corresponding questions.
2

• To measure the outcome of our work with appropriate metrics like 
Accuracy and Loss.

1.2. Paper outline

We discuss various research works in the following Section 2 related 
to our work. We try to sum up their methodology and differentiate 
it from ours. Section 3 carries everything about preliminary concepts 
and our proposed framework. In Section 4, we have mentioned our 
Experimental Setup. Then the following Section 5 discloses our findings 
and results. Next, Section 6 is an explicit discussion of our research, and 
it summarizes our overall contribution. Lastly, Section 7 concludes the 
work and mentions our future research plans.

2. Related work

Reading comprehension(RC) is attracting a lot of interest from re-

searchers at present. Many new works are being done in this field as 
well as existing issues are also being picked out to upgrade. In their pa-

per, Zhou et al. [52] addressed the over-confidence and over-sensitivity 
issues in current RC models. Their experiment demonstrated that it im-

proves the robustness of reading comprehension models. Bajgar et al. 
[9] proposed to move to a larger data set and, as a step toward it, pro-

posed a new data set, the Book Test, which is similar to the Children’s 
Book Test (CBT).

Lu Chen et al. [15] developed a model for answering inquiries about 
a website, as well as a data set called WebSRC. Their current work is 
restricted to a few standard sorts of inquiries and responses, and they 
still can not make use of the vast information available about the web-

sites. Therefore we can see that many studies are being done on reading 
comprehensions, some of which are already fascinating and others are 
still improving. However, the issue persisted that the majority of the fo-

cus is still on English and the low-resource languages are still in their 
infancy.

The range of research on question-answer models and domains is 
getting wider continuously. In their paper, Chen et al. [14] proposed 
using Wikipedia as the knowledge source to get to grips with open do-

main question answering. Their perspective combines search equipment 
based on bigram hashing and TF-IDF matching along with a multi-

layer Recurrent neural network (RNN) model. Roemmele et al. [36] 
proposed a system that generates automated questions from a given 
paragraph and uses State-of-art-model to find the answer to the ques-

tion and present it in a human-like manner. Stroh et al. [41] imple-

mented three deep learning models for QA tasks. Firstly, they baseline 
GRU model, which works well for one-word answers; secondly, they 
developed a better model developed by themself named Dynamic mem-

ory networks. Lastly, they implemented a simpler model of End-to-end 
memory networks. Annamoradnejad et al. [5] attempted to automate 
the moderating of QA websites. Its goal was to develop a model that 
could predict 20 subjective or quality elements of questions on QA 
websites. Even though their model attained a value of 0.046 after two 
epochs of training, it did not improve much in subsequent epochs, as 
measured by Mean-Squared-Error (MSE). This revealed our readiness to 
integrate QA systems into our daily lives. Education, business, and oth-

ers will improve their game because of these practical and strong QA 
system concepts.

BERT is a commonly used model that is preferred for its efficiency 
and higher capability. Numerous works can be found that apply it 
[7]. Li et al. [27] in their paper on sentiment analysis, investigated 
contextualized embedding’s modeling power from pre-trained models. 
They showed that their BERT-based architecture with a simplistic lin-

ear classification layer outperforms state-of-the-art results. Xue et al. 
[49] proposed a focused attention model that can be used for the rela-

tion extraction task and the joint entity. It combined a BERT language 
model into collaborative learning along with a dynamic range attention 
mechanism. And Liu et al. [29] utilized BERT to acquire contextualized 
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portrayal. It showed an average of 1.65% improvement than previously 
used BiLSTMs and CNNs. The utilization of this modern technology in 
the Bangla Natural Language does not become as familiar as in English. 
Utka et al. [46] show their efforts to improve Latvian SA for tweets. 
They employed a model of pretrained multilingual Bidirectional En-

coder Representations from Transformers to improve the performance 
of SA for Latvian tweets (mBERT). They also explored further by pre-

training the model using data from within the domain.

ELECTRA is used to pretrain transformer-based networks using a 
small amount of computing power than BERT. Butala et al. [12] pro-

vided a method for fine-tuning a pre-trained language model via pa-

rameter sharing to predict empathic concern and personal discomfort. 
They described how they used information from pre-trained language 
models for Track specific Tasks in their system entry. Pericherla et al. 
[32] tested the effectiveness of word embedding approaches on two 
classifier algorithms: Logistic regression and LightGBM, to see how well 
they could detect cyberbullying. These are all brilliant implementations 
of Electra, but it is still new to work in Bangla natural language pro-

cessing.

Nowadays, the use of transformer-based architectures is in progress 
in the Bangla language. Singh et al. used transformer-based architec-

tures for recognizing the Multilingual Complex Named Entity for Hindi 
and Bangla languages [39]. In [24], authors have introduced Bangla 
BERT a monolingual model. Another use of BERT can be seen in [8], 
where they use this architecture for classifying abusive comments.

As with other low-resource languages, research on the Bengali 
question-answer system still has not drawn enough attention. There 
is still no Bengali data set prepared. Mayeesha et al. [43] translated 
SQuAD 2.0 and utilized state-of-the-art transformer models like BERT, 
DistilBERT, and RoBERTa and trained a system on it. They focused 
more on the translation of the dataset rather than the classification. 
Uddin et al. [45] provided an end-to-end methodology for automating 
question answering that only answers the automated questions. They 
also did not employ BERT or other fine-tuned models, which may have 
improved their results. Banerjee et al. [10] attempted to build a fac-

toid QA system for the Bengali language and named it BFQA. They 
accepted questions in natural language, then found answers from a cer-

tain document and proposed an answer ranking system for determining 
the best response. However, the system’s accuracy was not comparable 
to that of European languages, as evidenced by the trials. Saha et al. 
[37] proposed BERT-Bangla, a language model pre-trained on a large 
amount of Bangla text. It was a context-aware QA system. They have 
a 73.9 percent accuracy rate. Two different papers evolved automated 
context-based Bengali Question Answering systems. One of them, Keya 
et al. [23] utilized the seq2seq Long short-term memory (LSTM) model 
to generate the answer. They used a context for creating questions, but 
the context was too simple, consisting of only one line. Another author 
Bhuiyan [11] used Bidirectional LSTM with an attention mechanism for 
the same task. Their context was straightforward, containing only a sin-

gle line similar to the question. The scarcity of studies in this area for 
the Bangla Language is not covered yet. Still, there required more re-

search attention here.

3. Proposed methodology

In this section, we will discuss the proposed methodology and the 
concepts relevant to it.

3.1. Preliminary concepts

Before explaining our proposed framework, we have discussed some 
preliminary concepts here.

3.2. Transformer-based learning

Transformer-based learning [47] is an astounding change for the 
popular and utilitarian artificial intelligence field NLP. This architecture 
3

Fig. 1. The Transformer - model architecture. (This Figure’s left and right halves 
sketch how the encoder and decoder of the Transformer respectively work using 
point-wise fully connected layers with stacked self-attention.)

uses the attention mechanism together with the encoder and decoder 
to handle sequential inputs. With auto-regressive steps the encoder in 
transformer maps input sequence (𝑥1,..,𝑥𝑛) to an uninterrupted repre-

sentation z (𝑧1,..,𝑧𝑛), which follows to the output sequence (𝑦1,..,𝑦𝑚) 
through the decoder. Fig. 1 represents the architecture of the Trans-

former.

Two essential parts of transformers are:

Encoder and Decoder Stacks: Both Stacks consist of N = 6 lay-

ers with 2 sublayers. Two sublayers materialize the multi-head self-

attention mechanism and a position-wise fully connected feed-forward 
network, respectively. The output of sublayers is LayerNorm (x + Sub-

layer (x)) with the dimension 𝑑𝑚𝑜𝑑𝑒𝑙 = 512, for the sublayer function, 
Sublayer (x).

Multi-Head Attention: The multi-head self-attention mechanism in 
the transformer has three different uses. The decoder forwards queries 
to the next, and the encoder’s output produces memory keys and values 
in attention layers. In encoder self-attention layers, all queries, keys, 
and values are generated from the output of the previous layer’s en-

coder. Finally, after masking out softmax’s input, the decoder maintains 
the auto-regressive property in the center of scaled dot-product atten-

tion. Here attention is computed for input consisting of queries and 
keys in dimension 𝑑𝑘 and values in dimension 𝑑𝑣. For queries, keys, and 
values packed in matrix Q, K, and V, the attention is in Equation (1) 
and (2)

Attention(𝑄,𝐾,𝑉 ) = softmax(𝑄𝐾𝑇√
𝑑𝐾

)𝑉 (1)

MultiHead(𝑄,𝐾,𝑉 ) = Concat(head1, ...,headℎ)𝑊 𝑂

where, head = Attention(𝑄𝑊
𝑄
,𝐾𝑊 𝐾,𝑉 𝑊 𝑉 )

(2)
𝑖 𝑖 𝑖 𝑖
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Fig. 2. BERT Architecture (BERT architecture has two steps Pretraining and 
Fine-tuning).

𝑊
𝑄

𝑖
∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝐾 , 𝑊 𝐾

𝑖
∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝐾 , 𝑊 𝑉

𝑖
∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑉 and 𝑊 𝑂 ∈

ℝℎ𝑑𝑉 ×𝑑𝑚𝑜𝑑𝑒𝑙

3.3. Bidirectional Encoder Representations from Transformers (BERT)

BERT is a multilayered bidirectional transformer encoder [20]. In-

put for BERT is an unambiguous token sequence that can contain one 
sentence or a couple of sentences. BERT has two steps, and they are:

• Pre-training BERT: BERT is pretrained on two unsupervised tasks 
called Masked LM (Language Model) and NSP (Next Sentence Pre-

diction). Masked LM is about masking some random tokens and 
predicting them in order to get the pre-trained bidirectional model. 
NSP is about predicting the next sentence for a sentence pair. NSP 
is useful when two input sentences occur, and it is about under-

standing the relationship between the sentence pair. BERT has 
been pre-trained with BooksCorpus (800M words) [54] and English 
Wikipedia’s text passages (not list, headers, or Tables) (2,500M 
words).

• Fine-tuning BERT: BERT For both single and coupled sentences, 
BERT is accredited for various downstream tasks, which enable 
choosing proper inputs. It initializes with pre-trained parameters, 
and all these can be fine-tuned with labeled data in downstream 
tasks.

Fig. 2 represents the BERT architecture, Where two input corpus are 
given to the classifier.

From Fig. 2 we can observe that for RC-based question answering 
tasks, input passage and questions are forwarded as a single packed 
sequence in the classifier. Two embeddings 𝙰 and 𝙱 are used by passage 
and questions, respectively. Here is inaugurated a start vector 𝑆 ∈ ℝ𝐻

and also an end vector 𝐸 ∈ ℝ𝐻 for Fine-tuning BERT. For a word 𝑖 to 
be the starting of the answer is identified with the dot product of input 
tokens 𝑇𝑖 and 𝑆. Before that, it followed the softmax over paragraph’s 
all words by:

𝑃𝑖 =
𝑒𝑆.𝑇𝑖∑
𝑗 𝑒

𝑆.𝑇𝑗
(3)

Equation (3) is used for answer span’s end and 𝑆.𝑇𝑖+𝐸.𝑇𝑗 represents 
the candidate span’s score from position 𝑖 to position 𝑗. While 𝑗 ≥ 𝑖

showed prediction, the maximum scoring span is found. The veracious 
start and end positions’ sum of log-likelihoods indicates the training 
objective.
4

3.4. Multilingual BERT (mBERT)

mBERT [28] is a BERT architecture that is pre-trained with 104 lan-

guages, including Bangla. For the classification of different languages, 
mBERT is trained with 10,000 sentences of each language. These sen-

tences are collected from Wikipedia and contain at least 20 characters. 
From these data, 5000 are used for validation, and another 5000 are for 
testing purposes. It can distinguish between language-neutral compo-

nents and language-specific components. Some probing tasks evaluated 
in mBERT are Language Identification, Language Similarity, Parallel 
Sentence Retrieval, Word Alignment, and Machine Translation.

3.5. Efficiently learning an encoder that classifies token replacements 
accurately (ELECTRA)

ELECTRA [17] has been proven as one of the most potent transform-

ers architecture for its smaller architecture and higher performance. 
The working concept of ELECTRA is very close to Generative adversar-

ial networks (GANs) and consists of a Discriminator and Generator. It is 
not a GAN-type architecture as, unlike GANs, the generator does not in-

tend to escalate the discriminator loss and behave like Mask Language 
Model.

Generator G and Discriminator D both primarily have an encoder 
which that encodes the input 𝑥 = [𝑥1, ......., 𝑥𝑛] into a vector ℎ(𝑥) =
[ℎ1, ......., ℎ𝑛] which is a contextual representation. For any t generator 
provide the probability of generating token 𝑥𝑡 with softmax layer.

pG(xt ∣ x) = 𝐞𝐱𝐩(e(xt)T hG(x)t)∕
∑
x′

𝐞𝐱𝐩(e(x′)T hG(x)t) (4)

In Equation (4), e is the token embeddings. The generator is 
trained like Mask Language Model. For input sequence 𝑥 = [𝑥1, ......., 𝑥𝑛], 
generator masked out tokens 𝑚 = [𝑚1, ......, 𝑚𝑘]3 at random position. 
These selected tokens are replaced with [MASK] using 𝑥masked =
REPLACE(𝑥, 𝑚, [MASK]). The generator also can predict the original 
identity of these tokens.

Now the discriminator is ready to predict whether the generated 
token is real or not. It uses the sigmoid function as follows in Equation 
(5):

𝐷(𝑥, 𝑡) = 𝐬𝐢𝐠𝐦𝐨𝐢𝐝(𝑤𝑇 ℎ𝐷(𝑥)𝑡) (5)

The functionality of the discriminator is to differentiate replaced to-

kens by the generator. If generators 𝑥𝑐𝑜𝑟𝑟𝑢𝑝𝑡 replace a masked-out-token, 
the discriminator tries to which 𝑥𝑐𝑜𝑟𝑟𝑢𝑝𝑡 matches the input x constructed 
by Equation (6), (7):

𝑚𝑖 ∼ unif{1, 𝑛} for i = 1 to 𝑘

𝑥masked = REPLACE(𝑥,𝑚, [MASK])
(6)

𝑥̂𝑖 ∼ 𝑝𝐺(𝑥𝑖 ∣ 𝑥masked) for 𝑖 ∈𝑚

𝑥corrupt = REPLACE(𝑥,𝑚, 𝑥̂)
(7)

The loss functions are in Equation (8) and (9)

MLM(𝑥, 𝜃𝐺) = 𝔼

(∑
𝑖∈𝑚

−log𝑝𝐺(𝑥𝑖 ∣ 𝑥masked)

)
(8)

Disc(𝑥, 𝜃𝐷) = 𝔼

(
𝑛∑

𝑡=1
−𝟙(𝑥corrupt

𝑡
= 𝑥𝑡)log𝐷(𝑥corrupt , 𝑡) − 𝟙

(𝑥corrupt
𝑡

≠ 𝑥𝑡)log(1 −𝐷(𝑥corrupt , 𝑡))

) (9)

Fig. 3 represents the token generation and discrimination process of 
ELECTRA.

3.6. Proposed framework

Our proposed framework has been delineated in Fig. 4. This frame-

work is consisted of three steps. They are discussed below:
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Fig. 3. ELECTRA: Replaced Token detection and Generation.

Fig. 4. Proposed Framework for Bangla RC. (Here sketch the working procedure of the proposed model, starting from data preprocessing to predicting answers of 
RC.)
3.6.1. Attention based input representation

At first, we process our reading comprehensions and tokenize the 
passages, questions, answers in order to create our input sequences. In 
the classifier, their two sequences are passes. The first one is the input 
sequence, and the second one is the attention mask.

Input Sequence: The first token in the input sequence is the default 
[CLS] token. Then the tokenized passage and question with default to-

ken [SEP] between them are added to it. Lastly, token [PAD] was added 
to pad the sequence.

[𝖢𝖫𝖲] [𝖳𝗉
𝟣
] ........ [𝖳𝗉

𝗇] [𝖲𝖤𝖯] [𝖳𝗊
𝟣
] ....... [𝖳𝗊

𝗆] [𝖯𝖠𝖣]..
The previous sequence’s embeddings are the final input sent to 

BERT. Here [𝖳𝗉
𝟣
].....[𝖳𝗉

𝗇] and [𝖳𝗊
𝟣
].....[𝖳𝗊

𝗇] are the tokens for passage and 
questions, respectively. The attention mechanism and positional encod-

ing are applied to the input and passed to the classifiers.

3.6.2. Fine-tuning proposed BERT and ELECTRA models for downstream 
task

After the creation of the input sequence and attention mask, The 
BERT classifier is trained with the input sequence, attention mask, and 
the answers. The answer is also tokenized using the BERT and ELEC-

TRA tokenizer. The proposed BERT model learns about input sequence 
with pretraining tasks MLM and NSP, and ELECTRA does the same 
5

by discriminating between original and replaced tokens by the genera-

tor. With the utilization of the pre-trained transformers, the models are 
fine-tuned on downstream task reading comprehension on our dataset. 
Here the proposed BERT model is an mBERT architecture utilized for 
Bangla Language. The proposed model has three input layers for in-

putting the attention mask, input ids, and token type ids. Then comes 
the transformer-based (BERT/ELECTRA) layers. Then the dense and 
flattened layers are added. Lastly, the output layer used the activation 
softmax function.

3.6.3. Rationalization of predicted answers

Now our classifiers are ready to predict answers for unlabeled Read-

ing Comprehension. Finally, to justify our model’s prediction quality, 
we use our unlabeled test dataset, which is also processed to generate 
input sequence and attention mask.

The algorithmic representation of our system framework is men-

tioned in Algorithm 1. The input of this algorithm are passages 𝑃𝑡𝑒𝑠𝑡 and 
questions 𝑄𝑡𝑒𝑠𝑡 and the output is the corresponding answers of the given 
passages and questions 𝐴𝑡𝑒𝑠𝑡. In lines 1 to 8, the test process of the sys-

tem is reflected using the process PREDICTRC which is described in lines 
9 to 22. In this function TrainModel is the BERT/ELECTRA classifier. The 
Preprocess indicates the data preprocessing mentioned in section 4.4
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Algorithm 1 Algorithmic representation.

Input: 𝑅𝐶𝑡𝑒𝑠𝑡 = (𝑃𝑡𝑒𝑠𝑡 , 𝑄𝑡𝑒𝑠𝑡)
Output: 𝐴𝑡𝑒𝑠𝑡 = answers of 𝑃𝑡𝑒𝑠𝑡 𝑎𝑛𝑑 𝑄𝑡𝑒𝑠𝑡

1: 𝑖 ← 0
2: while 𝑖 < 𝑃𝑡𝑒𝑠𝑡 .𝑙𝑒𝑛𝑔𝑡ℎ do

3: 𝑃𝑚 ← 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠(𝑃𝑡𝑒𝑠𝑡[𝑖])
4: 𝑄𝑚 ← 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠(𝑄𝑡𝑒𝑠𝑡[𝑖])
5: 𝑋𝑡𝑒𝑠𝑡 ← 𝑇 𝑜𝑘𝑒𝑛𝑖𝑧𝑒(𝑃𝑡𝑒𝑠𝑡, 𝑄𝑡𝑒𝑠𝑡

6: 𝐴𝑡𝑒𝑠𝑡[𝑖] ← 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑅𝐶(𝑋𝑡𝑒𝑠𝑡)
7: 𝑖 ← 𝑖 + 1
8: end while

9: procedure PREDICTRC(𝑂𝑢𝑡𝑝𝑢𝑡)

10: 𝑖 ← 0
11: while 𝑖 < 𝑃𝑡𝑟𝑎𝑖𝑛.𝑙𝑒𝑛𝑔𝑡ℎ do

12: 𝑃𝑡𝑟𝑎𝑖𝑛 ← 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠(𝑃𝑡𝑟𝑎𝑖𝑛[𝑖])
13: 𝑄𝑡𝑟𝑎𝑖𝑛 ← 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠(𝑄𝑡𝑟𝑎𝑖𝑛[𝑖])
14: 𝐴𝑡𝑟𝑎𝑖𝑛 ← 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠(𝐴[𝑖])
15: 𝑋𝑡𝑟𝑎𝑖𝑛[𝑖] ← 𝑇 𝑜𝑘𝑒𝑛𝑖𝑧𝑒(𝑃𝑡𝑟𝑎𝑖𝑛, 𝑄𝑡𝑟𝑎𝑖𝑛)
16: 𝑌𝑡𝑟𝑎𝑖𝑛[𝑖] ← 𝑇 𝑜𝑘𝑒𝑛𝑖𝑧𝑒(𝐴𝑡𝑟𝑎𝑖𝑛)
17: 𝑖 ← 𝑖 + 1
18: end while

19: 𝑇 𝑒𝑠𝑡𝑀𝑜𝑑𝑒𝑙← 𝑇 𝑟𝑎𝑖𝑛𝑀𝑜𝑑𝑒𝑙(𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛)
20: 𝑂𝑢𝑡𝑝𝑢𝑡 ← 𝑇 𝑒𝑠𝑡𝑀𝑜𝑑𝑒𝑙(𝑋)
21: 𝑅𝑒𝑡𝑢𝑟𝑛 𝑂𝑢𝑡𝑝𝑢𝑡

22: end procedure

Table 1. Model parameters and values.

Hyperparameters BERT ELECTRA

learning rate (AdamW) 2e-04 5e-04

max_len 484 512

Batch_size 32 32

verbose 1 1

epoch 40 40

Our proposed methodology has produced a significant result for 
Bangla Reading Comprehension. It has the capability to handle very 
long and complex real-world passages and questions than the existing 
works. Besides, it provides significantly higher accuracy and reduced 
loss for unlabeled data samples.

4. Experimental setup

4.1. Experimental environment

Deep Learning models require high-end configurations for the pur-

pose of parallel processing. Therefore we have maneuvered Google Co-

lab [3, 13]. It is a Jupyter notebook platform based on cloud computing 
and provides necessary options for utilizing GPU and TPU. It is work-

able under Ubuntu OS with Tesla k-80 GPU of NVIDIA accompanied by 
12 GB of GPU memory. It imparted python runtime and other required 
pre-configured libraries and packages to run deep learning tasks.

4.2. Hyperparameter tuning

Hyperparameters influence the weight initialization and data or-

der. Thus finding the most significant values for hyperparameters ben-

efits our model to predict accurately. Table 1 proclaims the most 
suitable values for our classifier. The most significant hyperparame-

ters for a transformer-based model are its learning rate, batch_size, 
max_seq_length, epoch, etc. For a simple transformer, the values are 
learning rate = 4e-4, batch_size = 8, max_seq_length = 128 and epoch 
= 1. It by default uses the AdamW [30] optimizer.

In our proposed classifier we tune these hyperparameters as learning 
rate = 2e-4, batch_size = 32, max_seq_length = 484 and epoch = 40 
for the BERT model. For ELECTRA these values are learning rate = 
5e-4, batch_size = 32, max_seq_length = 512 and epoch = 40. We 
keep the optimizer as default. Choosing verbose = 1 helps us watch 
our output’s progress easily. This hyperparameter tuned model is well 
performed than the baseline model.
6

4.3. Dataset composition and provision

There is no obtainable dataset for Bangla Reading Comprehension 
Tasks; this research field has gained less attention. To conduct noble 
research, we require a sufficient amount of data for the evolution of 
methodology. Hence we have collected our data for the experiment. 
We collect long ‘Passages’ from different significant Bangla writings on 
the internet and develop a Reading Comprehensions dataset with 3636 
samples. In Table 2 we mentioned some samples of our data set. These 
data contain passages and questions as inputs and answers as outputs. 
Besides sample data, we also mention the English Translation of sample 
data. We translated the passages, questions, and answers manually. This 
Translation indicates the difference between Bangla and English text.

The maximum length for a passage, question, and answer are 359, 
108, and 7, respectively. The largest passage and question pair length 
is 409. These values are counted after the tokenization of the corpus. 
We have manifested 20% of our data for testing and other data for 
training. 2908 Reading Comprehensions are used to train the BERT and 
ELECTRA classifier, and 728 are preserved for testing purposes.

4.4. Data prepossessing

Raw data comes with unnecessary characters and words. These may 
act as a barrier during classification. Therefore we don’t put our data 
directly into the classifier. We preprocessed data and applied it [1, 2]. 
The following preprocessing steps are taken in order to bring out the 
most significant results:

• Besides words, the Raw data consists of many characters (e.g. ., $, 
%, #, *, -, etc.), which probably emanate a decreasing accuracy. 
Therefore we remove these characters from our corpus.

• Also, there are many Bangla stop words1 in data that have no 
contribution to prediction tasks. Moreover, these words can be a 
barrier to higher accuracy. The abolition of these stop words is 
proven supportive of our accuracy.

• Bangla words exist in different forms. E.g. the word 'ধর' can be 
formed as 'ধরাে', 'ধের', 'ধেরন', 'ধেরেছন', 'ধরেবন', 'ধরেছ', 'ধরেব', 'ধরব', etc. So 
we apply stemming and lemmatization and use the root word to 
process the corpus.

Below we have brought up the raw data and preprocessed data. This 
preprocessed data performed better than the raw data.

• Raw Data

বাংলােদশ একিট কু্ষ◌ আয়তেনর জনব◌ল েদশ। এ েদেশর আয়তন ১,৪৭,৫৭০ 
বগ◌িকলােিমটার। এ েদেশর মােট
আয়তেনর ১৭ শতাংশ বনভূিম। বাংলােদেশর রাজধানীর নাম ঢাকা। বাংলােদেশ মােট 
আটিট িবভাগীয় শহর রেয়েছ। (Translation mentioned in Table 2)

• Preprocessed Data
বাংলােদশ, কু্ষ◌, আয়তন, জনব◌ল, েদশ, েদশ, আয়তন, ১৪৭৫৭০, বগ◌িকলােিমটার, 
েদশ, আয়তন, ১৭, শতাংশ,
বনভূিম, বাংলােদশ, রাজধানী, নাম, ঢাকা, বাংলােদশ, আট, িবভাগীয়, শহর

5. Experimental evolution

5.1. Proposed model’s performance

After the training process of our classifiers, we applied unlabeled 
test data and brought up some results based on the prediction of an-

swers. We determine the accuracy and loss for evaluation. The predicted 
output from test input and the test outputs are compared for accuracy 

1 https://github .com /stopwords -iso /stopwords -bn.

https://github.com/stopwords-iso/stopwords-bn
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Table 2. Dataset Sample and English Translation. (Each observation contains a passage, a question generated 
from the passage, and their corresponding Answer.)

Passage Question Answer

Bangla

Text

বাংলােদশ একিট কু্ষ◌ আয়তেনর জনব◌ল েদশ। এ েদেশর
আয়তন ১,৪৭,৫৭০ বগ◌িকলােিমটার। এ েদেশর মােট আয়তেনর
১৭ শতাংশ বনভূিম। বাংলােদেশর রাজধানীর নাম ঢাকা।
বাংলােদেশ মােট আটিট িবভাগীয় শহর রেয়েছ।

বাংলােদেশর আয়তন কত
বগ◌িকলােিমটার?

১,৪৭,৫৭০

English

Translation

Bangladesh is a small country with a large population. 
The area of the country is 1,46,570 sq km. Seventeen 
percent of the country’s total area is forest land. The 
capital of Bangladesh is Dhaka. There are a total of 
eight divisional cities in Bangladesh.

What is the area of 
Bangladesh?

1,47,570

Bangla

Text

আইন◌াইেনর ে◌শাল িরেলিটিভিট িথওির ◌কােশর আেগ ধের
েনওয়া হেয়িছল সময় এই মহািবে◌র একিট ◌ব ৈবিশ◌◌।
আইন◌াইন েদখােলন, সময় ◌ব, ধারণািট একিট িব◌ম। অন◌
মা◌ার মতাে সময়ও আেপিক্ষক। িক◌ এই আেপিক্ষকতা অনুভব
করার মতাে ◌যুি◌ বা সামথ◌◌ কােনােটাই আমােদর েনই। এই কারেণ
সমেয়র েবেঁধ েদওয়া একিট িনিদ◌ ◌ গিতেত ◌িতিনয়ত ভিবষ◌েতর
িদেক েহঁেট চেলিছ আমরা। আইন◌াইন ◌মাণ করেলন, এই গিতেক
ব◌◌েণ বৃি◌ করা যােব যিদ আমরা আলাের কাছাকািছ েবগ অজ◌ ন
করেত পাির। অথা◌ত, তখন সমেয়র েবেঁধেদওয়া গি◌র মেধ◌ আর
মাথািনচু কের আমােদর চলেত হেব না।

েক ◌মাণ করেলন, গিতেক
ব◌◌েণ বৃি◌ করা যােব যিদ
আমরা আলাের কাছাকািছ
েবগ অজ◌ ন করেত পাির?

আইন◌াইন

English

Translation

Before Einstein’s special relativity theory, it was 
assumed that Time is a constant nature of the Universe. 
Einstein shows, ‘Time being constant is an illusion.’ Like 
other dimensions, Time is also relative. But to feel this 
relativity, we have neither such as technologies nor the 
ability. That’s why every moment, we are walking 
towards the future with the velocity fixed by Time. 
Einstein proved that speed can be multiplied if we can 
achieve velocities close to the light. That means we 
need not follow the boundaries fixed by Time anymore. 
Within a few moments, we can travel to the future after 
several centuries.

Who proved that speed 
could be multiplied if 
we could achieve 
velocity closer to light?

Einstein

Bangla

Text

প◌া বাংলােদেশর ◌ধান বৃহত্তম নদী। এর ৈদঘ◌◌ ◌ায় ৩৬৬
িকলােিমটার। ইহা িহমালেয়র িহমবাহ েথেক উতপিত্ত লাভ কের
বাংলােদেশ প◌া নদী নােম। তারপর প◌া নদী গােয়ালে◌ িগেয়
িমিলত হেয়েছ যমুনার সােথ । িমলেনর এই ধারা অবা◌হত
েরেখ েমঘনার সােথ আবার িমিলত হয় চাঁদপেুর এবং েশষেমষ
েমঘনা নােমই ব◌ােপসাগের পিতত হেয়েছ।

কােথায় প◌া িগেয় িমিলত
হেয়েছ যমুনার সােথ?

গােয়াল◌

English

Translation

The Padma is the largest river in Bangladesh. Its length 
is about 366 kilometers. Originating from the glaciers of 
the Himalayas, it has flowed over an the extended area 
inside of India and entered Bangladesh as the Padma 
River. Then the river Padma goes to Goalanda and joins 
the Jamuna. Continuing this trend of reunion, it 
reunited with Meghna at Chandpur and finally fell into 
the Bay of Bengal as Meghna.

Where did the Padma 
meet the Jamuna?

Goalanda
calculation. The loss function used here is SparseCategoricalCrossen-

tropy.2

In Table 3 we summed up the accuracy for different values of hy-

perparameters. We ran the model for five different learning rates (1e-4, 
2e-4, 3e-4, 4e-4 and 5e-4), three different batch sizes (12, 24 and 32) 
and for two different values of max_ sequence_length (128 and 484). 
The best accuracy was obtained for BERT, where the learning rate is 
1e-4, the batch size is 32, and the max_ sequence_length is 484. In Ta-

ble 3, we bolded out the best accuracy for easy visualization. We also 
show the different accuracy for ELECTRA with the change of hyperpa-

rameters in Table 4. Electra provides the best accuracy at 86.5 for the 
learning rate 5e-4 with batch size 32 and max_len 512.

To evaluate the performance of our classifier, we have broached two 
types of evolution metrics Accuracy and loss. Accuracies and Losses 
indicate the model’s behavior over epochs. In Fig. 5, we plotted our 
training and testing accuracy of the BERT model. Here, the training 
and testing accuracy have been plotted using red and blue lines, respec-

tively. It is noticeable that the training accuracy is 98.54% which means 
our classifier has been constructed properly. To evolute the classifier’s 
prediction, we plotted testing accuracy, where we achieved the highest 

2 https://keras .io /api /losses /probabilistic _losses /#sparse _categorical _
crossentropy -function.
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87.78% accuracy for unlabeled testing data. We calculated both accura-

cies for 40 epochs, and these values are very significant for any Bangla 
Reading Comprehension System.

In Fig. 6, we plotted the training and validation loss with red and 
blue lines, respectively. Training and validation losses are reduced sig-

nificantly here. We decrease validation loss by .12 over 40 epochs, and 
the training loss is almost near zero in some epochs.

In the same fashion, we plotted both training and testing accuracy 
for ELECTRA in Fig. 7. The training and testing accuracy for ELECTRA 
is determined as 93.0% and 82.52%. The training and testing losses for 
ELECTRA are shown in Fig. 8 where minimum training and testing loss 
are .24 and .49.

We determine the True Positives (TP), False Positives (FP), and 
False Negatives (FN) for the predicted answers.3 True Positives are the 
number of tokens that are common in both predicted answers and the 
ground truth of answers. False Positives indicate the predicted tokens 
that are not in the test data’s output, and False Negatives are the tokens 
from ground truth’s answers that the classifier can’t predict. Then we 
determine the Precision, Recall using the following Equation (10) and 
(11) with TP, FP, FN.

3 https://kierszbaumsamuel .medium .com /f1 -score -in -nlp -span -based -qa -
task -5b115a5e7d41.

https://keras.io/api/losses/probabilistic_losses/#sparse_categorical_crossentropy-function
https://keras.io/api/losses/probabilistic_losses/#sparse_categorical_crossentropy-function
https://kierszbaumsamuel.medium.com/f1-score-in-nlp-span-based-qa-task-5b115a5e7d41
https://kierszbaumsamuel.medium.com/f1-score-in-nlp-span-based-qa-task-5b115a5e7d41
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Table 3. Accuracy for the proposed BERT model for 
different hyperparameter values.

Learning Rate Batch Size max_len Accuracy (%)

1e-4 12 128 83.0

484 83.5

24 128 80.7

484 79.9

32 128 84.2

484 86.0

2e-4 12 128 86.5

484 86.3

24 128 86.1

484 86.8

32 128 85.4

484 87.78

3e-4 12 128 76.7

484 78.0

24 128 80.9

484 81.0

32 128 83.0

484 84.8

4e-4 12 128 84.1

484 85.6

24 128 83.0

484 83.9

32 128 86.1

484 86.7

5e-4 12 128 82.1

484 79.9

24 128 80.3

484 81.0

32 128 81.4

484 82.5

Table 4. Accuracy for the proposed ELECTRA model for 
different hyperparameter values.

Learning Rate Batch Size max_len Accuracy (%)

1e-4 12 484 78.0

512 80.5

24 484 77.9

512 81.6

32 484 80.8

512 81

2e-4 12 484 79.3

512 81.0

24 484 79.2

512 80.8

32 484 80.0

512 80.0

3e-4 12 484 78.2

512 75.7

24 484 82.0

512 79.7

32 484 81.2

512 81.1

4e-4 12 484 81.0

512 81.9

24 484 79.0

512 80.0

32 484 81.2

512 80.3

5e-4 12 484 82.1

512 79.8

24 484 81.5

512 79.8

32 484 81.6

512 82.52

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(10)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(11)

Again determined precision and recall are used for identifying the F1 
Score with Equation (12).

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
(12)
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙
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Fig. 5. Accuracy of our proposed BERT model. (Accuracy indicates the model’s 
right predictions for unlabeled testing data.)

Fig. 6. Loss of our proposed BERT model. (Loss indicates the penalty for wrong 
predictions for the model.)

Fig. 7. Accuracy of our proposed ELECTRA model. (Accuracy indicates the mod-

el’s right predictions for unlabeled testing data.)

Finally, all these values of TP, FP, FN, Precision, Recall, and F1 score 
are mentioned in Table 5.

5.2. Comparison with existing models

For the justification of our proposed methods’ state-of-the-art per-

formance, we applied some other techniques to our data. First of all, 
we applied our data to the simple RNN model. For that, we combined 
the passage and question in a GRU (Gated recurrent units) cell before 
projecting it to the dense layer and forwarded it to the softmax layer 
to generate output. This model worked well only for one-word answers 
and provided us the lowest accuracy comparatively.



T.T. Aurpa, R.K. Rifat, M.S. Ahmed et al. Heliyon 8 (2022) e11052
Fig. 8. Loss of our proposed ELECTRA model. (Loss indicates the penalty for 
wrong predictions for the model.)

Table 5. True Positive, False Positive, False 
Negative, Precision, Recall, and F1 Score of 
Proposed Bert and ELECTRA models.

Model ⟶
Metrics ↓

BERT ELECTRA

True Positive 9575 9001

False Positive 690 1015

False Negative 643 892

Precision 93.27% 89.87%

Recall 93.71% 90.98%

F1 Score 93.49% 90.42%

Long Short Term Memory (LSTM) outperformed simple RNN. We 
used the softmax activation function for our Seq2Seq LSTM model. We 
merged the passage and question to the embedded layer and applied it 
to the LSTM.

Then we used the attention mechanism with bidirectional LSTM con-

sisting of both backward and forward LSTM in our data. We calculated 
an attention weight from the encoder’s output and determined the at-

tention vector using the softmax. This model outperformed both LSTM 
and Simple RNN.

Fig. 9 shows the highest accuracy and F1 score for Simple RNN, 
LSTM, and bidirectional LSTM with attention and our proposed meth-

ods over 40 epochs. We can visualize that BERT outperforms other 
models, and ELECTRA also provides higher accuracy than these existed 
methods on our data.

6. Discussion

While Systems like RC-based Question Answering are becoming 
essential in modern autonomous Education systems, low-resource lan-

guages like Bangla are facing a deficiency of sufficient NLP research and 
dataset. Therefore in this paper, we try to illuminate the implementa-

tion of such an automatic system using the latest NLP technologies, 
BERT and ELECTRA. Among these two architectures, BERT outper-

formed ELECTRA, as mBERT is pretrained on the Bangla language. To 
solve the lacking data issue, we bring up a noble dataset for Bangla 
reading comprehension consisting of real-world Bangla Passages, Ques-

tions, and Answers. Then we trained our models with sufficient training 
data to compute the necessary weight for prediction and applied unla-

beled testing data to determine how correctly the model performed the 
prediction. Besides, we perceived the noteworthy values of all hyperpa-

rameters of our proposed model. We identify evolution metrics accuracy 
and loss based on the performance of our model. The BERT model 
outperformed with significant 99% training accuracy and 87.78% val-

idation accuracy. ELECTRA’s performance is also remarkable in this 
research. Both training and testing losses of notably removed for the 
model. Finally, we compare our model’s performance with existing 
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methods in Section 5.2 and visualize that our model’s performance is 
higher than others.

One significant limitation of that work is that the work is language 
specific. Therefore it may not provide satisfactory performance in other 
low-resource languages. We have used 2908 observations in our work. 
Increasing the amount of data can be helpful for the improvement of 
the performance. Another limitation of this work is that it is not tested 
with the synonyms of answers.

7. Conclusion and future work

The main motive of this work is to bring out an efficient and auto-

mated technique for Bangla Reading Comprehension, which can enact 
a progressive role in the Bangla Education system. We have developed 
a model that predicts the answer for any passage and reading compre-

hension question. To implement the model, we have utilized the latest 
NLP technique, the transformer-based learning BERT, which uses the 
self-attention mechanism and the pre-training language model for pre-

diction.

We applied the proposed methodology in a real-world benchmark 
dataset entirely new to Bangla Language. This dataset can be a noble 
contribution to Bangla NLP. We determined a significant evaluation ma-

trix for the vindication of the method. Our proposed framework outper-

forms other deep learning models for predicting answers and dispenses 
87% testing accuracy and 99% training accuracy, which is remarkable 
for Bangla RC. It is visible that our training accuracy is higher than 
the testing. We intend to add more samples to our experiments to ame-

liorate our testing accuracy. Moreover, we want to come up with an 
algorithmic solution for a better accuracy performance for test data.

In the future, we want to implement this research work as an em-

bedded system in order to develop a more efficient real-world Bangla 
Reading Comprehension system. We want to apply this methodology 
for other Reading comprehension questions like true-false, Fill in the 
blank, and multiple-choice questions. Moreover, we plan to expand our 
dataset so that we will be able to introduce an impactful data source for 
Bangla Reading Comprehension.
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[28] J. Libovickỳ, R. Rosa, A. Fraser, How language-neutral is multilingual BERT?, arXiv 
preprint, arXiv :1911 .03310, 2019.

[29] A. Liu, Z. Huang, H. Lu, X. Wang, C. Yuan, BB-KBQA: BERT-based knowledge base 
question answering, in: China National Conference on Chinese Computational Lin-

guistics, Springer, 2019, pp. 81–92.

[30] I. Loshchilov, F. Hutter, Decoupled weight decay regularization, arXiv preprint, 
arXiv :1711 .05101, 2017.

[31] I.B. Ozyurt, On the effectiveness of small, discriminatively pre-trained language rep-

resentation models for biomedical text mining, bioRxiv, 2020.

[32] S. Pericherla, E. Ilavarasan, Performance Analysis of Word Embeddings for Cyber-

bullying Detection, IOP Conference Series: Materials Science and Engineering, IOP 
Publishing, 2021, p. 012008.

[33] M.M. Rahman, M.A. Pramanik, R. Sadik, M. Roy, P. Chakraborty, Bangla documents 
classification using transformer based deep learning models, in: 2020 2nd Interna-

tional Conference on Sustainable Technologies for Industry 4.0 (STI), IEEE, 2020, 
pp. 1–5.

[34] T. Rahman, R. Ahmed, Combatting the impact of COVID-19 school closures in 
Bangladesh, 2021.

[35] T. Rahman, U. Sharma, A simulation of COVID-19 school closure impact on student 
learning in Bangladesh, 2021.

[36] M. Roemmele, D. Sidhpura, S. DeNeefe, L. Tsou, AnswerQuest: a system for gen-

erating question-answer items from multi-paragraph documents, arXiv preprint, 
arXiv :2103 .03820, 2021.

[37] A. Saha, M.I. Noor, S. Fahim, S. Sarker, F. Badal, S. Das, An approach to ex-

tractive Bangla question answering based on BERT-Bangla and BQuAD, in: 2021 
International Conference on Automation, Control and Mechatronics for Industry 4.0 
(ACMI), IEEE, 2021, pp. 1–6.

[38] S.S. Sarkar, P. Das, M.M. Rahman, M. Zobaer, Perceptions of public university stu-

dents towards online classes during COVID-19 pandemic in Bangladesh, in: Frontiers 
in Education, Frontiers, 2021, p. 265.

[39] S. Singh, P. Jawale, U. Tiwary, silpa_nlp at SemEval-2022 tasks 11: transformer 
based NER models for Hindi and Bangla languages, in: Proceedings of the 16th Inter-

national Workshop on Semantic Evaluation (SemEval-2022), 2022, pp. 1536–1542.

[40] F. Souza, R. Nogueira, R. Lotufo, Portuguese named entity recognition using BERT-

CRF, arXiv preprint, arXiv :1909 .10649, 2019.

[41] E. Stroh, P. Mathur, Question answering using deep learning, 2016.

[42] J. Su, S. Yu, D. Luo, Enhancing aspect-based sentiment analysis with capsule net-

work, IEEE Access 8 (2020) 100551–100561.

[43] T. Tahsin Mayeesha, A. Md Sarwar, R.M. Rahman, Deep learning based question 
answering system in Bengali, J. Inf. Telecommun. 5 (2021) 145–178.

[44] I.V. Tetko, P. Karpov, R. Van Deursen, G. Godin, State-of-the-art augmented NLP

transformer models for direct and single-step retrosynthesis, Nat. Commun. 11 
(2020) 1–11.

[45] M.M. Uddin, N.S. Patwary, M.M. Hasan, T. Rahman, M. Tanveer, End-to-end neural 
network for paraphrased question answering architecture with single supporting 
line in Bangla language, Int. J. Future Comput. Commun. 9 (2020).

[46] A. Utka, et al., Pretraining and fine-tuning strategies for sentiment analysis of Lat-

vian tweets, in: Human Language Technologies–the Baltic Perspective: Proceedings 
of the Ninth International Conference Baltic HLT 2020, IOS Press, 2020, p. 55.

[47] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A.N. Gomez, Ł. Kaiser, I. 
Polosukhin, Attention is all you need, in: Advances in Neural Information Processing 
Systems, 2017, pp. 5998–6008.

[48] H. Xu, B. Liu, L. Shu, P.S. Yu, Dombert: domain-oriented language model for aspect-

based sentiment analysis, arXiv preprint, arXiv :2004 .13816, 2020.

[49] K. Xue, Y. Zhou, Z. Ma, T. Ruan, H. Zhang, P. He, Fine-tuning BERT for joint entity 
and relation extraction in Chinese medical text, in: 2019 IEEE International Confer-

ence on Bioinformatics and Biomedicine (BIBM), IEEE, 2019, pp. 892–897.

[50] J. Yu, J. Jiang, Adapting BERT for target-oriented multimodal sentiment classifica-

tion, in: IJCAI, 2019.

[51] S. Yu, J. Su, D. Luo, Improving BERT-based text classification with auxiliary sentence 
and domain knowledge, IEEE Access 7 (2019) 176600–176612.

[52] M. Zhou, M. Huang, X. Zhu, Robust reading comprehension with linguistic con-

straints via posterior regularization, IEEE/ACM Trans. Audio Speech Lang. Process. 
28 (2020) 2500–2510.

[53] X. Zhu, Cross-lingual word sense disambiguation using mBERT embeddings with 
syntactic dependencies, arXiv preprint, arXiv :2012 .05300, 2020.

[54] Y. Zhu, R. Kiros, R. Zemel, R. Salakhutdinov, R. Urtasun, A. Torralba, S. Fidler, 
Aligning books and movies: towards story-like visual explanations by watching 
movies and reading books, in: Proceedings of the IEEE International Conference 
on Computer Vision, 2015, pp. 19–27.
11

http://refhub.elsevier.com/S2405-8440(22)02340-4/bib5AC69E37156B4DA9F2D1288624D418D1s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib5AC69E37156B4DA9F2D1288624D418D1s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib4250B2F4A3159235C22B97738085A4EAs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib4250B2F4A3159235C22B97738085A4EAs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE7F8FCC4DB0DFB34C22B2E042F6FEE64s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE7F8FCC4DB0DFB34C22B2E042F6FEE64s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE7F8FCC4DB0DFB34C22B2E042F6FEE64s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib5562AB11C054D4C87D9334E43A65A83Es1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib5562AB11C054D4C87D9334E43A65A83Es1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib9857B3A723C6894B5E4CF2D41AD5E485s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib9857B3A723C6894B5E4CF2D41AD5E485s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib9857B3A723C6894B5E4CF2D41AD5E485s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib8EED237A9698B9BF0910B02F8FF9509Ds1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib8EED237A9698B9BF0910B02F8FF9509Ds1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib8EED237A9698B9BF0910B02F8FF9509Ds1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib8EED237A9698B9BF0910B02F8FF9509Ds1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibDDC887773735FC0D6809D8A37F1686EEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibDDC887773735FC0D6809D8A37F1686EEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibDDC887773735FC0D6809D8A37F1686EEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibB7E6A922BF58093E408F0C94DCF49BB3s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibB7E6A922BF58093E408F0C94DCF49BB3s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibB7E6A922BF58093E408F0C94DCF49BB3s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibB7E6A922BF58093E408F0C94DCF49BB3s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibF519E162957AB7D5192997C320022B71s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibF519E162957AB7D5192997C320022B71s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibF519E162957AB7D5192997C320022B71s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibB19889BDE7175F732F635197A264463Cs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibB19889BDE7175F732F635197A264463Cs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibB19889BDE7175F732F635197A264463Cs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib33576FED40980F0D19F2E28C14C0A136s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib33576FED40980F0D19F2E28C14C0A136s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib9191C83FD7E2A0C89D177266530D8CA6s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib9191C83FD7E2A0C89D177266530D8CA6s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib6A4F0AD9C85DC92611CC05C7DF82BB13s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib6A4F0AD9C85DC92611CC05C7DF82BB13s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE85247EB6515F832F820DAAC988AE2DEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE85247EB6515F832F820DAAC988AE2DEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE85247EB6515F832F820DAAC988AE2DEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibFB3F6C3E32B710CF2FE4A5C116332600s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibFB3F6C3E32B710CF2FE4A5C116332600s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibFB3F6C3E32B710CF2FE4A5C116332600s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib0564DC5FA0EC9E4F59E2461F92E35318s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib0564DC5FA0EC9E4F59E2461F92E35318s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib0564DC5FA0EC9E4F59E2461F92E35318s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib31E3B0E4211047EF95DE0BAD45123C1As1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib31E3B0E4211047EF95DE0BAD45123C1As1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib31E3B0E4211047EF95DE0BAD45123C1As1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib9FA99BEF12ED3FFFEB33EF1C4724D3AEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib9FA99BEF12ED3FFFEB33EF1C4724D3AEs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibCE024730A9F68794030666990D39DF7Fs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibCE024730A9F68794030666990D39DF7Fs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibCE024730A9F68794030666990D39DF7Fs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib67103151AFCDDA9293A83A118CC53E06s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib67103151AFCDDA9293A83A118CC53E06s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibDFD100002BE6B6A7BC55275B79B73D04s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibDFD100002BE6B6A7BC55275B79B73D04s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib01A7227D6F273F4A6CB44B14399D9636s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib01A7227D6F273F4A6CB44B14399D9636s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib01A7227D6F273F4A6CB44B14399D9636s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE6D4DC833BF57DB42FDEE3BFF8B6C35Cs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bibE6D4DC833BF57DB42FDEE3BFF8B6C35Cs1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib46754D135C4EDA5D5BC677325CB823B4s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib46754D135C4EDA5D5BC677325CB823B4s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib46754D135C4EDA5D5BC677325CB823B4s1
http://refhub.elsevier.com/S2405-8440(22)02340-4/bib46754D135C4EDA5D5BC677325CB823B4s1

	Reading comprehension based question answering systemin Bangla language with transformer-based learning
	1 Introduction
	1.1 Research objectives
	1.2 Paper outline

	2 Related work
	3 Proposed methodology
	3.1 Preliminary concepts
	3.2 Transformer-based learning
	3.3 Bidirectional Encoder Representations from Transformers (BERT)
	3.4 Multilingual BERT (mBERT)
	3.5 Efficiently learning an encoder that classifies token replacements accurately (ELECTRA)
	3.6 Proposed framework
	3.6.1 Attention based input representation
	3.6.2 Fine-tuning proposed BERT and ELECTRA models for downstream task
	3.6.3 Rationalization of predicted answers


	4 Experimental setup
	4.1 Experimental environment
	4.2 Hyperparameter tuning
	4.3 Dataset composition and provision
	4.4 Data prepossessing

	5 Experimental evolution
	5.1 Proposed model’s performance
	5.2 Comparison with existing models

	6 Discussion
	7 Conclusion and future work
	Declarations
	Author contribution statement
	Funding statement
	Data availability statement
	Declaration of interests statement
	Additional information

	References


