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Abstract
High performance data analytics problems often use filters to
approximately store or count a set of items while trading off
accuracy for space-efficiency. Filters can also address the lim-
ited memory on accelerators, such as GPUs. However, there
is a lack of high-performance and feature-rich GPU filters as
most advancements in filter research has focused on CPUs.
In this paper, we explore the design space of filters with a

goal to developmassively parallel, high performance, and fea-
ture rich filters for GPUs. We evaluate various filter designs
in terms of performance, usability, and supported features
and identify two filter designs that offer the right trade off in
terms of performance, features, and usability.
We present two new GPU-based filters, the TCF and GQF,

that can be employed in various high performance data an-
alytics applications. The TCF is a set membership filter and
supports faster inserts and queries, whereas the GQF sup-
ports counting which comes at an additional performance
cost. Both GQF and TCF provide point and bulk insertion
API and are designed to exploit the massive parallelism in the
GPUwithout sacrificing usability and necessary features. The
TCF and GQF are up to 4.4× and 1.4× faster than the previous
GPUfilters in our benchmarks and at the same time overcome
the fundamental constraints in performance and usability in
current GPU filters.

1 Introduction
Filters, such as Bloom [8], quotient [4, 6, 20, 21, 39, 44, 46] and
cuckoo filters [10, 22], maintain an approximate representa-
tion of a set or a multiset1. The approximate representation
saves space by allowing queries to occasionally return a false-
positive. For a given false-positive rate 𝜀: a membership query
to a filter for set 𝑆 returns present for any 𝑥 ∈𝑆 , and returns
1Counting filters maintain count estimates of items in a multiset. A counting
filter may have an error rate 𝛿 . Queries return true counts with probability
at least 1−𝛿 . Whenever a query returns an incorrect count, it must always
be greater than the true count. Counting filters offer no guarantee on the
overestimate unlike count sketches. We refer the readers to Goswami et
al’s [27] paper for a detailed comparison.
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absent with probability at least 1−𝜀 for any 𝑥 ∉𝑆 . A filter for
a set of size 𝑛 uses space that depends on 𝜀 and 𝑛 but is much
smaller than explicitly storing all items of 𝑆 .
As scientific and commercial data sets explode in volume

and data rates, some of the high performance data analyt-
ics pipelines take advantage of the massive parallelism and
advanced computing architecture of the GPUs. GPUs have
proven to be effective accelerators for machine learning and
simulation problems [1, 41], database engines [11, 12, 34, 50,
55, 56], and large-scale genomics pipelines [7, 26, 28, 31, 54].

In this paper, we consider the use of GPUs in filtering, one
of the key operations in many data processing and analytics
pipelines. GPUs offer both an opportunity for performance
improvement and a challenge for data analytics due to the
limited GPUmemory that is available.

Given the popularity and wide-scale impact of filters there
have been many papers in the last decade that advance the
theory and practice of filters [2, 4, 6, 9, 10, 13, 18–23, 29, 35,
39, 44, 46, 51, 53]. Most of these papers have focused on im-
proving the state of the art in terms of space usage and perfor-
mance. A few papers have also explored adding new features
in the filter such as deletion, associating small values with
hashes, and counting, which are critical for many applica-
tions [4, 6, 22, 44, 46].
However, there is very little work on building fast, space-

efficient, and feature-rich filters for the GPU. Costa et al. [18]
and Iacob et al. [29] showed how to build and query Bloom fil-
ters on the GPU. Geil et al. [25] first showed how to build and
query a quotient filter on the GPU using the bulk build API.
These filter implementations do not offer choices in terms
of space usage and false-positive rate trade-off, offer sub-
optimal performance, and do not have adequate APIs to be
integrated in many data analytics applications. Furthermore,
these implementations do not support critical features such
as deletion, counting, or associating values with the items,
which are required by modern-day applications. Due to the
lack of available options modern GPU-accelerated applica-
tions oftenwork around the limitations of filterswhich in turn
results in sub-optimal use of resources and further hinders
their scalability to larger datasets.
For example, MetaHipMer [26, 28] is an extreme-scale de

novometagenome assembler that leverages GPUs to speed up
raw data processing and is designed to scale out to thousands
of nodes to handle terabyte scale data. MetaHipMer requires
a filter that can map fingerprints to small values to weed out
singletons during raw data processing and use the output in
later stages of the pipeline. It cannot use Bloom filters since
Bloom filters do not support associating small values with
the items. Similar to the Bloom filter, Geil et al.’s [25] quotient
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filter (SQF) cannot associate values. In addition, the SQF can
only scale up to a few million items and does not offer the
right trade off in terms of space usage and false-positive rate.
Similarly, many database engines [32, 33, 55] that leverage
GPUs to speed upmerge and join operations cannot use exist-
ing filters as they do not support counting and enumeration
of items which are required for those operations.
Designing filters for GPUs comes with a host of unique

challenges. The architecture of GPUs, originally designed to
accelerate rendering operations, providesmassive parallelism
at the expense of limited memory, simpler instructions, and
synchronization tools. The differences in the architecture be-
tweenCPUsandGPUscausefiltersdesigned forCPUs tooften
have sub-optimal performance when ported to GPUs. Thread
contention and thrashing are often issues for GPU data struc-
tures, even those with large sizes. In addition, the grouping of
threads into warps is another constraint on the design, with
grouped access patterns providing massive speed boosts over
naive implementations. The random access pattern of many
existing filters amplifies this problem as threads in a warp are
likely to diverge while accessingmemory locations randomly
throughout the filter.

Our contribution. In this paper, we explore the design space
of filters and identify the filters that can exploit the massive
parallelism on the GPU without introducing fundamental
feature limitations and giving up performance and usability.
We identify two filters that offer the appropriate trade-offs in
terms of the performance and necessary features. We further
develop and evaluate the two newGPUfilters, the two-choice
filter (TCF) and the GPU-based counting quotient filter (GQF).
The TCF does not support counting which enables faster in-
serts and queries, whereas the GQF supports counting at an
additional performance cost. Both thefilters support deletions
and associating small values with fingerprints.

TheTCF is designed to organize fingerprints in blocks sized
tofit inside aGPUcache line. It uses cooperative groups to per-
form insert, query, anddelete operations inside these blocks to
achievemassive parallelismwithout any contention. The TCF
further uses power-of-two-choice hashing [3] to minimize
the load imbalance across fixed-size blocks and achieve a high
load factor. The TCF strips out the ability to count in favor of
faster inserts and query operations. The TCF offers both con-
current inserts and queries and bulk insertion API. The TCF
can represent a set of items approximately and supports dele-
tions, enumeration, and associating small values with items.

The GQF is a GPU-optimized implementation of the count-
ing quotient filter [43]. The GQF is designed to overcome
the fundamental limitations of the earlier implementation of
the quotient filter [25] on the GPU, such as only supporting
a fixed false-positive rate and scaling only to a few million
items. TheGQFoffers all the features thatmodern data analyt-
ics applications demand, e.g., better space-accuracy trade-off,

counting, deletions, associating values with items, and re-
sizability. In addition, it offers both concurrent inserts and
queries and a bulk insert API, unlike the earlier GPU-based
filter implementations.
In the GQF, we exploit the high cache locality of quotient

filters to design a novel coordinated lock-free implementation
for batch insertions. The lock-free implementation partitions
the filter into exclusive-access even-odd regions and assigns
threads inside a warp to fixed memory regions to achieve low
thread divergence and avoid thrashing. We believe that our
even-odd scheme for bulk insertions can also be applied to
other linear-probing-based hash tables to accelerate inser-
tions.
Our results.The TCF andGQF offer far better (up to three or-
ders of magnitude in some cases) performance and use less or
similar space than other filters on the GPU offering a smaller
set of features.
1. The point TCF is up to 4.45× faster for inserts and queries

than all filter that support deletions.
2. TheGQF is up to 1.93× and 2.4× faster than theGPU-based

Bloom filter for inserts and queries respectively.
3. The Bulk TCF achieves an insertion throughput of 3.4 Bil-

lion items per second on NVIDIA A100 GPUs.
4. The bulk TCF achieves an insertion throughput of 70% of

the Blocked Bloom filter with half the false positive rate.
5. The TCF is over an order of magnitude faster than all other

filters for deletions.
6. The GQF supports high throughput counting (800+ Mil-

lion/sec) on both simulated and real-world datasets.

2 A Brief History of Filters
In this paper, we consider dynamic filters as they have wide-
spread applications in data analytics. Dynamic filters approxi-
mately represent a set of items that does not need to be known
before the construction.Dynamicfilters have seenmuchmore
advancement in the last few decades as applications often do
not know the set of items in advance. Examples of dynamic
filters are Bloom filters [8], quotient filters [4, 20, 21, 39, 45],
and cuckoo filters [10, 22].
Bloom filters consume log(𝑒)𝑛log(1/𝜀) space, which is

roughly log(𝑒) ≈ 1.44 times more than the lower bound of
𝑛log(1/𝜀)+Ω(𝑛) bits [14]. In contrast, for a set 𝑆 taken from
a universe𝑈 , where |𝑈 |=𝑢, an error-free dictionary requires
Ω(log

(
𝑢
𝑛

)
) ≈Ω(𝑛log𝑢) bits. Bloom filters also incur log(1/𝜀)

cache-linemisses on inserts and positive queries, giving them
poor insertion and query performance.
Blocked Bloom filters [52] overcome the poor cache

locality of Bloom filters by constructing a series of smaller
Bloom filters each of which is small enough to fit inside a
small number of cache lines. The first hash function is used
to select a block and rest of the hash functions are used to
set/test bits inside the block. However, the cache efficiency
comes at the cost of higher false-positive rate. Blocked Bloom
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filters have theoretically and empirically higher (up to 5×)
false positive rates compared to Bloom filters. See Table 2 for
the empirical calculations of FP rate.
Quotient filters [4, 6, 16, 20, 40, 44, 46] represent a set

approximately by compactly storing small fingerprints of the
items in the set via Robin Hood hashing [15]. The quotient
filter uses 1.053(2.125+ log21/𝜀) bits per element, which is
less than the Bloom filter whenever 𝜀 ≤ 1/64, which is the
case in almost all applications. It supports insertion, dele-
tion, lookups, resizing, and merging. The counting quotient
filter (CQF) [44], improves upon the performance of the quo-
tient filter and adds variable-sized counters to count items
using asymptotically optimal space, even in large and skewed
datasets. In the counting quotient filter, we can also associate
small values with items either by re-purposing the variable-
sized counters [42] to store values or by explicitly storing
small values with the remainders in the table [48].
Cuckoo filters [10, 22] also store small fingerprints com-

pactly in a table. However, unlike the quotient filter that uses
RobinHood hashing, the cuckoo filter uses cuckoo hashing to
resolve collisions among fingerprints. Cuckoo hashing uses
kicking (or cuckooing) to find an empty slot for the new item
when all the slots in a bucket are occupied. This results in a
cascading sequenceof kicks until thefilter converges on anew
stable state. Inserts become slower as the structure becomes
full, and in fact insertsmay fail if the number of kicks during a
single insert exceeds a specified threshold (500 in the author’s
reference implementation).

Two-Choice filters [46] organize fingerprints compactly
in blocks similar to the cuckoo filter. However, unlike the
cuckoo filter, there is no kicking. The blocks in the two-choice
filter are larger in size (≈ log𝑛, where𝑛 is the number of items
which is usually the size of the cache line on most machines)
than the cuckoo filter and power-of-two-choice hashing is
used to reduce the variance across the blocks and achieve a
high load factor. During insertions if both blocks correspond-
ing to a fingerprint are full then the data structure is declared
full. The power-of-two-choice hashing enables the filter to
probe exactly two cache lines during inserts and queries and
write to a single cache line during inserts. Given the larger
block sizes the vector quotient filter [46] uses quotienting
(similar to the quotient filter) to organize fingerprints inside
blocks. It divides the fingerprints into a quotient and remain-
der part and only stores the remainder in the slot given by
the quotient. It uses two additional metadata bit to resolve
collisions among quotients.

3 Designing a GPU filter
Here we discuss the design principles needed to build a fast
and space efficient filter on the GPU and use them to analyze
various filter designs.

3.1 GPU design principles
There are four major design principles to consider when im-
plementing data structures on GPUs:
1. Low thread divergence: threads inside a warp should

execute the same instruction. This enables writing simple
kernels that can exploit massive parallelism in the GPU.

2. Highmemory coherence: threads inside a warp should
access the same memory from a local region. Random
memory accesses are expensive and cause threads to stall.

3. High degree of parallelism: a high number of threads
saturate memory bandwidth and hide memory latency.

4. Atomicoperations:atomicoperationshelpefficient thread
scheduling inside a warp. Non-atomic writes and data
movements cause slow downs and require locking large
memory regions. Locking results in high overheads and
affects the overall throughput.

3.2 Analysis of filter designs
We now look at the dynamic filters discussed in Section 2 and
evaluate them based on the GPU design principles. Our goal
is to identify the filters that offer necessary features such as
deletions, counting, and value associations and at the same
time satisfy most of the design principles.
Bloom filters are easy to implement on the GPU as they

only require test and set operations. These operations can
be implemented using atomic operations and achieve low
thread divergence. However, each operation results in multi-
ple cachemisses and thereforeBloomfilters have lowmemory
coherence. They also have sub-optimal space usage. More-
over, Bloom filters do not support deletions, counting2, and
associating small values with items that many data analytics
applications require.

Blocked Bloomfilters on the other hand are better suited to
GPUs. Each operation requires probing inside a single block.
They achieve low thread divergence, highmemory coherence,
a high degree of parallelism, and atomic operations. Thus
blockedBloomfilters can satisfy all theGPUdesign principles.
However, blocked Bloomfilters have a high false-positive rate
compared to Bloom filters and also do not support necessary
features like deletions and counting.
Operations in the quotient filter have high cache locality

whichmakes it an appropriate choice to achieve highmemory
coherence. However, insert operations in the quotient filter
requires shifting fingerprints which makes it harder to use
atomic operations and also results in high thread divergence.
However, the quotient filter can support all the necessary
features like deletions, counting, and associating small values
with items which makes the quotient filter a highly usable
data structure that multiple applications can benefit from.

2The counting Bloom filter [23], a variant of the Bloom filter, supports
counting but it comes at a high space-overhead which makes it highly
inefficient in practice.

3



331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385

Conference’17, July 2017, Washington, DC, USA Anon.

386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
440

It is quite challenging to achieve high speed operations
whilemaintaining all of the features in aGPU implementation
of the quotient filter. Geil et al [25] implemented a preliminary
version of the GPU quotient filter. However, that implementa-
tionwas adapted fromBender et al.’s quotient filter [4], which
did not have all the features, like counting and value associ-
ation, and also had higher space overhead. Furthermore, Geil
et al’s GPU-based quotient filter has implementation-specific
limitations (e.g., it supports a fixed false-positive rate and can
only be sized to store less than 226 items) that makes it more
difficult to use in applications.
The cuckoo filter stores fingerprints in fixed size blocks.

This design is amenable to high memory coherence and low
thread divergence. Atomic operations can also be used to
read andwrite fingerprints. However, the cascading sequence
of reads and writes to randommemory locations makes the
cuckoo filter hard to implement efficiently on the GPU. In
particular, at high load factors when the number of kicked
items becomes high, each insertion will result in very low
memory coherence. Moreover, each kicking operation results
in multiple cache-line writes. This makes it challenging to
achieve high speed operations in a GPU cuckoo filter. More-
over, cuckoo filters do not support counting and associating
small values with items that many data analytics applications
require.

The two-choicefilter has the advantages of the cuckoofilter
design. It has fixed size blocks. Each operation requires prob-
ing into exactly two blocks, and inserts and deletes only write
into a single block. This results in low thread divergence, high
memory coherence, and a high degree of parallelism. How-
ever, due to large block sizes a more sophisticated structure
is required to maintain fingerprints inside each block. There-
fore, it is not straightforward to use atomic operations to read
or write fingerprints inside blocks. It is a challenging task
to implement a two choice filter on the GPU using atomic
operations to achieve high throughput.

3.3 Most efficient GPU filter designs
We now identify the filters that offer necessary features and
can achieve high speed operations on the GPU. First, we pick
the two-choice filter (TCF). The TCF achieves three out of
four design principles. It achieves low thread divergence, high
memory coherence, andhigh degree of parallelism. It also sup-
ports deletions unlike the Bloom filter variants. We redesign
the TCF to use atomic operations and cooperative groups to
exploit massive GPU parallelism. Second, we pick the count-
ing quotient filter (CQF). The CQF offers all the necessary
features that modern applications demand. In particular, it
supports counting and value associations which are critical
features for many applications. However, it is hard to achieve
low thread divergence and high parallelism in the CQF.We
will redesign the CQF to use a coordinated lock-free approach
and achieve massive parallelism and scalability.

4 TCF Implementation
In this section, we give the implementation details of the two
choice filter (TCF) on the GPU.We first explain the version
that supports concurrent inserts and queries via the use of
atomics. We then explain the bulk lock-free version that uti-
lizes sorting to precondition items for faster operations.
In the TCF, we organize the table into blocks. Each block

can store𝐵 𝑓 -bit fingerprints. The blocks are sized to fit inside
a GPU cache line. The TCF uses the power-of-two-choice
(POTC) hashing scheme to perform operations. In a POTC
scheme, every item is assigned two blocks via a pair of unique
hashes. For inserts, the fill of each block is queried, and the
item is inserted into the less full block. Queries return true if
the queried item is found in either block. The POTC hashing
helps to reduce the load variance across blocks, reducing the
size of the largest block to𝑂 (loglog𝑛), where𝑛 is the number
of items, as shown by Azar et al. [3].
Inserts and queries inside a block are performed using co-

operative groups. A group cooperatively loads the block into
shared memory before striding over the block to check for
empty slots or the presence of an item.Once an empty slot has
been found, the cooperativegroupballots for a leaderwhowill
attempt an atomicCAS operation to write the item to global
memory. On success, the cooperative group returns, while
on failure the group will look for a new empty slot within the
block and re-ballot to determine the new leader.

4.1 TCF design optimization
There are three factors that dominate the TCF performance:
size of the blocks, the bits per item, and size of the cooperative
groups.

The size of the blocks determines the number of cache line
access during operations. Therefore, we enforce that the size
of a block ≤ 128 bytes (a cache line on GPU) which limits the
number of accesses to two for the majority of operations.

The false-positive rate for theTCF is givenby 2𝐵
2𝑓 , where𝐵 is

the size of the blocks and 𝑓 is fingerprint size. A larger finger-
print size decreases the false-positive rate but increases the
space. The minimum size for an atomicCAS transaction is 2
bytes.With keys set to theminimumCAS size and a block size
of 16, the error rate is .04%. However, most practical applica-
tions require the error rate to be around 0.1%. To achieve that
error rate, we can either increase the block size or decrease
the fingerprint size. Increasing the block size has a negative
effect on performance as each thread needs to look at more
data. Storing 12-bit fingerprints brings down the space usage
but 50% of inserts now require two atomic operations, and
fingerprints can no longer fully occupy an atomic transaction,
meaning that an atomicCAS could fail due to a change in bits
outside of the slot being operated on.

The size of the cooperative groups is particularly important
to the performance of this filter design, as it provides a trade
off between computational and memory efficiency inside of a
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warp. Increasing the number of cooperative groups in a warp
increases the number of cache lines that can be scheduled for
loading, but decreases the number of workers available per
block. A more detailed analysis of this phenomenon, along
with experimental results of varying the cooperative group
size, are found in Section 6.4.

Backing table. To avoid insertion failures (no empty slot
in both blocks) before reaching a 90% load factor we use a
backing table. We use a small double-hashing backing table
sized to 1/100th of the size of the main table for storing any
items that fail to be inserted. Since << 1% items fail to be
inserted, the extra cost required to insert and query from this
table is negligible, and it has no measured effect on the speed
of inserts or positive queries. However, it does have an effect
on the performance of false-positive queries, as at least one
extra blockwill have to be searched. The TCF can achieve 90%
load factor using the backing table.

Shortcut optimization. As shown in Pandey et al. [47],
in the case where the primary block has a very low fill ratio,
we can safely insert into the primary block without querying
the alternate block. This reduces the number of cache loads
required to insert by one, improving speed. After empirical
testing, we found a 0.75 fill ratio to be the ideal cutoff for this
shortcut optimization, as it provided the best performance
without affecting the variance between blocks.

4.2 Bulk TCF
The bulk version of the TCF utilizes sorting to increase the
efficiency of read/write operations in the GPU. Like reads,
writes on a GPU can be coalesced, with up to 128 bytes of
contiguous memory being written in one operation. The SM
that a warp is staged on has a memory pipeline that is shared
between all threads in a warp and operates on cache blocks of
128 bytes. Any thread can freely read from a cache line that
has been loaded by the SM, and any adjacent writes inside of
a cache line can occur simultaneously.

If the time saved on insertion is less than cost of aggregat-
ing items, we can improve the throughput via an aggregation
phase. Items are sorted and passed to the bulkTCF as a pointer
to a sorted list of items to be inserted into a block. Blocks of the
TCF are loaded into shared memory before items are inserted
and all reads and writes are performed using shared memory
atomics. At the end of the kernel writes occur as coalesced
writes to global. This minimizes the data written to global as
all writes to global occur as cooperative cache-wide coalesced
writes.

Unlike the point TCF, blocks in the bulk version maintain
a sorted list of items inside the block. This allows the blocks
to be queried in logarithmic time via a binary search, or in
linear time for a batch of queries. To efficiently insert while
maintaining a sorted order, each cooperative groupmaintains
three lists during insertion: the list of items currently stored
in the block, the sorted list of items that can be shortcutted

into the block, and the list of items assigned to the block via
POTC hashing. The three lists are merged together using a
parallel zip strategy, and the resulting block is cooperatively
written to global memory.

The bulk filter has an error rate of 0.3% with a block size of
128anda16bits per item.While this is appropriate formost ap-
plications, the bulk implementation requires 33% more space
per item to achieve the same error rate.

5 GQF Implementation
In this section, we give an overview of Pandey et al.’s [43]
counting quotient filter (CQF). We also describe the locking
mechanism in the counting quotient filter for thread-safe op-
eration because it acts as the building block in the GPU-based
quotient filter (GQF). We finally explain howwe design the
counting quotient filter for the GPU.

5.1 CQF overview
The counting quotient filter (CQF) stores an approximation of
amultiset 𝑆 ⊆U by storing a compact, lossless representation
of themultisetℎ(𝑆), whereℎ :U→{0,...,2𝑝−1} is a hash func-
tion thatmaps items fromtheuniverseU to a𝑝-bit fingerprint.
To handle a multiset of up to 𝑛 distinct items while maintain-
ing a false-positive rate of at most 𝜀, the CQF sets 𝑝 = log2 𝑛𝜀
(see the original quotient filter paper for the analysis [4]).

The counting quotient filter dividesℎ(𝑥) into its first𝑞 bits,
quotient ℎ0 (𝑥), and its remaining 𝑟 bits, remainder ℎ1 (𝑥). It
maintains an array𝑄 of 2𝑞 𝑟 -bit slots, each ofwhich can hold a
single remainder.When an element𝑥 is inserted, the counting
quotient filter attempts to store the remainder ℎ1 (𝑥) at index
ℎ0 (𝑥) in𝑄 (which we call 𝑥 ’s canonical slot). If that slot is
already in use, then the counting quotient filter uses uses
Robin hood hashing to find the next available empty slot to
storeℎ1 (𝑥).All the items that share the samecanonical slot are
stored together in a run anda sequenceof runs stored contigu-
ouslywithno empty space is called a cluster . During an insert
operation, the next available empty slot is found at the end of
the cluster. If an item lands at the start of the cluster then all
the items in cluster must be shifted to create an empty space.

5.2 Point insertion API
In the point implementation, each thread acquires exclusive
access to a section of memory for writing. Internal remainder
shifts are processed using a custom memmove function, as
the driver API only provides support formemcpy, which does
not guarantee write safety when the source and destination
regions overlap.
To perform an insert operation, the thread needs to lock

a big enough region so that shifting items will not corrupt
the subsequent region where another thread might be operat-
ing. Therefore, the slots are divided into locking regions that
are big enough to handle the shifting of remainders during
insertions without causing an overflow to the next locking

5
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region. Given that the filter is only filled to 95% load factor,
we can safely say with that the maximum cluster size will be
less than 8192 slots [43]. In order to guarantee that each insert
has at least this many slots to work with, we divide the filter
into sections of 8192 slots. An insert thread grabs two locks
corresponding to the canonical slot of the item and the lock
immediately after it. Locking two consecutive regions in the
counting quotient filter ensures thatmemory corruption bugs
are avoided, even if we overflow into the next region during
an insert operation. The insert thread holds these locks until
all changes are flushed to memory.

The length of the longest cluster is bounded by𝑂 ( ln2𝑞
𝛼−ln𝛼−1 )

withhighprobability [5, 44],where𝑞 is thenumberofquotient
bits, 2𝑞 is the number slots in the QF, and 𝛼 is the load factor.
For example, if 𝑞 = 40 (i.e., 240 slots) and 𝛼 = 3/4, the largest
cluster in the filter has 736 slots. On average, clusters are𝑂 (1)
in size. The theorem gives a high-confidence estimation of
the size of the largest cluster when the QF is almost full.

The smallest possible lock implemented in CUDA uses one
bit withAtomicOr andAtomicAnd intrinsics to set and release
the locks. However, this implementation has poor perfor-
mance in CUDA due to the memory contention issues when
using atomics in global memory. To perform an operation,
atomics require exclusive access to a cache line’s worth of
memory, e.g., 128 bytes on the Tesla V100s. With one bit per
lock, there would be 1024 locks in a cache line, each with
dozens or even hundreds of simultaneous locking attempts
in the worst case. This would lead to heavy thread contention
among threads acquiring locks and cause the vast majority of
threads to thrash. To ameliorate this, we used cache-aligned
locks, as the number of locks relative to the total size of the
data structure is small enough that they only contribute a
small percentage to the overall space usage.
The GQF implementation that uses locking has the high

overhead of acquiring and releasing locks to perform oper-
ations. Furthermore, each thread locks two locking regions
(a locking region comprises 8192 slots) and that creates con-
tention among threads that are trying to operate in the same
region. However, the locking implementation is necessary to
support the point insertion and query API in the GQF.

5.3 Bulk insertion API
In the bulk API, we group items that hash to the same region
and a single thread is assigned to each region for inserting
all the grouped items. This guarantees that threads will have
exclusive access to regions. However, there can still be mem-
ory corruption if two threads are simultaneously performing
insertion in consecutive regions and there is an overflow from
one region to the other during the insertion. To avoid the
memory corruption, the threads would still need to acquire
locks on two consecutive region.
To avoid the overhead of locking, we perform the insert

operation in two phases. In the first phase, items belonging to

even regions are inserted, with each thread assigned a specific
region. Since there are no threads operating in the odd re-
gions we can safely perform insertions without any memory
corruption issues. In the second phase, the items belonging
to the odd regions are inserted.

This "Even-odd region" insert scheme maximizes the num-
ber of inserts that can safely occur simultaneously. Although
it only allows insertion into half of the regions during a given
phase, for large filter sizes the number of regions far exceeds
the number of threads, allowing for full saturation of the GPU.
Each region is sized to 8192 slots and phased insertion guar-
antees that threads are ≈16K slots apart and will always find
empty slots before overflowing into the next region.

Our implementation of this insert scheme uses temporary
buffers to hold items corresponding to each region. To effi-
ciently distribute items into regionswe use atomic operations
to set the buffer sizes and assign each item an index in the
buffer. In practice, we do not allocate temporary buffers. In-
stead, we use pointers into the input array tomark the bound-
aries for the buffers. This savesmemory and the time required
to allocate memory at run time.

Sortinghashes tominimizeshifting. Internally, theGQF
stores items akin to a linear hash table, with the remainders
in a run or cluster in sorted order. New items inserted into a
run must therefore shift any remainders greater than them
in order to maintain the sorted structure. These shifts are
the dominating factor in time spent in insertion. However, as
these shifts only occur when the new remainder is smaller
than remainders in the run, we could avoid these memory
shifts by inserting remainders (or hashes) in a sorted order.
If the entire dataset were sorted before insertion, no shifts
would be required, as each new item inserted would be the
largest item and could therefore safely occupy the next empty
slot. A variant of this holds true when the input dataset is
batched: while it is impossible to avoid shifting items already
in memory, sorting the input batch removes any extraneous
memory shifts of items in the current batch.

Our implementationuses theThrust library [38] toperform
an in-place sort on the input data. After sorting, the starts of
buffers are set using successor searchwhich finds the index of
the smallest item greater than or equal to the minimum hash
of the current buffer. This eliminates the need to use atomics
to set the buffers which in turn saves time during multiple
phases of insertion.

5.4 Optimization for skewed distributions
Datasetswith skeweddistributions (where counts of the items
are derived from a power-law or a Zipfian distribution [17])
cause high contention among threads in the point insert API
and load imbalance in the bulk insert API. This results in
much slower insertion throughput and limited scaling with
increasing filter sizes.
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The datasets with skewed distribution contain a lot of re-
peated items. During insertions, multiple threads try to insert
copies of the same item in thedataset creatinghigh contention
on the locks and load imbalance in a fewmemory regions.

For the bulk insert API, we take the map-reduce approach
to avoid thehigh contention in theGQF.Wefirst sort the batch
of input items and then perform a reduction to compress the
duplicate items into ⟨item,count⟩ pairs. This reduction allows
us to perform a single insertion with the aggregate count for
every item in the batch instead of multiple insertions corre-
sponding to each instanceof repeated item.This amortizes the
cost of acquiring locks and performing insertions. It further
enables us to reduce the load imbalance across regions in the
bulk insert API resulting in high insertion throughput. In our
implementation, mapping and reduction are handled by the
Thrust library [38].

6 Evaluation
In this section, we evaluate the performance of various GPU
filter implementations. We include our implementations of
the two-choice filter (TCF) and GPU-based counting quotient
filter (GQF). We compare our filter implementations against
Geil et al.’s [25] standard quotient filter (SQF) and rank-select
quotient filter (RSQF). The SQF is a GPU implementation
of the quotient filter and supports insertions, queries, and
deletions. The RSQF does not supports deletions. Both SQF
and RSQF do not support counting. We configure the SQF
and RSQF to achieve the best performance based on author’s
recommendations.
As a baseline for the performance of a filter that does not

deletions, we also include the Bloom filter (BF) and blocked
Bloom filter (BBF) in our evaluation. The BF and BBF are not
directly comparable to other filters used in the evaluation as
they do not support similar features. The BBF is taken from
Junger et al. [30] and is configured according to the author’s
recommendation to achieve best performance. Wemodified
a C++ BF implementation [49] to a 1-bit encoded GPU imple-
mentation using CUDA atomic bitwise operations.
We evaluate each filter on two fundamental operations:

insertions and lookups. Lookups are evaluated both for items
that are present and for items that are not present in the filter.
Our evaluation of filters is split on the status of the filter as
either bulk or point API. Point filters have device-side APIs
and can be called to insert or query a single itemwhile bulk
filters must be called from a host function. The TCF and GQF
support both bulk and point APIs. We compare our bulk im-
plementation of the TCF and GQF with the SQF and RSQF as
they both are designed for bulk API. We compare our point
implementations of the TCF and GQFwith the Bloom filter
and blocked Bloom filter. Both the Bloom and blocked Bloom
implementations only support point API.

Please refer to Table 1 for a complete list of API supported
by various filters. Only the GQF and TCF support both bulk

Filter Insert Query Delete Count

Point Bulk Point Bulk Point Bulk Point Bulk
GQF ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
TCF ✓ ✓ ✓ ✓ ✓ ✓
BF ✓ ✓ ✓ ✓
SQF ✓ ✓ ✓
RSQF ✓ ✓

Table 1. API supported by various filters. The GQF is the
only filter that supports a range of operations. RSQF can
support deletes but it is not implemented by the authors.

and point modes for insert, query, delete, and count opera-
tions. We compare the GQF and TCF against other filters for
insert and query operations, only against the SQF for delete
operations. The GQF is compared against no other filter for
counting as no other filter supports counting.
Microbenchmarks setup. Our evaluation setup includes
all the micro benchmarks employed by filter data structure
papers [4, 6, 10, 21, 22, 24, 25, 44, 46] in the past.

Wemeasure performance on raw inserts and lookups as fol-
lows. We generate 64-bit input items from the hashed output
of a cuRand XORWOWgenerator. Items are inserted into an
empty filter until it reaches its maximum recommended load
factor (e.g., 90%). The workload is divided into slices, each
of which is 5% of the load factor. These slices are generated
on-the-fly to maximize the memory available for the filters.
For successful lookups, we query items that are already in-
serted. For random lookups, we generate a different set of
64-bit hashes than the set used for insertion. This is done
by using the hashed outputs of an XORWOWgenerator set
with a different seed. We report aggregate throughput of the
operations to insert a set of items.

One challenge that we face in designing our experiments is
that the filters do not all support the same false-positive rate.
For example, theGQF supports 8, 16, 32, and 64 bit remainders
in order to keep the slots in the table machine-word aligned.
This helps simplify the GPU implementation by avoiding
memory conflicts whenmultiple threads aremodifying differ-
ent slots. However, SQF and RSQF filters only support remain-
der sizes of 5 and 13 as they pack the 3 metadata bits along
with the remainder in 8 and 16 bit machine words. They fur-
ther require the sum of the quotient and remainder bits to be
less then 32. Therefore, they can only support up to 226 items
with 5-bit remainders and 218 items with 13-bit remainders.

We pick a target false-positive rate of .1% and configure
each filter to get as close to this false positive rate as possible.
We use 8-bit remainders in the GQF.We use 7 hashes and 10.1
bits per item in the Bloom and blocked Bloom filter. We use
5-bit remainders for the SQF and RSQF and although this
results in almost an order-of-magnitude higher false-positive
rates, it supports the largest number of items (226) for these
implementations. The smallest TCF word alignment under
this error rate is 16 bits, so we report the results from this
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(c) Cori Bulk RandomQueries.
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(d) Perlmutter Bulk Inserts.
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(f) Perlmutter Bulk RandomQueries.

Figure 1. Bulk Aggregate comparison between filter types with 1 batch.
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(f) Perlmutter Point RandomQueries.

Figure 2.Aggregate comparison between point filter types. Filter operations occurred in batches of 5% of the dataset size.

variation of the filter. Table 2 shows the empirical space us-
age, false-positive rate, and bits-per-item (BPI) of different
filters in these experiments. Wemeasure the space-usage and
false-positive rates empirically.
We evaluate the performance of these filters in the GPU

memory and hence we size the filters in our experiments so
that they can always reside in the GPUmemory.

Counting benchmark setup. The counting benchmarks
include three datasets with different count distributions. The
uniform-randomdatasetcontains itemsdrawnfromauniform-
random distribution with almost no duplicates. The uniform-
random count dataset contains items where the counts of

items are drawn fromauniform-randomdistributionbetween
1 and 100. The zipfian count dataset contains items where
the counts of items are drawn from a Zipfian distribution
(the coefficient is 1.5 and items are chosen from a universe of
the same size as the dataset). All the items in the dataset are
inserted in one big batch in the GQF.

We also include a real-world genomic dataset for the count-
ing benchmark. We took a raw sequencing file,M. balbisiana,
from the Squeakr [45] benchmark dataset and extracted 𝑘-
mers for counting. Squeakr [45] is a 𝑘-mer counter which is
built using the CQF. With the GQF, we can also port Squeakr
to GPUs and accelerate the 𝑘-mer counting process.
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(c) RandomQueries.
Figure 3. Comparison between cooperative group sizes. All tests were run on filters sized to 228. The left number in a label
is fingerprint size and the right is the block size.

Machine specification.Our microbenchmarks and count-
ing benchmarkswere run onCori’s [36] and Perlmutter’s [37]
GPU nodes. Cori nodes consists of NVIDIA Tesla V100 with
5120@1445MHzmicroprocessors, 16GB4096-bitHBM2mem-
ory, and an active thread limit of 82,000 simultaneous threads.
Perlmutter nodes consists of NVIDIA A100 Tensor Core GPU
with 6912@1410MHz 40 GB 5120-bit HBM2memory and an
active thread limit of 110,000 threads.

6.1 Point API Performance
TheTCFhas the highest insert and query performance among
the filters that support insertion, queries, and deletions. It
requires atmost two cache line probes and onewrite for inser-
tions and queries which is much smaller than all other filters.

The overhead of the backing table is negligible as less than
0.07% of items go in the backing table. However, for negative
queries (i.e., the items not present in the filter), the backing
table adds to the worst-case performance: the query must
check at least one bucket in the backing table, and can probe
up to 20 buckets in the worst case. In practice, the average
performance of insert and query operations is much better
due to the shortcut optimization mentioned in Section 4.

TheTCFhas a higher (≈2×) false-positive rate compared to
theGQF andBF in this evaluation.However, the TCF supports
multiple configurations to offer a multiple trade offs in terms
of the space usage and false-positive rate. We have evaluated
the performance of various TCF configurations in Section 6.4.

TheGQFperformance is slower compared to theTCFdue to
the overhead of locking to perform point insertions. The lock-
ing implementation requires us tomaintain separate locks for
each chunk in the GQF and this causes lock thrashing. Based
on the positive query performance, the GQF can reach a slot
for insertion faster than the BF can operate on all 7 bits, as
each bit requires a different cache load in the BF.However, the
cost of locking is so prohibitive on GPUs that the BF is faster
for insertions as all operations occur without thrashing.

6.2 Bloom and Blocked Bloom Filter
The BBF is the faster of the two filters. It requires a single
cache line operation and used atomicOR which faster than
atomicCAS required by other filters. However, the BBF has

GQF-Bulk SQF TCF
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Figure 4.Deletion performance of GQF bulk, SQF, and TCQF
on Cori GPU nodes. The x-axis shows log𝑛, where 𝑛 is the
number of slots in the filter. SQF only support up to 226 slots.

≈5.5× higher false positive rate when compared to a Bloom
filter with the same bits per item.
The Bloom filter has relatively low throughput on inserts

and random queries, as it needs to check multiple random
slots within the filter, each of which requires a different cache
line load. The BF shows relatively high throughput for ran-
dom lookups, as it has a high probability of finding a zero and
terminating the search early.
The Bloom and blocked Bloom filters have outlier perfor-

mance at 222 for Cori and 224 for Perlmutter. This is due to
these filters being small enough to fit within the L2 cache,
allowing for faster memory operations and saturating all the
GPU threads efficiently.

6.3 Bulk API performance
The bulk TCF is the fastest filter for inserts, with a maximum
throughput of over 3.4 Billion per second on Perlmutter. How-
ever, as this filter relies on binary search to find items within
a bucket, it has lower throughput on queries, topping out at
≈2 Billion per second for both positive and random queries.
The bulk SQF has the next highest insert throughput, though
the sorted bulk lookup strategy used in the SQF has lower
throughput than the other filters.
The throughput of the bulk GQF is based on the size of

the filter, so we see an increase in performance as the filter
grows, stopping at 228 when the parallelism in the GPU is
saturated. The queries of the bulk GQF scale directly with the
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GQF BF SQF RSQF Bulk TCQF TCQF Blocked Bloom

FP BPI FP BPI FP BPI FP BPI FP BPI FP BPI FP BPI
0.19% 10.68 0.15% 10.10 1.17% 9.7 1.55% 7.87 0.36% 16 .024% 16 .71% 9.73

Table 2. False-positive rate (FP) and bits per item (BPI) of
various filters for experiments in Figure 1 and Figure 2.

number of items, so the positive and random queries show
high performance even on small filter sizes.

TheRSQFhasveryhighthroughputonboth typesofqueries.
The performance drops as the filter grows to 226, due to the
filter exceeding the 8 MB size of the V100 L2 cache. The fil-
ter has very poor performance on inserts, topping out at 8
Million per second, roughly three orders of magnitude lower
than the other filters. As the RSQF and GQF have very similar
internals, there is no reason the inserts of the filter could not
be accelerated. However, an optimized function for inserts is
the provided by the authors.

For inserts, all of the bulk filters show increasing through-
put as the size of the problem is increased. The insert schemes
used in these filters map CUDA threads or warps to sections
of memory. This results in far less active threads than the
point filters, which map warps to individual items and can
quickly reach saturation.

6.4 TCF variations
Figure 3 shows the performance effects of modulating the
cooperative group size for a variety of TCF filter variations.
These results show that there is an optimal cooperative group
sizing for each filter variation. For the majority of the config-
urations, this size is 4. These optimal sizes are an effect of the
trade off between compute and memory latency due to how
warps, and by extension cooperative groups, are scheduled
on streaming multiprocessor.

Shrinking the cooperative groups increases the saturation
of the memory pipeline while lowering the amount of com-
pute availableper cooperativegroup. Increasing the sizeof the
cooperative group gives less divergence and better compute
throughput at the expense of less memory operations being
scheduled. When memory and compute are balanced, the
filter can entirely overlap computation and communication,
leading to the most efficient performance. For most designs,
this optimal point occurs at a cooperative group of size 4,
though some of the larger bucket designs also performwell
at 8 due to the extra work to traverse a bucket.
The 8 and 16 bit versions of the filter have the fastest per-

formance, as inserts and queries can be performed in one
transaction. As 50% of operations require two memory trans-
actions, the 12 bit filters are slower than their counterparts.

6.5 Deletion performance
Figure 4 shows the performance for deletions for filters that
support the operation. The TCF is an order of magnitude
faster for deletes than the GQF, as the filter deletes items by
replacing themwith a dedicated tombstone key. This means
that deletions can be done with one atomicCAS operation.

Size UR UR count Zipfian count Zipfian Count (MR) 𝑘-mer count
22 25.318 30.763 3.676 34.888 23.625
24 101.804 110.833 4.777 169.637 90.722
26 321.150 350.824 4.995 508.156 296.130
28 566.038 798.353 4.520 806.766 507.373

Table 3. Aggregate insertion throughput of GQF (Million
operations/sec) for inserting (counting) items from datasets
with three different distributions. Uniform-random (UR)
datasets, Uniform-random (UR) count, Zipfian count (MR):
count of items are drawn from a Zipfian distribution using
the Map-reduce implementation from section 5.4.

The GQF is up to two orders of magnitude faster for deletion
than the SQF. This is due to the even-odd phased approach
that minimizes the amount of left shifting that is required
during a delete operation. Left shifting is further reduced due
the sorting of items before the operation and deleting larger
items first. Overall deletes are slower compared to the inserts
in the GQF as deletes are more compute intensive.

6.6 Counting performance in the GQF
Table 3 shows the aggregate insertion throughput for insert-
ing (counting) items from datasets with three different dis-
tributions. Counting items from a Zipfian distribution using
themap-reduce strategy explained in Section 5.4 achieves the
highest throughput.

Whencounting items,especiallywhenthecountsaresmaller
than the maximum value in a GQF slot (which is 256 for a
8-bit slot), the insertions mostly involve incrementing the
count of an existing item, which can be done fairly efficiently
without the need to shift remainders. However, when the
distribution is skewed, as in the case of a Zipfian distribution,
many threads contend to insert the same item, causing long
stalls which reduce throughput. This shows that the GQF is
an efficient counting filter for datasets with small counts.

For the𝑘-mer counting dataset, the GQF supports through-
put of more than 500M 𝑘-mers per second which is orders of
magnitude faster than the throughput of Squeakr [45], a CPU
𝑘-mer counter built using the CQF. With the GQF, we can
easily port Squeakr to GPUs and accelerate 𝑘-mer counting.

6.7 Discussion
Formostdataanalytics applications, theTCF is thechoice for a
GPUfilter. It offers the right trade off between space efficiency
and false positive rate, maintains high throughput for all op-
erations, scales to larger datasets, and can be configured for a
wide range of filtering use cases. For applications that require
no associativity and are not bound by space usage or false
positive rate, the blocked Bloom filter (BBF) is a good choice.
The rich features of the GQF are critical to many analytics
applications like MetaHipMer, database merges, etc. How-
ever, this comes at an additional performance cost. The GQF
is often the only available filter option for many applications
that need GPUs to accelerate complex data processing.
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