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Abstract: A number of modern techniques for neural network training and recognition enhancement
are based on their structures’ symmetry. Such approaches demonstrate impressive results, both for
recognition practice, and for understanding of data transformation processes in various feature spaces.
This survey examines symmetrical neural network architectures—Siamese and triplet. Among a
wide range of tasks having various mathematical formulation areas, especially effective applications
of symmetrical neural network architectures are revealed. We systematize and compare different
architectures of symmetrical neural networks, identify genetic relationships between significant
studies of different authors’ groups, and discuss opportunities to improve the element base of
such neural networks. Our survey builds bridges between a large number of isolated studies with
significant practical results in the considered area of knowledge, so that the presented survey acquires
additional relevance.

Keywords: symmetrical neural network; Siamese neural network; triplet neural network; neural
network structure; neural network training; signature verification; speech verification; face analysis;
semantic text analysis; image retrieval; re-identification; stereo matching; visual object tracking;
change detection

1. Introduction

The applications of artificial neural networks (ANNs) are widespread because of
their generalizing ability that allows finding similarities and differences between objects.
Modern ANNs can find non-obvious complex features for objects and build generalizing
rules. It allows use of ANNs for recognition, object-to-object comparison, verification, etc.

Researchers have used symmetry in recent years in the world of artificial neural net-
works, giving impressive results on various object recognition accuracies using special archi-
tectures. These architectures allow the informative features of these objects to be distinguish.
Among different ANN architectures used for comparison and verification, researchers dis-
tinguish Siamese neural networks (SNN). SNNs are symmetrical jointed structures that
take two or more objects as input and allow determination of their similarity measures in a
certain feature space, which varies depending on the subject area characteristics.

An important feature of Siamese structures is the “merging” of identical ANNs with
each other using the same array of weight coefficients obtained during the pre-training
process. The other feature of Siamese networks—symmetry—is used for a parallel trans-
lation of initial descriptions of compared objects into a feature space convenient for their
comparison. Since Siamese networks learn not to recognize objects, but to form their fea-
tures suitable for comparison (and similarity/difference estimation), these networks do not
require additional training when new data are entered. Siamese networks used for different

Symmetry 2022, 14, 1391. https://doi.org/10.3390/sym14071391 https://www.mdpi.com/journal/symmetry

https://doi.org/10.3390/sym14071391
https://doi.org/10.3390/sym14071391
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://orcid.org/0000-0001-5882-1467
https://orcid.org/0000-0002-9363-9895
https://orcid.org/0000-0001-6265-3670
https://orcid.org/0000-0003-1330-281X
https://doi.org/10.3390/sym14071391
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/article/10.3390/sym14071391?type=check_update&version=2


Symmetry 2022, 14, 1391 2 of 32

tasks differ in the specifics of feature space forming, in which objects are compared, and
the calculation of the similarity/difference measure.

The rest of the paper is organized as follows. Related works are shown in Section 2.
The main idea of Siamese and triplet architectures and the history of their first implemen-
tations are summarized in Section 3. In Section 4, we describe the history of Siamese and
triplet architectures’ development for such applications as signature verification, speech
verification, face analysis, semantic text analysis, image retrieval, re-identification, stereo
matching, visual object tracking, and change detection—each in its own subsection. We
provide a review of state-of-the-art implementations, training methods and summarize
the architectures in schemes. In Section 5 we discuss the implementations of large sym-
metrical neural networks on the hardware level—the main directions of hardware neural
networks development. The discussion of survey results and application trends is provided
in Section 6.

2. Related Works

As of 2022, several analytical reviews involving Siamese and triplet neural
networks [1–4] have been published. In [1], a wide range of works (164 references) on
the Siamese neural networks’ application in different fields of science and technology are
mentioned. The analysis of architectures and working principles is not conducted. The
author only notes works and their main topics. In contrast, paper [2] contains a deep and
detailed review of symmetrical neural network approaches for a limited range of visual
object tracking tasks. The comparison of various tracking algorithms involving Siamese
neural networks is presented. This area of knowledge is actively developing and still con-
tains many significant unsolved problems. In the review, ref. [3], the general principles of
Siamese and triplet neural networks used in computer vision, as well as their performance
on the selected datasets, are considered. The main advantages of triplet networks are shown
to simplify data preprocessing (normalization and calibration). In [4] the application of
different metrics (loss functions) in Siamese and triplet neural network training for image
recognition and re-identification is considered. At the same time, the consideration of
different Siamese and triplet network architectures is limited.

This survey closes the above-described gaps in the systematics of the symmetrical
neural networks and aims to present the reader with a generalized analysis of modern
architectures and a wide variety of Siamese neural network applications, as well as trends
in their development, not being limited to the computer vision tasks. Thus, this survey
combines both breadth of coverage and depth of source analysis, as shown in Table 1.

Table 1. Comparison of related surveys.

Surveys Various
Applications

Various
Architectures

Hardware
Implementations

Chicco, D. [1] + - -
Ondrašovič, M.;
Tarábek, P. [2] - + -

Nandy, A. et al. [3] - + -
This survey + + +

3. General Architecture Background and History of Symmetrical Neural Networks

The first example of a symmetrical neural network architecture with common weights
for two identical modules is given in [5]. Bromley et al. described a neural network for two
fingerprints similarity estimation. The architecture presented is Siamese in the classical
definition, but the term “Siamese” was first used in 1994 in [6], where the problem of
finding forged handwritten signatures was considered (the verified signature and signature
in memory were processed in identical subnetworks to obtain feature vectors, and then
the distance between two vectors was calculated). Bromley et al. [6] claimed a verification
accuracy of 95.5%.
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The next mention of SNNs occurred in 2005 with a face verification task [7], where
convolutional neural networks were used as symmetrical Siamese modules. For its training,
the concept of “learning similarity” was introduced and a contrastive loss function was
proposed. Further, the development of symmetrical neural network architectures and the
expansion of their application list grew.

Traditionally, the task of an SNN is to train the function fw to map a pair of input data
x1 and x2 into a smaller dimension space so that the distance d between feature vectors
fw(x1) and fw(x2) is small for semantically similar input data x1 and x2, and large for
input data having different classes [7]. A simplified structure of the described Siamese
architecture is shown in Figure 1.
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Figure 1. Simplified Siamese neural network scheme.

Various ANN architectures are used as the mapping function fw. The contrast function
is traditionally used for their training [7]:

L(d, y) = (1− y)·LG(d) + y·LI(d)

where d = D(x1, x2) is the distance metric between input data maps fw(x1) and fw(x2);
y is a binary label with y = 0 for similar input data (genuine pair) and y = 1 otherwise
(impostor pair); LG(·) is monotonically increasing loss function for a genuine pair; LI(·) is
monotonically decreasing loss function for an impostor pair.

The authors in [7] proposed the next loss function:

L(d, y) = (1− y)· 2
Q
·(Ew)

2 + y·2Q·e−
2.77
Q Ew ,

where
Ew(x1, x2) =|| fw(x1)− fw(x2)||

is the energy function to measure the similarity of input data x1 and x2, Q is set to the upper
bound of the energy function.

Another contrastive loss formula follows:

L(d, y) = (1− y)·d2 + y·max(0, m− d)2

where m is the margin (the typical value is 1).
Manhattan metric and Euclidean metric are often used as distance metrics d(a,b)

between different vectors a and b.
Along with Siamese architecture, triplet networks (consisting of three identical neural

network architectures with common weights) also exist and are actively developed [8].
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Such architectures take three data samples as inputs: anchor x, positive sample x+ (the
same class as anchor x) and negative sample x− (a different class from anchor x). In this
case, the output of the neural network consists of two distance metrics between mappings
of input pairs (x, x+) and (x, x−), obtained after ANN fw. A simplified triplet network
architecture is shown in Figure 2.
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The triplet network learns to decrease the semantic distance d+ between the anchor
input and the positive sample and increase the distance d− between the anchor input and
the negative sample simultaneously.

4. Contemporary Applications of Siamese Architectures

To review and analyze applications with Siamese neural network architectures, we
have searched Scopus, IEEExplore, Google Scholar, and Web of Science databases and
selected the most frequently cited publications. The choice criterion was the active citation
of the selected paper and the number of papers concerning the selected generalized theme.
Over a hundred papers were found, and during the consequent analysis we have chosen
more than 80 most influencing works and studied them thoroughly. During the Siamese
networks’ application analysis, we have revealed the nine most popular directions united
in four big groups (Figure 3). Further in this paper, we describe each of these applications in
detail (Sections 4.1–4.9), review the most significant publications, and analyze and visualize
the evolution of SNN usage methods.

In these subsections, we thoroughly consider the system and subnetwork architectures,
methods of input data preprocessing, input data dimensionality transformation, method
of similarity measure calculation, and loss functions used for training. To describe the
subnetwork architectures of Siamese structures in the following sections, we apply the
following layer designations (Table 2).

In case the subnet architecture does not have a settled name, it is represented as a
chain of designations shown in the Table 2.

4.1. Signature Verification

Handwritten signature verification is the easiest and most common way for person
identification in banking, insurance, forensics, etc. Despite its simplicity and variety of uses,
however, handwritten signatures require a system for verification. Traditional methods
are based on hidden Markov models, dynamic matching, and rule-based algorithms.
Siamese neural networks, considering their symmetrical architecture, are also well suited
for signature verification [9–13]. Figure 4 illustrates the chronology of scientific papers
dedicated to Siamese neural network applications in signature verification tasks; the
isolation of up to 40% of significant works in this direction is clearly seen.
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Signature verification systems can be categorized by the data source: static (offline)
or dynamic (online) systems. Static systems take the two-dimensional image after the
signature acquisition process as input. Dynamic systems take information about the signing
process. It means the signature is represented as a sequence of signal values received by a
detection device. Online signature representation is more informative for verification. Also,
there are writer-independent systems that do not require modification when new signers
are added, and writer-dependent systems that require re-training when new signers are
added (it is an important disadvantage). A general view of the network architecture is
shown in Figure 5.
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Figure 5. Simplified SNN structure for signature verification. The input to the system is an image
of the original signature (top), as well as a variant of the forged signature (middle) and an image of
the original signature. The Siamese neural network acts as a function to approximate the authentic
signature to the original and to distance the forged signature in the feature space.

Ahrabian et al. [9] propose an architecture with an autoencoder to translate the re-
ceived data into a fixed-length hidden space and SNN to process extracted samples. The
paper also uses the attention mechanism to get a model capable of focusing on the most
important features of the input data, which are the 12 local features extracted from the pen
sequences. The proposed architecture, besides improving verification accuracy, requires
less computational cost than traditional methods based on dynamic time warping (DTW).

Currently, recurrent neural networks (RNN) are actively used for online signature
verification. In [10] the SNN architecture based on four RNN variants is considered: long
short-term memory (LSTM), gated recurrent unit (GRU), and their bi-directional variants
(BLSTM and BGRU). The paper presents the first successful scheme of multiple RNN
systems usage (i.e., LSTM and GRU) for online handwritten signature verification. The
architectures described in this paper receive 23 time functions extracted from compared
signatures. These functions include 12 local features, as well as some additional features.
Tolosana et al. [10] highlight the excellent learning capability of the proposed architectures
even for a few signatures.

In offline handwritten signature verification, convolutional neural networks (CNNs)
are used as part of SNNs. CNN usually takes a two-dimensional image of a signature
as input. The paper, Ref [11], describes a framework with writer-independent feature
extraction using SigNet architecture that takes a pair of images—with a genuine signature
and a signature for verification. The architecture returns embedding vectors for each
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input image to compute semantic distance [14]. In [11] a comparison of the proposed
SigNet architecture with non-neural network methods for signature verification is given. It
turned out that the architectures based on neural networks outperform the most advanced
competitors on most of the datasets. Also, these systems demonstrate improved fraud
detection accuracy for different signers and forgers. Jagtap et al. [12] optimized the SigNet
architecture [11] by extending embedding vectors and obtained an SNN with an even
better ability to recognize forgeries and verify genuine signatures. Further, Ruiz et al. [13]
proposed an SNN using the Inception module in CNN. The proposed architecture has
fewer training parameters but achieves higher accuracy in recognizing forged signatures
and is suitable for use by new signers without an additional training.

Figure 4 shows that publications describing methods of online signature verification
using Siamese architectures [9,10] are of little interest at present, in contrast to SNN-based
offline signature verification methods [11–13]. Figure 6 illustrates the parameters of the
signature verification methods discussed in this section for more detailed information.
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architectures, algorithms for similarity measurement (or merging modules), and loss functions for
each signature verification method. The designations of the architecture layers are presented in
Table 2. The following works are mentioned: Ahrabian and BabaAli (2018) [9]; Tolosana (2018) [10];
Dey et al. (2017) [11]; Jagtap et al. (2020) [12]; Ruiz et al. (2020) [13].

To estimate the performance of signature verification methods, metrics are evaluated
on a variety of datasets. Therefore, it is difficult to evaluate the quality of signature
verification and to compare it with other approaches and systems. However, as shown
in [15], existing SNNs demonstrate superiority over most competitors.
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4.2. Speech Verification

Speech verification (speaker verification)—methods of determination if the speaker
matches the declared one. Speech verification methods are based on the comparison of
some input data and pre-recorded information. It is used in security systems, forensics,
information security, and, more recently, as a method of biometric user authentication.
Speech conveys a large amount of mixed information—both semantic and speaker-specific
spectral. Extracting components necessary for verification is non-trivial.

New algorithms resistant to various interferences (external environment noise, various
characteristics of sound recording devices, interference of telephone channels, etc.) have
been recently developed in this field. Also, the problems of attacks on speech verification
systems are being commonly solved. There are several datasets for speech verification,
including YOHO, VoxCeleb, RSR2015, and others. Figure 7 illustrates the timeline and links
for major scientific papers dedicated to Siamese neural network applications in speech
verification tasks.
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A distinction is made between text-dependent (using fixed phrases) and text-independent
verification methods. Most works are concerned with text-independent verification methods
due to their wider applicability.

Early SNN architectures in speaker verification appeared in 2011 [16,17]. The ap-
proaches proposed in these works include multi-objective loss functions to amplify the
influence of typical speaker-specific features, insignificant information clearance, and hy-
brid deep neural network learning. Hybrid learning consists of preliminary layer-by-layer
(local) unsupervised learning with a greedy algorithm, and then global supervised learning.
The authors demonstrated that the system reliably verifies speakers, regardless of whether
spoken phrases were used in training, and regardless of the language spoken. Compara-
tive studies have shown that this approach demonstrates superiority over other available
systems for speaker verification.

Lu et al. [18] considered the speaker verification as a Bayesian binary classification
task and proposed a Siamese neural network architecture with a new approach—training
with “matching” and “different” pairs of samples. Using the recorded speech parameter
matrices, a logarithmic likelihood estimation is computed, which is then converted into the
distance metric. Further, the distance metric is used for training. Linear transformation
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functions are implemented as separate layers of the Siamese neural network. The authors
proved the advantages of the SNN learning algorithm for the speaker verification task.

Soleymani et al. [19] proposed a new text-independent Siamese convolutional neural
network architecture for speaker verification suitable for various devices. The proposed
architecture uses Mel-frequency spectrogram coefficients instead of the popular approach
using Mel-frequency cepstral coefficients, acquiring the ability to analyze spectral and
temporal feature dependencies. Although the use of spectral–temporal features has shown
high reliability in speaker verification models, the system uses only speech in a short
time interval. Authors proposed an improved Siamese convolutional neural network
architecture, using a multilayer perceptron (MLP) to include prosodic, jitter, and shimmer
features. The proposed end-to-end verification architecture performs feature extraction and
verification simultaneously. The proposed architecture demonstrates significant progress
over classical and deep algorithms.

Salehghaffari et al. [20] used the following approach: a convolutional neural network
is trained to distinguish different speakers’ identities to create a background model. Then
SNN is used to create a feature space. The novelty of the approach is the fine-tuning
of the trained neural network model. It is claimed that this approach has robustness to
variations in speaker parameters, both prosodic and linguistic, as well as sound recorder
and environment parameters.

The sequence-to-sequence attentional Siamese neural network (Seq2Seq-ASNN) was
introduced in [21]. This method moved away from the pronunciation-based speaker
parameter estimation approach to the temporal matching information methodology. The
proposed model concentrates on the frames of the sequence (Seq2Seq), maps each frame
estimation representation into a feature space, and generates an estimation vector based
on the pronunciation parameters to calculate the final measure of similarity. Experimental
results demonstrate the superiority of the proposed model over various basic methods,
including traditional i-Vector/PLDA, end-to-end speaker verification models, d-vector
approaches, and a self-attention model for text-dependent speaker verification on the
Tencent dataset.

A new system design that requires only speech recordings for training is proposed
in [22]. This system is used for the detection of children’s speech disorders. The system
focuses on fast embedding capability and is based on a recurrent Siamese neural network
architecture, which is trained by computing similarity and divergence parameters of
pronunciation between two audio recordings. Previously, similar approaches required
a large dataset of recordings with speech disorders, which was a significant problem.
To detect speech disorders, the trained network computes a sequence of variable length
feature vectors. Then it measures the distance between the vectors and the reference vectors
obtained during the training. The model also includes a binary classifier. The results of
the experiments conducted by Wang et al. show that a recurrent Siamese network using a
combination of the reference and spoken speech features can achieve a detection accuracy
of 0.941.

It follows from the analysis that the development of the deep neural networks applica-
tion made speaker verification methods more accessible. The proposed methods provide
high accuracy, but Siamese neural networks in the tasks of speech verification have not yet
found wide popularity among the authors.

4.3. Face Verification

Face verification (or authentication) aims to decide whether two input face images
belong to the same person [23].

Figure 8 illustrates a timeline of face verification method development. As one can see
from the figure below, the most popular methods were mainly based on the work of [7]
(references are indicated by arrows).
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Khalil-Hani et al. [24] continued the development of [7] and propose to use an SNN
comprising two CNNs for the face verification task, where each CNN is reduced to four
layers by merging convolution layers and sub-sampling. Network training is performed
using the annealing global learning rate method. The authors show that the proposed
CNN architecture can classify a pair of face images significantly faster compared with the
equivalent network architecture with a cascade of convolution and sub-sampling layers [7].

Schroff et al. [25] have developed the FaceNet system for face recognition, verification,
and clustering tasks, which comprises a triplet network. Such a network is fed with triplets
consisting of anchor input and positive and negative samples. The authors introduce triplet
loss to train such architecture:

L =
N

∑
n=1

((
d+

)2 −
(
d−

)2
+ α

)
where d+ =|| fw(x)− fw(x+)|| is a semantic distance between the anchor input and the
positive sample; d− =|| fw(x)− fw(x−)|| is a semantic distance between the anchor in-
put and the negative sample; α, margin; and N, the number of triplets in the dataset.
This training method allows direct mapping into a compact Euclidean space, where dis-
tances directly correspond to the facial similarity measure. In [25] it is shown that using a
128-dimensional feature vector extracted from a face image by deep CNNs, a high efficiency
of face recognition, verification, and clustering is achieved.

The similarity metric based convolutional neural network (SMCNN) solving kinship
verification tasks was first proposed in [26]. This network takes as input two images of close
relatives’ faces (for example, father–son, father–daughter, mother–son, mother–daughter).
Images are run through CNN, then the feature vectors are extracted to measure the semantic
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distance between the samples. Li et al. [26] compared the quality of kinship verification for
the proposed method and state-of-the-art algorithms that do not use Siamese structures.
It turned out that SMCNN architecture achieves the best results for almost all kinship
verification. The exception is mother–son relations, for which the best results were obtained
using the deep neural network with hand-crafted features.

In [27] a method for face verification with large age differences is presented, as well
as a large age-gap (LAG) dataset with images ranging from child/young to adult/old.
The proposed method includes a pre-trained deep convolutional neural network (DCNN)
for the face recognition task on the large dataset. Further, it was fine-tuned on the LAG
dataset using Siamese architecture. A feature injection layer is introduced to improve
verification accuracy. Feature injection was used in the first DCNN layer to combine
externally computed features with activations of the deepest DCNN layers. Experimental
results on the LAG dataset show that the proposed method can outperform competing
algorithms.

Borghi et al. [28] proposed a driver face verification method involving depth maps.
The proposed architecture is designed for automotive applications where it is necessary
to obtain data even in the absence of light sources, which led to the use of depth maps
calculated from time-of-flight (ToF) sensors (i.e., near-infrared sensors). Instead of the
contrast loss function from [7], the authors proposed to use concatenated feature maps
from the Siamese architecture to get one feature map. This feature map is fed to two
additional convolutional layers, with the latter sigmoidal activation function. The output
provides a number between 0 and 1 to estimate the similarity measure of the two input
faces. Borghi et al. [28] claim that the proposed architecture shows acceptable accuracy,
working in real time even on CPUs and embedded boards.

In [29] it was proposed to use the Inception module incorporated Siamese convolu-
tional neural network (IMISCNN) and the cyclical learning rate policy to train it. The
IMISCNN architecture comprises two CNNs with a single Inception module containing
more information due to different receptive fields. Cyclical learning rate (CLR) is intro-
duced to optimize the learning rate of the proposed IMISCNN. The proposed learning
method and neural network architecture provide fast convergence in the learning process
and demonstrate a higher face verification accuracy compared with other architectures,
including the original SNN [7].

Heidari et al. [30] proposed Siamese networks with transfer learning using deep
CNN [31] on small datasets. The obtained results indicate an increase in the accuracy
compared with other similar methods involving training on small datasets.

Figure 9 illustrates the parameters of the face verification methods considered in this
section, namely: information on input data pre-processing, input data size, information on
the architectures found in each Siamese structure branch, input data similarity metrics, and
loss functions.

Figure 9 shows that the concept of the Siamese structure has changed little since the
original. The exception is the work of [28], where a small neural network is used as a
unifying module being a part of the architecture. Also, a different loss function is used
in [28]. Schroff et al. [25] suggested using a triplet network architecture. A new loss function
was developed for this architecture.

Also, from Figure 9, one can conclude that there is a trend of increasing complexity of
SNN architectures with increasing input data and reducing the number of image prepro-
cessing operations, indicating a gradual transition to automatic face verification methods.
However, there are few methods for face comparison using the similarity learning concept.
Researchers are concerned with face identification, i.e., the person’s determination on the
input image.
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4.4. Semantic Text Analysis

Semantic similarity search is a natural language processing (NLP) task that shows
a quantitative similarity measure between texts or documents using a specific metric.
Semantic similarity detection methods are used to search for spam, to assess the relevance
of a topic to a statement, to compare the content of two documents (in anti-plagiarism
systems), etc. The chronology of the Siamese semantic text analysis methods development
is illustrated in Figure 10.

Mueller et al. [32] presented a Siamese version of the long short-term memory (LSTM)
network for estimating semantic similarity between sentences based on the Manhattan
metric. This system maps a pair of variable-length input sentences into a pair of fixed-length
vectors to compute the distance between them, which reflects a similarity measure.

The paper, ref. [33], presents a deep architecture for learning the similarity of variable-
length sentences. The authors propose using bidirectional LSTMs (BLSTMs) as part of a
Siamese architecture. It uses similarity information between pairs of variable-length strings
to map them into a fixed-dimension space. It has been shown in several experiments that
when the training dataset is extended with typos, synonyms, and extra words, the model
shows invariance to such distortions.
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Also, Siamese architecture based on LSTM has found its application in categorization
and text classification, information retrieval, spam detection, etc. [34]. Semantic repre-
sentation of documents is obtained after the document has passed through an LSTM
encoder, which maps word embeddings into a document representation fixed-length vector.
The paper by Shih et al. used pre-trained word embeddings. The proposed architecture
categorizes the input text with high accuracy.

In [35] yet another Siamese architecture is proposed. It combines the CNN and LSTM
architectures. To analyze the local context of words in a sentence and to create an idea of
the word relevance and its neighborhood, Pontes et al. proposed the convolutional layer
as part of the Siamese architecture. An LSTM layer application is necessary to analyze the
whole sentence based on its words and local context. The authors argue that, because of
the local context of the words, the analysis of the overall context increases accuracy.

Zhu et al. [36] proposed the Dependency-based Siamese LSTM network (D-LSTM). It
aims to determine the similarity of the two sentences. Each Siamese architecture branch, in
this case, contains a basic and a supporting component (BC and SC, respectively). LSTM is
used to train the basic component, and Stanford parser [37] is used to train the supporting
component. To get the final sentence mapping, the BC and SC outputs pass through a
weighted summer. Then, a weighting factor is introduced to correct the importance of the
main and auxiliary components. The D-LSTM architecture developed by authors attenuates
the influence of adjectives or negotiable words in the input sentences, allowing stronger
sentence representations to be examined for better similarity detection.
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In [38] a multi-strategy approach is developed to detect internet clickbait. The pro-
posed model comprises a bi-directional LSTM (BLSTM) branch with an attention mecha-
nism. It comprises two SNNs to determine the header effect on the clickbait evaluation.
One SNN is used to find the similarity between the post title and its target description.
Another SNN evaluates the relevance of the image attached to the post. The output of
these three described components is combined and fed into a fully connected layer. The
result is a probability that the post, along with its associated information, can be considered
a clickbait.

In [39] a Siamese multi-depth attention based hierarchical recurrent neural network
(SMASH RNN) is proposed. It performs semantic text matching of long documents. Accord-
ing to the Siamese structure, the proposed architecture has two multi-depth attention-based
hierarchical RNN (MASH RNN). For each document, MASH RNN creates an informative
representation based on the knowledge of different levels of the document structure (para-
graph, sentences, and words). To create a multi-level representation of input information,
the Siamese architecture contains an attention-based hierarchical RNN to encode each text
level. The encoders outputs are combined to produce the document’s final representation.
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Yin et al. [40] developed semantics disentangling generative adversarial networks (SD-
GAN) to synthesize photorealistic images based on the input text description. The structure
of the proposed system is an SNN, each branch of which comprises a serially connected
text encoder and a hierarchical generative adversarial network (GAN). A bi-directional
long short-term memory (BLSTM) is used as a text encoder, which extracts semantic vectors
from the input text description. The semantic vectors obtained from the encoder output
go through hierarchical stages, with the generator at each stage. These generators aim
to upsample images from low to high resolution to create a photorealistic image. Also,
the authors introduced the semantic-conditioned batch normalization (SCBN) module,
which focuses on identifying semantic commonalities. SCBB also ignores unique semantic
differences in the input text to enhance the visual-semantic embedding in the feature maps
of the generative networks. The experiments conducted by Yin et al. demonstrate the high
efficiency of the proposed architecture for the CUB dataset and the complex large-scale
MS-COCO dataset. The paper does not describe a technique to measure semantic text
similarity. Yet, the proposed method uses information about the similarity or difference of
two input texts to train a GAN sequence to generate images with specific content.

Figure 11 demonstrates the methods described above. For semantic text analysis
methods using a Siamese structure, we can observe a rapid development from single-
layer models with LSTM to complex, diverse multilevel models. The recurrent models’
applications, in combination with many modern neural network solutions, breaks new
ground in semantic text analysis.

Symmetry 2022, 14, x FOR PEER REVIEW 16 of 34 
 

 

 
Figure 11. Schematic representation for methods of semantic analysis of textual information. Des-
ignations of architecture layers are presented in Table 2. The following works are mentioned: 
Mueller and Thyagara (2016) [32]; Neculoiu, Versteegh and Rotaru (2016) [33]; Shih et al (2017) [34]; 
Pontes et al. (2018) [35]; Zhu et al. (2018) [36]; Kumar et al. (2018) [38]; Yin et al. (2019) [40]. 

4.5. Image Retrieval 
Image retrieval systems search and retrieve the most similar images to a given input. 

The similarity parameters between the input image and the images from the database are 
used to rank them in order of similarity. Image retrieval methods are used in various 
applications. For example, they are applied to search for images by corresponding 
sketches, to search for clothes in a store by photo, etc. 

For most databases, image retrieval by keywords or annotations is a difficult task 
because of the ever-increasing image databases. Touch-screen devices allow retrieval of 
imaginative, concise, and abstract finger-drawn images (sketches) (Figure 12). So, using 
sketches as a request is attractive since it is uncomplicated. It has led to the development 
of various methods of automatic sketch-based image retrieval (SBIR). Figure 12 illustrates 
how SNN-based SBIR systems work. 

Figure 11. Schematic representation for methods of semantic analysis of textual information. Des-
ignations of architecture layers are presented in Table 2. The following works are mentioned:
Mueller and Thyagara (2016) [32]; Neculoiu, Versteegh and Rotaru (2016) [33]; Shih et al (2017) [34];
Pontes et al. (2018) [35]; Zhu et al. (2018) [36]; Kumar et al. (2018) [38]; Yin et al. (2019) [40].
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4.5. Image Retrieval

Image retrieval systems search and retrieve the most similar images to a given input.
The similarity parameters between the input image and the images from the database
are used to rank them in order of similarity. Image retrieval methods are used in various
applications. For example, they are applied to search for images by corresponding sketches,
to search for clothes in a store by photo, etc.

For most databases, image retrieval by keywords or annotations is a difficult task
because of the ever-increasing image databases. Touch-screen devices allow retrieval of
imaginative, concise, and abstract finger-drawn images (sketches) (Figure 12). So, using
sketches as a request is attractive since it is uncomplicated. It has led to the development
of various methods of automatic sketch-based image retrieval (SBIR). Figure 12 illustrates
how SNN-based SBIR systems work.
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sketch and the photos retrieved from the database.

Wang et al. [41] proposed a sketch-based 3D shape retrieval model based on CNN. It
allows retrieval of 3D models from 2D hand sketches. To solve the problem of cross-domain
learning, the authors suggested extending the basic version of CNN to SNN (one branch
for projections of 3D models, the other for sketches); CNNs are trained separately.

The Siamese convolutional neural network (SCNN) for image retrieval, where a
hand sketch is used as a query, is considered in [42]. Qi et al. proposed to use the
Euclidean distance as a similarity measure and contrast loss function. The experiments
have demonstrated that using SCNN for sketch-based image retrieval provides better
performance compared with other methods.

In [43] a method for compact descriptor analysis of sketch-based image retrieval was
proposed. For this task, Bui et al. proposed triplet ranking CNN and triplet loss. Three
images are brought to input: query image and positive and negative samples. The authors
have also shown that the combination of principal component analysis (PCA) and feature
quantization methods can reduce the size of the image vector representation by 98% (from
3200 bits to 56 bits) with almost no loss of accuracy. Therefore, the method is suitable for
deploying on mobile devices.

Lin et al. [44] developed the triplet classification network (TC-Net) for instance-level
sketch-based image retrieval (iSBIR). The proposed triplet Siamese network includes a
CNN and uses the global loss function, which is calculated as the sum of the triplet network
loss and the auxiliary classification loss. Global function serves to minimize the distance
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between the feature vectors extracted from the positive image and the anchor sketch. The
experiments demonstrate the great capability of the proposed TC-Net for feature extraction
for both thumbnails and images, which shows the classification loss function efficiency for
the iSBIR problem.

In [45] a “medical image retrieval based on CNN and supervised” is proposed. Cai et al.
propose to use SNN, each branch of which contains CNNs for feature extraction followed
by hash mapping. Hash mapping is used to reduce the feature vectors dimensionality.
Also, a new loss function with regularization term is introduced. The network architecture
calculates a binary hash code from the input image. Subsequently, the Hamming distance
between the obtained hash code and the hash codes of the images in the database is
calculated. Thus, similar images sorted in order of Hamming distance are extracted from
the database. The authors claim that the proposed method allows retrieval of images from
the database faster and with higher accuracy than traditional hashing methods and some
deep learning methods do.

A subset of image retrieval systems for analyzing image content (e.g., color, shape,
texture, or other information extracted from an image) is called content-based image
retrieval (CBIR). CBIR systems using SNN have found a wide application in medicine.
For example, in [46] it was proposed to use a modified GoogleNet and transfer learning
technology in an SNN structure for the magnetic resonance imaging (MRI) retrieval of
the brain with tumor. Using a convolutional neural network in the structure of an SNN
to distinguish lung cancer and tuberculosis on computed tomography (CT) images is
described in [47]. Using modern CNNs as part of the SNN makes it possible to solve this
complex diagnostic problem with higher accuracy.

Figure 13 illustrates the development chronology of image retrieval methods using
Siamese architecture. One can see that research on the Siamese image extraction systems
is still of interest. Schematic representation of image extraction methods is presented
in Figure 14.
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architectures, algorithms for similarity measurement (or merging modules), and loss functions for
each described image extraction method. The following works are mentioned: Wang et al. (2015) [41];
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4.6. Re-Identification

The re-identification term means techniques for matching anonymized data with
known information. Most often, these are external data and the subjects of these data
(identity verification). Siamese neural networks can identify and match identities in a
video stream, photos, and photo combined portraits. Also, they are used to identify the
luggage owner, as well as for vehicle re-identification and animal re-identification. These
methods are useful for solving the object tracking task when some parameters of these
objects or video streams change (different cameras, viewing angles, object appearance, etc.).
Significant differences in a person’s appearance because of different postures, viewpoints,
changes in lighting, and various video stream distortions make human re-identification
a difficult task. The increase in video recording quality, the number of cameras, and the
computational processors’ performance make this task urgent. Most of the considered
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works offer a unique approach to Siamese neural network usage, which demonstrates the
wide opportunities for re-identification task solutions.

Siamese neural networks for re-identification were first applied in [48]. Yi et al.
described the convolutional neural network application, architecture, training process, and
performed experiments to confirm the proposed method’s superiority. To calculate the
distance metric, the authors used the cosine distance layer.

McLaughlin et al. [49] proposed an architecture of Siamese neural network for re-
identification with features extracted from each frame by a recurrent convolutional neural
network. Comparison of the proposed architecture with the methods that do not use an
SNN demonstrate a significant advantage for SNNs.

Siamese neural network architecture with long-term memory (LSTM) for re-identification
is proposed in the paper, ref. [50]. The new architecture sequentially processes image areas
and increases the local features’ discriminatory ability using contextual information. Also, the
LSTM detects spatial dependencies and selectively distributes relevant contextual information
across the network.

Zheng et al. [51] propose a new Siamese deep learning neural network architecture
that solves spatial localization and object appearance dependence. The proposed method
includes the object’s spatial localization into the learning process and combines the prin-
ciples of Siamese learning and attention consistency. The authors have developed and
described a consistent attentive Siamese network (CASN) architecture, which processes
each individual image attentively.

Work on luggage and animal re-identification is also available. Using appearance as a
feature in the luggage processing system allows processing of luggage more reliably and
faster. For example, ref. [52] describes a model based on the Siamese neural network,
capable of identifying luggage by its image.

The ability to re-identify animals is also of great importance for a wide range of
tasks in ecology and biology, such as studying population dynamics or ecosystem func-
tioning. Schneider et al. [53] demonstrate that triplet networks provide superiority over
Siamese ones for all considered animal species. Also, the new technique demonstrated the
superiority over the human level.

Vehicle re-identification plays an important role in intelligent traffic surveillance
systems. The paper, ref. [54], proposed the Siamese-CNN + PathLSTM model, which is
a two-stage system that uses both visual and spatiotemporal information. Also, Shen
et al. stated the superiority of the proposed approach over modern methods using the
VeRi776 dataset.

Figure 15 illustrates the development chronology of re-identification methods using
Siamese architecture. Schematic representation of re-identification methods is presented
in Figure 16.

Finally, we can conclude that the re-identification tasks are paid much attention and
new techniques and architectures are being developed.

4.7. Stereo Matching

Stereo matching is a depth map estimation technique (building a three-dimensional
model) using several images taken from different points. Depth estimation and object
distance on images are the basis for solving localization and tracking problems and are
used in, for example, autopilot systems. The images from the left and right cameras may be
fed to the neural network input. So, the objects on the images are differently positioned in
the horizontal plane (Figure 17). Hence, objects located closer to the camera are displaced
farther (have greater disparity) than distant objects. Correspondingly, higher disparity
values indicate lower depth values (Figure 18). The results of stereo matching are usually
represented as depth maps. A depth map is a matrix containing information about the
distances from the objects’ surfaces to the camera.
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Figure 15. Timeline and links for major works in re-identification methods. The following works
are mentioned: Yi et al. (2014) [48]; McLaughlin et al. (2016) [49]; Varior et al. (2016) [50];
Zheng et al. (2019) [51]; Mazzeo et al. (2020) [52]; Schneider et al. (2020) [53]; Shen et al. (2017) [54].
The summaries of these works are provided in Section 4.6.
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Figure 16. Schematic representation of preprocessing algorithms, input data size, SNN branch
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Triangulation methods, epipolar geometry methods, or mathematical depth map
computation can be used when obtaining data from a stereo system. Neural networks
were first proposed to solve stereo matching problems in 2002 [55], and most of subsequent
works were based on convolutional neural networks.

A Siamese neural network for stereo matching was first applied in [56] in 2014. The
proposed system used the matching cost calculation by learning the similarity measure
using a convolutional neural network. The convolutional neural network output is used to
calculate the stereo matching distance.

Zbontar and LeCun [57] extended the research and described two network arch-
itectures—“fast” and “accurate”. Siamese neural networks are applied in both architectures
and comprise several convolution and ReLU layers in the subnetworks and also the merg-
ing parts. The subnetworks calculate vectors reflecting the input image properties. The
resulting vectors are compared using a cosine similarity coefficient to obtain the network’s
result. The authors compared the results of the described architectures and demonstrated
their significant advantage in the depth estimation accuracy and running time on KITTI
2012, KITTI 2015, and Middlebury datasets. The “fast” architecture calculates depth maps
90-times faster than the “accurate” architecture, with a negligible increase in the error rate.
Thus, convolutional neural networks are applicable for high-precision real-time depth
map computation.
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Zagoruyko and Komodakis [58] compare the architectures and confirm the significant
advantage of Siamese neural networks. The Siamese neural network using a spatial
pyramid pooling (SPP) layer is also described [59].

Luo et al. [60] have proposed a matching network that gives more accurate results
than the MC-CNN-fst architecture [57] having comparable computational cost. This per-
formance was achieved by replacing the entire block following Siamese subnets with a
single layer performing scalar product. The task was considered as a classification; opti-
mal smoothing techniques were proposed that also accelerated the network performance.
Also, this paper contains an investigation of the probability distribution for all disparity
values. The matching network proposed by the authors can produce accurate results
in less than a second of computation using an up-to-date GPU. Similar solutions were
implemented in [61].

In [62], the StereoNet, the first end-to-end deep architecture for calculating the object
depth in real-time images, is presented. Khamis et al. state the use of hierarchical refinement
to increase the dimensionality with edge preservation. Tests conducted by the authors show
a nearly seven-fold reduction in incorrectly computed pixels compared with CG-Net Fast.
Also, more than a two-fold reduction compared with CG-Net Full [63] is demonstrated on
the SceneFlow dataset. Additionally, >4500 less processing time than MC-CNN-acrt and
>50 less processing time than MC-CNN-fst [57] is achieved.

In [64] a multitasking architecture that uses an auxiliary edge subnet is presented. An
edge subnet is used for efficient texture processing and detail preservation. The subnet
is a full-surface network based on VGG-16 and can be easily integrated into any architec-
ture. Based on the KITTI dataset, it is demonstrated that the fine details are recognized
more accurately.

Brandao et al. [65] focused on the feature extraction component and demonstrated
that image convolution improves the features used to find point matches. After feature
extraction using the Siamese architecture, the features are combined according to their
relative bias. The correlation between the features for each mismatch is computed using a
simple two-layer correlation architecture. The proposed architecture achieved a 2.5-times
lower error rate than the MC-CNN-acrt architecture.

Figure 19 illustrates the development chronology of stereo-matching methods using
Siamese architecture. Schematic representation of stereo-matching methods is presented
in Figure 20.
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Figure 19. Timeline and links for major works in SNN stereo matching methods. The following
works are mentioned: Zbontar and LeCun (2015a) [56]; Zbontar and LeCun (2015b) [57]; Zagoruyko
and Komodakis (2015) [58]; Luo et al. (2016) [60]; Chen et al. (2016) [61]; Khamis et al. (2018) [62];
Kendall et al. (2017) [63]; Song et al. (2018) [64]; Brandao et al. (2019) [65]. The summaries of these
works are provided in Section 4.7.
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idly deterministic static algorithms. Despite this, neural networks are good at solving 
problems with implicit parameters and are suitable for solving such challenges. Also, 
deep learning allowed researchers to make significant progress in solving stereo match-
ing tasks. Thus, Siamese networks have achieved excellent results in stereo matching 
tasks with increasing computational power, the network architectures and computational 
functions complexity, and by applying auxiliary solutions to SNN architectures. 
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Figure 20. Schematic representation of preprocessing algorithms, input data size, SNN branch
architectures, algorithms for similarity measurement (or merging modules), and loss functions for
described stereo matching methods. The designations of the architecture layers are presented in
Table 2. The following works are mentioned: Zbontar and LeCun (2015a) [56]; Zbontar and LeCun
(2015b) [57]; Zagoruyko and Komodakis (2015) [58]; Luo et al. (2016) [60]; Chen et al. (2016) [61];
Khamis et al. (2018) [62]; Kendall et al. (2017) [63]; Song et al. (2018) [64]; Brandao et al. (2019) [65].

Despite the widespread use of the stereo matching tasks and a large amount of
research in this area, accurate stereo matching is still challenging. Because of the varying
amount of detail in different scenes, the stereo matching problem is not suitable for rigidly
deterministic static algorithms. Despite this, neural networks are good at solving problems
with implicit parameters and are suitable for solving such challenges. Also, deep learning
allowed researchers to make significant progress in solving stereo matching tasks. Thus,
Siamese networks have achieved excellent results in stereo matching tasks with increasing
computational power, the network architectures and computational functions complexity,
and by applying auxiliary solutions to SNN architectures.
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4.8. Visual Object Tracking

Visual object tracking (VOT) methods solve the task of estimating or predicting the
moving object position in video. It is commonly used in automatic surveillance, vehicle
navigation, video tagging, action recognition, etc. VOT systems first establish the object
of interest’s location in the first video frame and extract an exemplar image from it. Then
the system evaluates the exemplar position in all subsequent frames with the highest
possible accuracy. A distinction is made between online and offline object tracking. In
online tracking, video stream is analyzed in real time, i.e., only information from previous
moments is used. In offline tracking, a video recording is analyzed, which allows use of the
information about past frames and about subsequent moments. A simplified scheme of
VOT systems operation is shown in Figure 21.
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Figure 21. VOT systems operation. The reference image (exemplar image), containing the target
object (the green color of the bounding box), is extracted from the first video frame. Subsequent
frames (search images) come together with the reference image as input data for the Siamese archi-
tecture. Such architecture outputs the target object’s coordinates in the subsequent frames (violet
bounding box).

Figure 22 presents a chronological diagram of VOT methods described in this pa-
per (the most cited publications, which can be called the founders of VOT methods,
are highlighted).

Tao et al. [66] developed the Siamese instance search tracker (SINT). Since tracking also
has similarities with the object localization problem, the authors were inspired by [67] and
included a RoI pooling layer in the proposed architecture for fast processing of multiple
regions in a single frame. Also, the authors demonstrated the ability of the Siamese
architecture and the region-of-interest matching function to track objects that were not used
for training with no additional adaptations.
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Figure 22. Timeline and links for major works in VOT techniques involving symmetrical neural
networks. The following works are mentioned: Tao et al. (2016) [66]; Bertinetto et al. (2016) [68];
Li et al. (2018) [69]; Wang et al. (2019) [70]; Guo et al. (2017) [71]; He et al. (2018) [72]. The summaries
of these works are provided in Section 4.8.

Bertinetto et al. [68] developed the SiamFC system for solving object tracking tasks,
introducing a correlation layer as part of the merging module. The proposed architecture
is trained to find the reference image in a larger image. It is achieved by calculating the
mutual correlation of two feature maps obtained from the outputs of each Siamese structure
branch. Then, the score map is obtained. The score map reveals information about the
tracking object’s location relative to the center of the image but does not solve the problem
of its localization.

Li et al. [69] continued the idea of [68] and proposed the Siamese region proposal net-
work (SiamRPN). This architecture contains a region proposal subnetwork (RPS) as a unify-
ing module. RPS comprises two independent branches: binary classification and bounding
box coordinate regression. In each branch, a pair-wise correlation is performed. The bound-
ing box coordinates around the tracked object are the output of the proposed architecture.

Class-agnostic binary segmentation masks of the target object are proposed in the
SiamMask system [70]. The authors propose a SiamRPN tracker extension for [69] by
adding a branch for a pixel-wise binary mask. Also, a loss function for training of this
branch is introduced. Authors of SiamMask claim that, after training, this system can work
online, creating class-independent object segmentation masks and rotating bounding boxes.

Guo et al. [71] proposed a dynamic Siamese network (DSiam) for real-time object track-
ing. This system can adapt quickly to temporal variations in foreground and background
by introducing target appearance variation transformation in the exemplar image branch
and background suppression transformation in the search image branch. The authors also
propose to use element-wise multi-layer fusion as a unifying module.

In [72] a dual SA–Siam network for real-time object tracking is proposed. Each Siamese
architecture subnet here comprises a semantic branch (S-Net) and an appearance branch
(A-Net). These branches are trained separately, so that appearance features for similarity
search and semantic features for classification task complement each other. To improve
the semantic branch’s discriminatory ability, the authors proposed supplementing it with
a channel attention module. This module comprises a max pooling layer, a multilayer
perceptron, and a sigmoidal function.

Figure 23 illustrates a simplified structure of the features of the considered VOT
techniques. In the figure below, the image preprocessing comprises only cropping and
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resizing, because VOT tasks are aimed at object tracking, for which the methods must work
with raw images.
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When detecting changes in images, the neural network output layer can be imple-
mented as a two-dimensional monochromatic image, representing changes as black re-
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Figure 23. Schematic representation of the algorithms for the described VOT methods. The des-
ignations of the architecture layers are presented in Table 2. The following works are mentioned:
Tao et al. (2016) [66]; Bertinetto et al. (2016) [68]; Li et al. (2018) [69]; Wang et al. (2019) [70]; Guo et al.
(2017) [71]; He et al. (2018) [72].

Analysis of publications describing VOT methods show that this field is rapidly
developing at present. However, the most popular target object tracking techniques are
based on feature map correlations that are formed by fully convolutional neural networks
jointed into the Siamese structure.

4.9. Change Detection

Another task for Siamese networks is change detection. In this class of tasks, not the
overall similarity, but the partial difference of images containing the same object obtained
at different times or under different conditions is evaluated. Change detection tasks arise
in the analysis of satellite and aerial images for various applications. Environmental and
urban applications can use this technique.

The neural network architectures used for change detection can be the same as for
similarity detection [58], but the output layer and loss function are different [73,74].

When detecting changes in images, the neural network output layer can be imple-
mented as a two-dimensional monochromatic image, representing changes as black regions
and unchanged regions as white regions [75], as shown in Figure 24. Contrastive loss [73]
or a weighted combination of binary cross-entropy loss and dice loss [76] can be used as a
loss function.
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Figure 24. SNN application for change detection in images.

The main difference between the original SNN use for change detection is not limited
to change or similarity detection but extended to the localization of detected changes.
In [74] change detection accuracy exceeds 89%. The chronology of the publications along
with the links between the main works is shown in Figure 25.
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Figure 25 illustrates that the development paused for 12 years, then continued in
2017 with a new popularity wave beginning. One can see that the work of [58] was
fundamental in this direction, later works [73–75] are based on the positions of [58], and
the work of [76] is their consequence. Thus, we can conclude that there is no research
atomization in this field, and the original approach proposed in [58] was proved useful.
In [75], data augmentation based on the image comparisons obtained in different regions
of the electromagnetic radiation spectrum is used for the analysis. Such augmentation has
been shown to improve the accuracy and completeness of change detection.

Triplet networks for change detection on images are proposed to be used only in
the known work [77]. High change-detection reliability on images is shown (average
F-measure exceeds 0.84), but the comparison was made only with techniques based on
different mathematical approaches. Nguyen et al. [77] did not make a comparison of their
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proposal with traditional Siamese neural networks. The pre-processing consists of motion
feature detection applying the neural network (MF Network). In the triplet part, the authors
use a CNN with alternating convolutional and ReLU layers, and a hinge loss function.

5. Materials and Methods

Optimal (in terms of speed and power efficiency) implementation of large symmetrical
neural networks at the hardware level deserves a separate consideration. For a long time,
when solving urgent tasks in computer vision and voice recognition, a transition to spe-
cialized classes of microprocessors and coprocessors (often manufactured as a specialized
integrated circuit) has been occurring. This is because the software implementation of arti-
ficial neural networks has several inherent drawbacks (for example, the resource-intensive
computation of non-linear neuron activation functions and their derivatives) [78].

A well-known example of a specialized neuromorphic processor is IBM’s TrueNorth
processor, developed back in 2014 [79]. It has one million neurons and 256 million synaptic
connections. A more recent example is the systolic array comprising arithmetic-logic de-
vices (ALUs), which is the basis of Google Tensor processors [80]. A first-generation model,
TPU1 has a 256× 256 ALU with a clock frequency of 700 MHz; the processor’s performance
is 92 TOPS. Power consumption of this processor is P ~ 37 W, which corresponds to an
energy efficiency E ~ 400 fJ/operation. Second and third generations of Tensor processors
(TPU2, TPU3) have reduced the systolic array size to 128 × 128, and the processing bit
size to 16 bits. Each chip has two cores with one (TPU2) or two (TPU3) systolic arrays.
The Tensor processor element (unit) board combines four chips. Performance per chip is
45 TFLOPS and 105 TFLOPS for the 2nd and 3rd generation chips, respectively. One Tensor
element performance for the 2nd and 3rd generation is 180 TFLOPS and 420 TFLOPS,
respectively. For resource-intensive neural network computations, the Tensor elements are
combined into a single high-performance parallel system. However, hardware solutions
based on digital signal processors and video chips also face problems when calculating
nonlinear activation functions and their derivatives [81].

One of the promising areas of neuromorphic processor development is the use of
memristors (resistors with memory). In the hybrid architecture, the memristor matrix
plays the role of the synaptic connections, replacing the digital memory, and is above
the CMOS logic layers in which the neurons are implemented. The drawbacks for these
implementations are relatively high power consumption (Pop ~ 10−4 W, which corresponds
to the total power consumption of the memristor matrix, P ~ 25.6 kW for 256M synapses)
and poor repeatability of the individual memristors, which can lead to low calculation
accuracy [82,83].

Another direction of analog neuromorphic processor implementation is macroscopic
quantum technologies. For example, neural networks using superconductivity and Joseph-
son effects are characterized by fast performance (1010 vs. 103 impulses/neuron/s in
superconducting NN in comparison with biological NN). Also, energy efficiency (power
consumption at ~0.1 mW) is an advantage [84–86].

It seems possible to estimate the performance of superconducting Tensor processors
(STPUs) built on a standard element library. Considering its scaling within the intended
improvement of Josephson junction production technology, STPUs built according to TPU3
architecture will have two orders of magnitude higher performance (1016 operations per
second on one chip) and three orders of magnitude better energy efficiency (~500 aJ per
operation) compared with the last generation TPU processor. Taking the cooling penalty
into account, the energy efficiency advantage would be one order of magnitude. Com-
bining four processor chips on a single board and then combining 25 boards in a rack,
similar to Google’s approach, one can provide superconducting computing performance of
1018 operations per second.
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6. Conclusions

The conducted survey has shown that symmetry plays an important role in many
neural networking applications these days. Two main architectures of symmetrical neural
networks are known to date: Siamese and triplet. These architectures may be used with
various completing neural modules depending on the area of application and on the task
being solved.

The survey is structured according to the most important and promising areas of
application of symmetrical neural networks. We have identified nine areas from the “sea
of publication activity” and examined them in detail. They are signature verification,
speech verification, semantic text analysis, image retrieval, face analysis, re-identification,
visual object tracking, stereo matching, and change detection. The selection criteria are
the frequency of appearance of new important results and the citations of research, sup-
ported by the expert assessment of the authors of this study. The presence of impressive
practical results and the continuation of research in the development of architectures and
training methods for symmetrical neural networks is the common feature of most of the
highlighted areas.

In the fields of signature verification and semantic text analysis, there are groups of
interrelated studies, as well as a number of isolated works. At the same time, the quality
of the results in all works is high. It is shown that existing SNNs demonstrate superiority
over most competitors in signature verification tasks. For semantic text analysis methods
using a Siamese structure, we can observe a rapid development from single-layer models
with LSTM to complex, diverse multilevel models. The recurrent models’ application, in
combination with many modern neural network solutions, breaks new ground in semantic
text analysis.

In speech verification many isolated works are noted since 2011. The proposed meth-
ods provide high accuracy, but Siamese neural networks in the tasks of speech verification
have not yet found wide popularity among the authors.

In the field of facial analysis, all works have a common ancestor from 2005, and do
not refer to each other at all due to the development of different aspects laid down in the
work of the ancestor of the direction. There is a trend of increasing complexity in SNN
architectures with increasing input data and reducing the number of image preprocessing
operations, indicating a gradual transition to automatic face verification methods. However,
there are few methods for face comparison using the similarity learning concept.

In the areas of image retrieval and re-identification there is a very significant degree
of isolation of studies, which indicates the initial, exploratory stage of research. At the
same time, we can conclude that the image retrieval and re-identification tasks are paid
much attention and new symmetrical neural networking techniques and architectures are
being developed.

In stereo matching, major research is complete by 2019, with the most important
problems of network architecture and learning metrics solved. Siamese networks have
achieved excellent results in stereo matching tasks with increasing computational power,
the network architecture and computational function complexity, and by applying auxiliary
solutions to SNN architectures.

In the field of visual object tracking [87], isolated studies are almost absent, all works
are interconnected and fit into the general paradigm. The most active research in this area
began to fade after 2019. Analysis of publications describing VOT methods shows that this
field is rapidly developing at present. However, the most popular target object tracking
techniques are based on feature map correlations that are formed by fully convolutional
neural networks jointed into the Siamese structure.

In the area of change detection, the most promising is the cluster of interconnected
scientific research, which emerged in 2015 and is still developing. Triplet networks are
almost out of consideration in this research area, the authors mostly rely on Siamese
architectures just varying the loss functions and output layers.
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Concerning the possible hardware implementation, we conclude that Tensor proces-
sors may be the most promising hardware platform for implementing symmetrical neural
networks (including those based on superconducting technologies for especially hard
computational tasks).
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