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* Hermes API:
* intercepts all I/O calls from the applications.
e calculates the operations to be carried out
in case of an active buffering scenario.
 Hermes Data Placement Engine (DPE)
e calculates the data destination, i.e., where
in the hierarchy should the data be placed.

—— With BORG

Thro

* usesvarious data Placement policies. characteristics. Hermes and Friends
 Hermes Buffer Organizer _ _ o .
. event-based component Buffer Organizer W.orkl.ng closely with application domain
e carries out all data movements . scientists:
+ E.g., for prefetching reasons, evictions, * Decoupled architecture | Storm tracking workflows from PNNL
lack of space, or hotness of data etc. ' Blorg attimgts to CO(;“ECt SUb'OEt'fTaI DPE Integrate Hermes in their workflow
. Metad.ata.Manager ¢ 4 . Objpe:tc;\e’rensen > DY OVING Fata amons BETED: Accelerate 1/O operations via buffering
* maintains two types of metadata:
» user’s metadata operations (e.g., files, * Management of hierarchical buffering space T?St I-!ermes code base at scale
directories, permissions etc.), * Data flushing S'mpl.'fy deploym?nt and usage. _
locations of all buffered data and * Manage data life cycle, or journey Enhance legacy APl support
internal temporary files that contain user * Blob Scoring System
« Messaging Service * Blob Name
* enables horizontal buffering * Recency of Blob access Flnd more
 provides an infrastructure to pass * Frequency of Blob access COntaCt
instructions to other nodes to perform * Refergnce count Xian-He Sun, PI
operations on data or facilitate its * Blob links o
movement ¢ User-Supp“ed priority Sun@“t°edu
° Buffer Pool Manager * OperatOrS WWW.CS.“t.edU/NSCS
* handles all buffers inside Hermes * MOVE(BufferID, TargetID)
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