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As a classical problem for computer vision, moving object detection (MOD) can be e�ciently achieved by foreground and
background separation. ­e Robust Principal Component Analysis (RPCA)-based method has been potentially utilized to solve
the problem. However, the detection accuracy for RPCA-basedmethod is limited for complex scenes with slow-motion. Besides, it
is time consuming for the way to seek for background modeling based on solving a low-rank minimization problem, for which
multiple frames of the videos are required as the input.­erefore, a real-time MOD framework (LSRPCA_KF) is proposed for the
dynamic background, where a weighted low-rank and structured sparse RPCA algorithm is used to achieve background modeling
for history data, while the online MOD is achieved by the background subtraction method and updated by the Kalman �lter for
every real time frame. Speci�cally, for the background model, a newly designed weight is incorporated to distinguish the
signi�cance of di�erent singular values, and a structured sparse prior is added to penalty the spatial connection property of the
moving object. Besides, the weighted low-rank and structured sparse RPCA model is e�ciently solved by the Alternating
DirectionMethod ofMultipliers (ADMM) optimization algorithm. Experimental results demonstrated that better performance of
our method with signi�cantly reduced delay in processing and better detect the moving object has been achieved, especially for the
dynamic background.

1. Introduction

Moving object detection (MOD) of video sequences is an
important technique to represent the moving objects of
interest by a binary mask in each frame. It has been actively
investigated for various vision-based applications such as
intelligent video surveillance, human behavior under-
standing, human and computer interaction, monitoring of
protection along marine border, and so on [1]. ­eoretically,
the only changes between consecutive frames are caused by
moving objects for the surveillance video with �xed cameras.
­us, it is easy to implement MOD by interframe di�erence
or background subtraction. Unfortunately, all the changes
are not totally due to the moving objects in practice. For
example, the changes may be caused by shadow regions and
illumination source changes for a controlled indoor scene.
Furthermore, for an outdoor scene, the e�ect of MOD is
a�ected by many uncontrollable changes such as branch

movement and cloud movement. ­erefore, it is still chal-
lenging to develop robust MOD methods for dynamic en-
vironment to further consider the complexity of the
background.

Plenty studies have been carried out on MOD for dy-
namic environment [2], and there are two main types of
methods, which are the object detection-based or back-
ground subtraction-based algorithm [3]. In recent years, a
large number of object detectors have been proposed to
achieve MOD, but large-scale datasets are needed for o£ine
learning [4], or a manually labeled background at the start of
a video is needed for online learning [5]. ­e performance
has been signi�cantly improved in recent years especially for
deep-learning based methods [6]. However, the spectral and
spatial information are adequately explored, as no temporal
information is available which has limited the applications
for moving object detection with a dynamic background.
Besides, the data-based learning process and the manually
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labeled process are not appropriate for real-time application.
Alternatively, MOD can be achieved by subtracting the
current frame from the background image which is created
by background subtraction [7]. However, the performance
depends on the choice of the background image. ,erefore,
both of these two methods are limited in certain automated
video analysis applications.

Training phases have been avoided for motion-based
MOD methods [8], for which only motion information is
required. Motion patterns are the most commonly employed
motion information which is assumed to be rigid motion or
smooth motion [9]. However, this assumption does not
match the actual application. Besides, the background may
be complex, especially for the dynamic environment. In this
situation, background estimation can be chosen as an al-
ternative motion-based method, in which the background
model is directly estimated [10]. But this method also as-
sumes that the background pixels remain unchanged over a
certain time interval. ,us, this type of method does not
apply to a dynamic background or moving cameras.

Robust Principal Component Analysis (RPCA)-based
methods [11] are chosen as extended methods of back-
ground estimation that can be used to estimate background
without additional assumption on the background. ,e
main idea is that the background changes slowly among a set
of consecutive image frames, and it can be expressed with a
low-rank matrix for the high similarity. Correspondingly,
the movement object is treated as a sudden change in local
intensity, which cannot be fitted to the low-rank background
but appears as a local sparse outlier [12]. Based on the above
methods, the detection of moving objects can be effectively
realized. However, the solutions of RPCA algorithms are
obtained in a batch manner. In addition, the optimization
process requires the use of multiframe videos as input and
are solved by multiiteration. Furthermore, the number of
video frames processed by the algorithm at a time is fixed.
,erefore, such algorithms are not suitable for real-time
processing.

,e Kalman filter is incorporated to form a real-time
moving object detection framework called LSRPCA_KF in
this study to solve the above problems. Kalman Filtering is a
commonly used object tracking algorithm. An efficient re-
cursive solution with prediction and correction mechanism
is provided to minimize the mean of the squared error. ,e
Kalman filter has fast tracking speed, but it is difficult to deal
with moving targets with strong light and sudden illumi-
nation. At this time, the whole region will be regarded as the
foreground.

To address the above problems, a novel method for
online MOD is proposed via combination of weighted low-
rank structure sparse RPCA and Kalman filtering, in which
MOD and backgroundmodeling can be achieved at the same
time without training processing. ,erefore, the MOD for
each current frame is detected by the background sub-
traction method during the real-time application, in which
the background images are obtained by solving a weighted
low-rank and structure sparse RPCA problem with an N
consecutive previous frame of the current frame. And then,
the detection results are used as measurement information

for KF and updated for the current frame itself to improve
the detection accuracy and speed. ,e main contributions of
our paper are summarized as follows:

(1) We propose a new formulation of RPCA-based
MOD, in which two newly designed weights and a
structure sparse prior are incorporated to form the
background modeling problem to provide an ac-
curate background image. ,e model can be inter-
preted as RPCA with a low-rank and sparse
structure, which is a more suitable model for motion
segmentation for it gets rid of assumptions on
foreground behavior. According to the new model,
an effective ADMM-based algorithm was developed
to solve this problem. Experiments have been con-
ducted to prove that the proposed method can be
effectively used for both MOD and background
modeling of the dynamic environment.

(2) Once a moving object is detected, Kalman filters are
initialized for tracking the moving objects to adapt
the algorithm to real-time applications. To be
mentioned, the initialization process for the first
frame or training process is avoided. Besides, the
background model is continuously updated by the
RPCA algorithm to make the background model
continuously effective to realize target detection. In
particular, when occlusion occurs, the online de-
tection mechanism can also detect the target again
and take this position as the starting point of Kalman
filter-based prediction and tracking.

,e overall structure of the paper is organized as follows.
,e most related works, including RPCA and KF filters, are
briefly introduced in Section 2, while the proposedmethod is
presented in detail in Section 3, where both the weight low-
rank and structure RPCA-based moving object detection
and Kalman filter-based moving object tracking are de-
scribed in detail. Experimental results and corresponding
performance analysis are demonstrated in Section 4. Finally,
conclusions and suggestions for future research are drawn in
Section 5.

2. Related Works

In this paper, RPCA based background modeling and
Kalman filtering based object tracking are combined for
MOD which are the two related works.

2.1. RPCA-Based Background Modeling Method. RPCA de-
fines a low-rank matrix decomposition problem for solving
moving object detection, in which the low-rank property of
the background and the sparsity of objects are fully con-
sidered. ,us, MOD can be achieved by separating the
background matrix L with a low-rank property and fore-
ground matrix S with a sparse property from the input video
sequence [8]

D � L + S, D ∈ R
MN×T

, (1)
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where D is the converted data matrix of the input video
sequence, the image resolution is M × N, and the number of
frames is T. So, the goal of the RPCA-based background
modeling problem is to reconstruct the backgroundmatrix L
with the low-rank property and foreground matrix S with
the sparse property. ,erefore, a combined low-rank and
sparse optimization problem is constructed as

min
L,S

‖L‖∗ + λ‖S‖1,

s.t. D � L + S,
(2)

where the low-rank property of L and the sparsity of S are
characterized as

‖L‖∗ � 􏽘
n

i�0
σi(L), (3)

‖S‖1 � 􏽘
ij

Sij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (4)

in which σ is the singular values of L.
,ere are many methods that can be used to solve (2),

such as Principal Component Pursuit (RPCA-PCP) [13],
GoDec [14], and the Alternating Direction Method of
Multipliers (ADMM). In this section, ADMM is employed to
provide a relatively accurate result. Firstly, an unconstrained
optimization problem is constructed as

min
L,S

ζ(L, S, Y, β) � ‖L‖∗ + λ‖S‖1 +〈Y, D − L − S〉

+
β
2
‖D − L − S‖

2
,

(5)

where Y is the Lagrange multiplier; β> 0 is the penalty
parameter; 〈·〉 denotes the inner product; and ‖ · ‖ is the
Frobenius norm [15]. Secondly, two subproblems of L and S
are alternately and iteratively solved as

Lk+1 � argmin
L

‖L‖∗ +〈Yk, D − L − Sk〉 +
β
2

D − L − Sk

����
����
2

� argmin
L

‖L‖∗ +
β
2
‖J − L‖

2
,

(6)

Sk+1 � argmin
S

λ‖S‖1 +〈Yk, D − Lk+1 − S〉

+
β
2

D − Lk+1 − S
����

����
2

� argmin
S

λ‖S‖1 +
β
2
‖P − S‖

2
,

(7)

where J � D − Sk + Yk/β, P � D − Lk+1 + Yk/β.
For L subproblem (6), singular value threshold is

employed

[Q,Σ, V] � SVD(J), (8)

Lk+1 � QS1/β[Σ]VT
, (9)

Sε[􏽘] �

􏽘 −ε, if 􏽘 > ε,

􏽘 +ε, if 􏽘 <− ε,

0, otherwise.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

For subproblem (7), soft thresholding is employed

Sk+1 � Sλ/β[P]. (11)

Finally, Y is updated as

Yk+1 � Yk + β D − Lk+1 − Sk+1( 􏼁. (12)

,e background modeling algorithm via the ADMM is
summarized in Algorithm 1.

RPCA and related improved algorithms have been ap-
plied to solve the problem of MOD and have achieved good
detection accuracy. Many researches have demonstrated that
the selection of the sparse constraint term directly affects the
results of the RPCA-based method for practical problems.
However, there is currently no appropriate designation
method for the sparse constraint term that can be applied to
all situations. ,e sparsity patterns of the moving objects
need to be improved, and the way to solve the modified
object function needs to be adjusted accordingly.

2.2. Kalman Filter-Based Object Detection and Tracking.
,eKalman filter is popular in the field of target tracking for
its simplicity [16]. ,e basic idea of feedback control is
utilized in the discrete Kalman filter to estimate the state of a
discrete-time controlled process. ,e state variable for
moving object tracking is selected as

xt � rt, ct, vrt, vct( 􏼁
T
, (13)

where (rt, ct) respects the centroid of an object in tth frame
and (vrt, vct) respects the object velocity which is constant in
this paper. Once a moving object is detected, its position and
velocity information are used for KF initialization with
xt � (rtn, ctn, 0, 0)T, where n respects the nth object. KF
consists of two main processes.

Further, two main processes are consisted in a KF, which
are the predictor process and corrector process [17]. ,e
predictor process is used to project the current state estimate
ahead in time, so the predictor equations are constructed as

x(k|k − 1) � Ax(k − 1|k − 1),

P(k|k − 1) � AP(k − 1|k − 1)A
T

+ Q,
(14)

where x(k|k) is the estimated state at time k and P(k|k) is
the error covariance matrix that can be used to measure the
accuracy of x(k|k). A� [1 0 1 0; 0 1 0 1; 0 0 1 0; 0 0 0 1] is used
as the state transition model, and Q is defined as the process
noise covariance. It is actually changing over time, but it is
defined as a constant value.

Corrector equations are constructed to adjust the pro-
jected estimate by an actual measurement zk at that time
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Kk � 􏽢PkH
T 􏽣HPkH

T
+ R􏼐 􏼑

− 1
,

x(k|k) � x(k|k − 1) + Kk zk − Hx(k|k − 1)( 􏼁,

P(k|k) � 1 − KKH( 􏼁P(k|k − 1),

(15)

where K is employed to minimize the error covariance and R
is the measurement noise covariance which is assumed to be
a constant. Besides, the measurement modelH� [1 0; 0 0; 0 1;
0 0], Hx(k|k − 1) is the predicted measurement. State es-
timation error covariance matrix P � 100I4×4, system noise
Q � 0.01∗ I4×4, and measurement noise R are set as a unit
matrix.

3. OnlineWeight Low-Rank Combined with the
Kalman Filter Framework for MOD

To address the issue ofMODwith a dynamic background, an
online weight low-rank combined with the Kalman filter
framework is proposed. To be specific, a weighted low-rank
and structured sparse RPCA algorithm is used to achieve
background modeling for history data, while the online
MOD is achieved by the background subtraction method
and updated by the Kalman filter for every real time frame.
Besides, the background image is updated in an online
fashion. ,e flowchart of this algorithm is depicted in
Figure 1. ,e online moving object detection framework
combines the two major components together. ,e moving
objects will be detected by the background subtraction
method for the current frame, whereas the background
image is estimated by the previous N frames. And when a
new moving object is detected, a KF is initialized and used
for tracking. In particular, the object does not need to be
initialized for the proposed algorithm. ,us, the framework
can work well for the real time system.

3.1. Weighted Nuclear NormMinimization. A nuclear norm
is employed to constrain the low-rank matrix for (2), while a
singular threshold algorithm is commonly employed to solve
the corresponding nuclear norm minimization problem. In
general, the singular values are treated equally to pursue the
minimization of the nuclear norm which greatly restricts its
speed to converge for the progress of solving the RPCA
model. However, most of the background information is
characterized by large singular values, while the background
noise is characterized by small values. Background infor-
mation will be lost by the same degree of shrinkage

operation. Studies have shown that the main information of
the image can be characterized by larger singular values.
,erefore, larger singular values should be preserved as
much as possible, and smaller singular values should shrink
more. Based on the above analysis, different weights should
be assigned, and the minimization problem will be rewritten
as follows [18]:

argmin
X

ε‖X‖w,∗ +
1
2
‖J − X‖

2
, (16)

where

‖X‖w,∗ � 􏽘
i

ωiσi(X)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌1, (17)

which denote the weighted nuclear norm of X. A different
nonnegative weight ωi�1,...,n, ωi ≥ 0 is assigned to each σi(X),
and the weight vector w � [ω1, . . . ,ωn], ωi ≥ 0 are in a
nondescending order. ,e WNNM problem in (14) has a
globally optimal solution

􏽢X � QSw[Σ]VT
, (18)

Sw[Σ]ii � max Σii − εωi, 0( 􏼁. (19)

For MOD, two newly designed weight vectors w1 and w2
are proposed

ω1i � e
b+c(i− 1)/n− 1

,

ω2i �
Σ11
Σii

,
(20)

Not Match Compare
Background

No

Yes

Real time video frame

Previous N frames It−1,It−2,...,It−N

Current frame It

Weight low rank and
structure sparse RPCA

Background

Detecting objects

New objects?

KF Tracking

Figure 1: ,e flowchart of our method.

Input: Input Video Data D, λβ,
(1) Initialization: L� S�Y�0;
(2) while not converged do
(3) Update Lk+1 as (8) and (9);
(4) Update Sk+1 as (11);
(5) Update Yk+1 as (12);
(6) end while

Output: 􏽢L, 􏽢S

ALGORITHM 1: ,e ADMM-based background modeling algorithm.
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where c and b are two constants, n is the number of nonzero
singular values; Σ11 is the largest singular value [15].

3.2. Structured Sparse Prior. For the sparse constraint in (2),
l1 norm is commonly used for the RPCA model. ,e l1 norm
imposes a sparse constraint on a moving target from a pixel
scale, but the spatial connection between each pixel is not
considered. ,erefore, considering the expression of spatial
connection, spatial prior could be more appropriate for
MOD. ,e more commonly used spatial constraints are total
variation (TV) regularization [16], the first-order Markov
random field (MRF), l2,1-norm, and block-sparse etc. ,e
smoothness on the foreground is enforced with TV, while the
continuity of the edges for moving objects is enforced with
MRF [19]. Further, the l2,1-norm was employed with column-
wise sparsity in [20], and block-sparse has been used in
[21, 22]. But still no structured information has been enforced
for all the above spatial constraints. However, it has been

proven that foregrounds are distributed with structures [23].
In addition, we need to refer to the successful utilization of the
structural information in sparse signal recovery [24], and a
structured sparsity norm is introduced to promote structured
sparsity of objects. In this paper, the structured sparsity norm
inspired by [25] is utilized to describe the structure infor-
mation of the foreground objects, which is

Ω(S) � 􏽘
n

j�1
􏽐

g∈G
s

j
g

�����

�����∞
. (21)

,erefore, the weighted low-rank and structured sparse
RPCA has been modified as

min
L,S

‖L‖w,∗ + λΩ(S),

s.t. D � L + S.
(22)

Input: video matrix D, λβ,
(1) Initialization: L� S�Y�0
(2) while not converged do
(3) Update Lk+1 as (8), (18) or (19) and (16);
(4) Update Sk+1 as: Sk+1 � proxg[P]

(5) Update Yk as (12).
(6) k� k+ 1
(7) end while

Output: 􏽢L, 􏽢S

ALGORITHM 2: Low-rank and structured sparse prior-based RPCA.

(a) (b)

(c) (d)

(e) (f )

Figure 2: Results of different weights. (a) Original frame. (b) b� −2, c� 1. (c) b� −1, c� 1. (d) b� 1, c� 1. (e) b� 0, c� 5. (f )w2.
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Similarly, the ADMM method is employed, and the
augmented Lagrange functions are defined as

ζ(L, S, Y, β) � ‖L‖w,∗ + λΩ(S) +〈Y, D − L − S〉

+
β
2

‖D − L − S‖
2
.

(23)

,e iterative schemes are the same with the ADMM-
based RPCA progress. ,e major difference is the sub-
problem to solve S, which is

min
S

β
2

D − Lk+1 + β− 1
Yk􏼐 􏼑 − S

�����

�����
2

F
+ λΩ(S). (24)

Input

Our

GoDec

PCP

RPCA

WNNM

MOG

Frame 9 Frame18 Frame27 Frame 36 Frame 45

Figure 3: Results of the weighted low-rank and structured sparsity RPCA-based object detection method for the video Water surface.
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,e subproblem S is solved by a quadratic min-cost flow
problem. Please refer to [25] for more details. ,e whole
low-rank and structured sparse prior-based RPCA method
can be found in Algorithm 2.

4. Experimental Results

All themethods are implemented inMatlab R2013b, and all the
experiments have been performed on a computer with Intel
core i7-6700 3.40GHz and 16GB RAM.,e performance have
been tested on selected video sequences of the benchmark
dataset provided by [26], and the video sequenceWater surface,
boat, and canoe are selected. All the selected videos contain a
dynamic background such as rippling of water which is very
suitable for the verification of sea surface moving object de-
tection and identification. ,e frame resolution of Water
surface is 160∗ 128 while 240∗ 320 for the other two.

4.1. Offline Analysis of Weighted Low-Rank and Structured
Sparsity RPCA-Based Object Detection. In the section, the
performance of the weighted low-rank and structured
sparsity RPCA-based object detection method is evaluated
by both qualitative and quantitative analysis. Besides, a
comparative analysis with other background modeling

methods, such as traditional RPCA and MOG, was also
carried out. Seven evaluation metrics (Re, Sp, FPR, FNR,
PWC, Pr, and F-measure) are employed to give a quanti-
tative evaluation result which is more reliable to demon-
strate the performance of the MOD method. Evaluation
methods and the calculation of related metrics refer to the
website https://www.changedetection.net/.

4.1.1. Parameter Setting. ,e performance of the proposed
object detection method is controlled by several parameters
(λ, β, b, and c). A trade-off of the structured sparsity term
and low-rank constraint term is controlled with the pa-
rameter λ, and the penalty parameter β is introduced by the
ADMM optimization process. In the following experiments,
λ and β are fixed to 1/

�����������
max(MN, T)

􏽰
and 10/

�����������
max(MN, T)

􏽰
,

respectively, for all image sequences. Besides, b and c are two
extra parameters introduced with the first newly designed
weight vector. ,e results with different weights are dem-
onstrated in Figure 2. ,e value of b is adjusted by fixing c,
and the optimal value of b is selected as 0.,en, the value of c
is adjusted by fixing b, and the optimal value of c is selected
as 15.3. Besides, the performance of w2 is much better than
w1. ,erefore, w2 is selected in our method.

Input

Our

RPCA

WRPCA

MOG

Frame 12 Frame 39 Frame 66 Frame 93 Frame 120

Figure 4: Results of the weighted low-rank and structured sparsity RPCA-based object detection method for the video Boats.
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4.1.2. Performance Evaluation. ,e comparison detection
results of the proposed algorithm with traditional RPCA,
WNNM, GoDec, RPCA_PCP, and MOG are demonstrated
in Figure 3. From Figure 3, the background modeling results
and target extraction results obtained by the algorithm in
this paper are the best. Besides, GoDec and RPCA_PCP are
two different methods to solve the RPCA model. Overall,
these two solution methods have obtained slightly worse
experimental results. ,e background modeling results of
RPCA and WNNM have serious moving object artifacts,
while the integrity of the moving object is poor. In addition,
the background effect obtained by this algorithm is similar to
that obtained by MOG. However, the detection effect of the
moving target is very poor. In order to further illustrate the
role of the structure sparse constraint terms in the algorithm
in this paper, the methods of different objective functions are
further compared in Figure 4.

,e evaluation metrics for all comparison algorithms on
the selected video sequences are demonstrated in Table 1. It
can be seen from the related metrics that RPCA-based
methods are superior to MOG on the whole. Among the
three RPCA based methods, the performance of our method
is the best. According to [26], the most relevant to the
performance of moving object detection is metric F. Taking
F as an example, the algorithm in this paper has the best
effect on both test images. For video boat, the detection
performance is much better for smaller metrics that are
achieved. ,ere are two major reasons. Firstly, the water
surface ripple dynamics for video canoe is more intense.
Secondly, the hull surface area in the video canoe is much
larger, which is easy to be recognized as the background
when moving at a slower speed. Subsequent research will
focus on this problem.

4.1.3. Analysis on Computation Consumption. In order to
better adapt to real-time applications, the convergence is
analyzed, as shown in Table 2. As demonstrated in Table 2,
the convergence of the algorithm is improved by the in-
troduction of structural sparse constraint terms and
weighted vectors. However, the computation consumption
of each iteration is greatly increased for structured sparsity
encoding. ,erefore, how to further reduce the amount of
computation due to sparse constraints is the focus of later
attention.

4.2. Performance for Kalman Filtering-Based Online Object
Detection. ,e real-time performance of object detection
algorithms needs to be considered in practical applications.
,e low-rank and sparse structure RPCA algorithm shows
good performance in both object detection and background
modeling for off-line application. In order to make the al-
gorithm to be better applied to real-time applications, the
Kalman filter is incorporated to form an online object de-
tection mechanism.

In order to verify the real-time moving object detection
effect of the algorithm, the video boats is selected for sim-
ulation analysis in this section. ,is video sequence contains
ground truth of the detected moving object, which is con-
venient for comparison of algorithms. Real-time object
detection results with different algorithms are shown in
Figures 5 and 6. Figure 5 is the center point coordinates
(including horizontal and vertical) of the object detection
bounding box in the entire video sequence, where ground
truth is provided by the video sequence. ,e proposed
method presented can better realize real-time object de-
tection and tracking in Figures 5 and 6. Compared with
other methods, the average deviation of the algorithm
presented in this paper is the smallest. ,e tracking effect at
the beginning of the video is the worst, and this is mainly
because the object detection algorithm requires the maxi-
mum connected domain to be identified as a moving object
after it exceeds a certain threshold, and then the target is not
considered as an effective target when it first enters the field
of vision (Figure 6 (a)). In addition, the results have
appeared with a large deviation near the 20th frame of the
video (Figure 6 (b)) because there is a moving car on the top
view of the image, and the vehicle is similar to the back-
ground. ,erefore, it is not recognized as a valid moving
object in the ground truth files. However, the vehicle is
detected as a moving object for our real-time object de-
tection mechanism. ,erefore, our method can be better
employed to the moving object detection in the complex
background. Also, the tracking effect of the horizontal

Table 1: Comparative analysis of quantitative metrics.

Algorithm Video sequence Re Sp FPR FNR PWC Pr F

MOG [27] Boat 0.0371 0.99 0.01 0.0652 7.0438 0.2003 0.0626
Canoe 0.0615 0.9966 0.0034 0.0564 5.6434 0.5192 0.1099

RPCA [11] Boat 0.6967 0.9393 0.0607 0.0103 6.8723 0.2806 0.4001
Canoe 0.2169 0.9633 0.367 0.0471 7.8995 0.2622 0.2374

WNNM [18] Boat 0.6953 0.9392 0.0608 0.0104 6.8821 0.2800 0.3992
Canoe 0.2204 0.9626 0.0374 0.0468 7.9458 0.2617 0.2393

Proposed Boat 0.6782 0.9722 0.0484 0.0109 5.7352 0.3229 0.4375
Canoe 0.2458 0.9652 0.0348 0.0453 7.5592 0.2980 0.2694

Table 2: Comparison on the number of iterations with the same
stop criterion.

Method Iteration Time(s)
Our 8 229.388356
RPCA 247 10.127
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position is better than that of the vertical position on the
whole. ,e vertical coordinate tracking results are lower
than the true value. ,e reason lies in the requirement of the

complete structure constrain for object detection, so that the
person on the boat and the boat itself are detected as two
objects. Finally, the algorithm in this paper has a better
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Figure 6: ,e visual result of the object detection method on the video Boats.
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Figure 5: ,e comparative result of different object detection methods on the video Boats.
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recognition ability for ship wake flow, as shown in Figure 6
(e).

5. Conclusion

In this paper, an online weighted low-rank and structured
sparse RPCA and Kalman filter-based moving objects de-
tection method for dynamic background has been proposed.
,e algorithm is successfully used for real-time applications
without any additional sensor data. A newly designed weight
vector and structure sparsity prior have been incorporated to
improve the effectiveness of background modeling. Besides,
KF is fully explored to realize online object detection of the
RPCA-based method. Experimental results show that the
idea of online weighted low-rank and structured sparse
RPCA is very effective for background modeling or moving
object tracking in the dynamic background. It can be ex-
pected that the proposed method will be successful in real-
time applications of moving object detection. But this
method did not handle the changing background condition,
and camera shake will be considered more in the future
work.
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