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Abstract: The social network is considered a part of most user’s lives as it contains more than a billion
users, which makes it a source for spammers to spread their harmful activities. Most of the recent
research focuses on detecting spammers using statistical features. However, such statistical features
are changed over time, and spammers can defeat all detection systems by changing their behavior
and using text paraphrasing. Therefore, we propose a novel technique for spam detection using deep
neural network. We combine the tweet level detection with statistical feature detection and group
their results over meta-classifier to build a robust technique. Moreover, we embed our technique with
initial text paraphrasing for each detected tweet spam. We train our model using different datasets:
random, continuous, balanced, and imbalanced. The obtained experimental results showed that our
model has promising results in terms of accuracy, precision, and time, which make it applicable to be
used in social networks.

Keywords: spam detection; deep learning; semantic similarity; social network security

1. Introduction

Currently, many internet users can impart information and work together inside
online social networks (OSNs). However, Twitter is viewed as the most well-known
informal community which offers free blogging services for clients to publish their news
and thoughts inside 280 characters. Clients can follow others through various platforms [1].
Consistently, a huge number of Twitter clients share their status and news about their
disclosures [2]. Moreover, the Twitter platform additionally attracts criminal records
(spammers) that can tweet spam substances, which may incorporate destructive URLs. This
could divert clients to malevolent or phishing sites for bringing in cash misguidedly [3,4]
by assaulting the client’s profile. As Twitter set caps for the length of the characters of
tweets, this makes spammer swindle clients by putting cheat content or malicious URL to
divert them for the outside site [5]. In an investigation studying the correlation between
both email and social spam, the click-through rate of Twitter spam was found to reach
0.13%, in spite of the fact that email spam arrives at 0.0003–0.0006% [6]. Moreover, social
spam is viewed as increasingly perilous and cheats a lot of clients [7].

To tackle this problem, many researchers are focusing on detecting spammers by
discovering the statistical features of spammers on both messaging and account levels.
These messaging detection approaches focus on checking tweet content to find keyword
patterns, hashtags, and URLs. These approaches are shown to be effective, but real-time
detection is needed to solve the huge number of messages which are posted per hour.
The account level approaches focus on extracting statistics and info about the behavior of
each account to classify whether they are spam accounts or legitimate users. However, an
experimental study was conducted to examine whether the statistical features changed over
time. The experimental results proved that the statistical features are changed over time.
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Most of the researchers are focusing on collecting these features and trying to experience
spammers priorities, ignoring that these features drift over time. However, spammers will
try to tackle all these features. In this paper, an effective technique has been proposed to
tackle the aforementioned limitations. Our proposed technique focuses on the content of
each tweet in addition to the statistical features. Moreover, it has an auto-learning capability
to find the features which make it able to classify each tweet as spam or not with high
accuracy in a reasonable time.

Accordingly, these challenges inspire us to investigate this problem to contribute to
spam detection approaches. To cope with this problem, we maintain a framework that
contains three stages to detect spammers:

• Fast filter mode classifier to determine whether each input tweet is spam or not.
• Every filtered spam tweet is paraphrased to generate a new spam sentence with

different definition with the same meaning.
• Ensemble deep learning methods are collected in addition to the statistical features to

decide the output of the classifier.

The rest of this manuscript is organized as follows. Section 2 briefly discusses the
literature review on Twitter spam detection. Section 3 clarifies the problem statement
of spam drift in detail. Section 4 explains our proposed detection framework. Section 5
discusses our experiments and results. Finally, conclusions are represented in Section 6.

2. Literature Review

Many studies have been performed to improve spam detection challenges. These
studies can be organized into three categories [8], syntax analysis, feature analysis, and
blacklist techniques, as shown in Figure 1.

Most of the research applied blacklisting techniques based on URLs in the tweets
using any third-party tools, such as Trend Micro or Google safe browsing. However, S.
Savage [9] creates a lightweight technique for spam detection, while [10] filtered tweets
based on checking URLs in tweets, username patterns, and hashtags.

Figure 1. Twitter spam detection taxonomy.

Consequently, a lot of researchers have applied machine learning (ML) techniques in
their works [11–14] and extracted some features of users, such as number of followings,
username pattern, and account creation in addition to features of content, such as length of
tweets, number of hashtags, and hashtags pattern. Authors in [11] employed honey pots
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to collect spammers’ profiles to extract statistical features using different ML algorithms,
such as Decorate and Random some space. However, Benevento et al. attempted to
detect spammers by using a support vector machine (SVM) algorithm [12]. These features
can be easily fabricated as spammers can buy fake spammers’ followers and followings.
Thus, some studies [15] depend on a social graph to tackle the problem of fabrication by
calculating distance and connectivity of each tweet between sender and receiver to examine
whether it is spam. Yang et al. [16] built a more robust feature using a bidirectional link
ratio between centrality and local cluster coefficient with performance 99% true positive,
while [17] provides a new solution that can detect most campaigns and classify each of them
into spam or not spam using deep learning techniques and semantic similarity methods.

Most of the described methods focus on detecting spam tweets based on some statisti-
cal features. Some studies employ syntax analysis, while a spam dataset based on hashtags
was created by [18], in which authors collected 14 million tweets and classified them using
five different techniques. Sedhi and son [19] utilized a package of four lightweight tech-
niques to detect spam at tweet level using part of speech tag, content-based, sentiment,
and user-based features, using a word vector as the universal feature of their task. Le and
Mikulov [20] have deployed a deep learning method by constructing a tweet vector by
combining the word vector with the document vector to classify the neural network.

In [21], the authors employ the horse herd optimization algorithm (HOA), inspired by
nature optimization algorithms. This algorithm emulates the social exhibitions of horses
at various ages. The idea behind this study has a great performance result on complex
problems, specifically with high dimensions, solving many dimension problems with low
cost based on time, performance, and complexity (up to 10,000 dimensions). The researcher
attempts to find the best solution by employing the multiobjective opposition-based binary
which gave good results compared with similar approaches. However, it still depends on
statistical functions which can deviate over time as explained.

The study by Abayomi-Alli [22] used the ensemble approach to detect SMS spam. This
approach depends on two pipeline the BI-LSTM (Bidirectional Long-Short Term Memory)
network which produce accurate results in text classification tasks and the classical machine
learning methods. However, this approach does not employ any attention mechanism
in the BI-LSTM network, which causes this approach to suffer in long sentences of more
than 8 words.

Many different extraction methods have been used for representing tweets, such
as [23]. In this reference, authors analyzed people’s sentiments collected through tweets.
They employed three different feature extraction methods, domain-agnostic, fastText-
based, and domain-specific, for tweet representation. Then, an ensemble approach was
proposed for sentiment analysis by employing three CNN models and traditional ML
models, such as random forest (RF), and SVM using the Nepali Twitter sentiment dataset,
called NepCOV19Tweets. Their models achieve 72.1% accuracy by employing a smaller
feature size (300-D). However, these models have two limitations. First, they are complex
and need high computational resources for implementation. Second, their methods are
based on only semantic features.

In addition, authors in [24] analyzed people’s sentiments using three feature extrac-
tions, term frequency-inverse document f(TF-IDF), fastText, and a combination of these
two methods as hybrid features for representing COVID-19 tweets. Then, they validated
their methods against different ML techniques. Their SVM model obtained the highest
accuracy on both TF-IDF (65.1%) and hybrid features (72.1%). The major limitation of this
model is its high computational complexity.

TF-IDF [25] may be used to vectorize text into a format that is more suitable for
machine learning and natural language processing approaches. It is a statistical measure
that we can apply to terms in a text and then use to generate a vector, whereas other
methods, such as word2vec [26], will provide a vector for a term and then extra effort
may be required to transform that group of vectors into a single vector or other format.
Another approach is Bidirectional Encoder Representations from Transformers (BERT),
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which converts phrases, words, and other objects into vectors using a transformer-based
ML model [27]. However, BERT’s design also includes deep neural networks, which means
it can be significantly more computationally expensive than TF-IDF.

Because our proposed framework will be used with highly intensive data applica-
tions, we had to choose a high-performance and quick feature extraction method. TF-IDF
produces high accuracy relative to our framework, so we decided to build our model
with it.

Most of the mentioned studies focus on extracting the features that can help them find
the spammers, but they ignore a very important problem, which is “spam drift”, meaning
that these features are changed over time. Egele et al. [28] build a historical-based model,
which does not suffer from this problem. Authors in [29] have built a model using a fuzzy
model that attempts to adapt the features over time, but the accuracy is decreased. So, we
will focus on this problem and then try to build a robust framework to cope with most of
the challenges to detect Twitter spam.

3. Problem Statement

The problem revealed in this paper is detecting and classifying each tweet whether it
is spam or not. So, we have the problem of “spam drift”, which happened because most
of the researchers focus on determining the spam tweets based on the statistical features.
Most of them focus on selection of features as shown in Table 1. In the real world, these
features are changing in an unpredictable way over time. Therefore, we attempted to build
a framework that is robust against these changes.

Table 1. Comparative study of ten consequence days between spam and non-spam using KL-Divergence.

D-1 vs. D-2 D-2 vs. D-3 D-3 vs. D-4 D-4 vs. D-5 D-5 vs. D-6 D-6 vs. D-7 D-7 vs. D-8 D-8 vs. D-9 D-9 vs. D-10
F-1 0.37 0.05 0.35 0.04 0.45 0.05 0.25 0.04 0.27 0.04 0.28 0.04 0.30 0.06 0.27 0.04 0.35 0.05
F-2 0.25 0.11 0.23 0.11 0.27 0.11 0.20 0.11 0.22 0.11 0.22 0.11 0.18 0.11 0.39 0.11 0.36 0.11
F-3 0.29 0.08 0.23 0.08 0.33 0.08 0.16 0.08 0.23 0.08 0.21 0.08 0.21 0.09 0.27 0.09 0.24 0.09
F-4 0.17 0.08 0.14 0.08 0.15 0.09 0.15 0.08 0.18 0.08 0.20 0.08 0.14 0.08 0.28 0.09 0.20 0.09
F-5 0.03 0.02 0.03 0.02 0.04 0.02 0.03 0.02 0.02 0.02 0.03 0.02 0.02 0.02 0.06 0.02 0.06 0.02
F-6 0.99 0.36 0.53 0.36 0.64 0.36 0.37 0.36 0.46 0.35 0.41 0.35 0.46 0.36 0.51 0.36 0.53 0.37
F-7 0.11 0.05 0.09 0.04 0.05 0.05 0.05 0.05 0.06 0.04 0.08 0.05 0.07 0.05 0.11 0.05 0.09 0.05
F-8 0.20 0 0 0 0.05 0 0.04 0 0.03 0 0.04 0 0.02 0 0.05 0 0.03 0
F-9 0.10 0 0.04 0 0.02 0 0.03 0 0.02 0 0.02 0 0 0 0.05 0 0.02 0

F-10 0 0 0.04 0 0.04 0 0.02 0 0.11 0 0 0 0.02 0 0.33 0 0.28 0
F-11 0.27 0.02 0.07 0.02 0.07 0.02 0.12 0.02 0.11 0 0.1 0 0.27 0.02 0.29 0.03 0.21 0.03
F-12 0.05 0 0 0 0.03 0 0.04 0.02 0.04 0 0.05 0 0.05 0 0.47 0 0.47 0

At the beginning, we will try to prove this problem as in [29]. So, we have crawled
data of tweets from Twitter Stream API for 10 consecutive days. We have to check a lot of
tweets to determine which are spam. In this stage, we found that most of the spam tweets
contain a URL, which most spammers use to spread their malicious content by sending the
victim to mine or farm sites. Therefore, we use Trend Micro’s Web Reputation Technology
(WRT) to detect the tweet as spam or not based on the URL [22]. This WRT system helps
users to identify the malicious sites in real-time with high reliability with an accuracy rate
of 100% as reported in [30]. Moreover, we have made hundreds of manual inspections to
ensure the reliability of this system.

As described previously, we found that the statistical features are changing from day
to day with impressive effect as shown in Table 1. For example, we found that the average
number of account followings changes from the 1st day (500–900) to the 9th day (950–1350).
This means that the spammers try to collect the followings, but the average number of
followings is confused whether this account is spam or not.

Therefore, to justify the problem of changing the statistical features, the distribution of
the data should be modeled. There are two types of data: parametric and non-parametric.
The parametric approaches are always used when the distribution of data is known as
normal distribution, but the statistical features of Twitter are unknown [31,32]. So, we used
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the non-parametric approaches. One of the most common non-parametric approaches is
the statistical test. The calculation of the statistical test is based on computing the distance
between the two distributions to calculate the change between them. Distance is calculated
using Kullback-Leibler (KL) divergence [31], which is also known as relative entropy,
shown in Equation (1):

Dkl(P|Q) = ∑
i

P(i) log
P(i)
Q(i)

(1)

This formula is used to measure the two probability distributions as reported in [33].
Let s = {x1, x2, . . . , xn} be a multi-set from a finite set F containing numerical feature values,
and N(x|s) is the number of appearances of x ∈ s. Thus, the relative proportion of each x is
shown Equation (2)

Ps(x) =
N(x|s)

n
(2)

The ratio of the two variables P/Q is undefined, if we assume Q(i) = 0. Therefore,
the estimation of Ps(x) is changed to Equation (3)

Ps(x) =
N(x|s) + 0.5

n + |F|/2
(3)

when variable |F| is defined as the number of elements in the finite set F. The distance
between two day’s tweets, D1 and D2, is defined as shown in Equation (4)

D(D1|D2) = ∑
x∈F

PD1(x) log
PD1(x)
PD2(x)

(4)

We calculate the KL Divergence of spam and legitimate tweets of each feature in two
adjacent days as shown in Table 1. The larger the distance, the more dissimilarity between
the two distributions. So, according to the results in Table 1, the distance is large in most
features in case of spam data. However, in non-spam data, the distance is very small in
most of the features. According to this study, by examining the Number_of_tweet (f-6)
feature from Table 1, we notice that the KL Divergence metric of spam tweets for Day 1 and
Day 2 is 0.99. However, in non-spam tweets, it is 0.36, which means that the distribution of
this feature is changed from Day 1 to Day 2 compared to non-spam tweets. As shown in
Table 1, most features are changing unpredictably from one day to another, although the
training data is fixed and is not affected by any changes. Therefore, the performance of the
classifiers will become inaccurate if the decision boundary is not updated.

4. The Proposed Model

The process of classifying tweets as spam or not has three challenges. First, the tweet
classification process can not only depend on statistical features because it drifts over
time as described. So, our classifier considers the tweet content. Second, our proposed
framework must struggle over the spammers because they try to change the tweet content,
which helps them to evade from any monitor system [34]. Therefore, new spam tweets
must be rephrased from the detected spam. Third, a robust framework must be built that is
able to detect spam tweets in less execution time to cope with Twitter big data challenges.
These three challenges motivated us to build the proposed framework. This framework
consists of three layers as shown in Figure 2.

4.1. Learning from Detected Spam Tweets

This layer is used to filter Twitter as an initial step for fast detection of spam tweets. As
described in Figure 2, our proposed framework is interested in spam tweets to regenerate a
new semantic meaning of the same tweet by the next layer. Therefore, new information
or words can be obtained that the spammer can use to paraphrase the tweet content and
spread their spam again. In this step, the SVM classifier is utilized. First, this classifier is
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trained with a bi-gram (set of two words for each tweet) and transforms the tweets with
TF-IDF. Then, the new unlabeled tweets are entered into this classifier to classify them
(Spam, notSpam). This method focuses on the non-spam tweets, which will be the input
for the next layer.

Figure 2. The proposed framework.

4.2. Generate New Tweets

In the real world, researchers try to build robust systems. However, smarter spammers
are trying to tackle these solutions. Therefore, a system for tweet paraphrasing should
be built using a method that generates text by preserving the same meaning and seman-
tic, not only focusing on the correct grammar. Therefore, we used the encoder-decoder
framework [35], which is embedded with an attention model network. The spam tweet
paraphrasing model is shown in Figure 3.

Figure 3. An overview of spam tweet paraphrasing model.

Given the source spam messages as input from the classifier layer, the encoder packs
the source into dense representation vectors called context vector ct , which captures the
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context information for this message. Then, the decoder tries to generate the paraphrased
messages from the hot encoded vectors according to Equations (5) and (6).

ct =
N

∑
i=1

αtihi (5)

αti =
eg(st ,hi)

∑N
j=1 eg(st ,hj)

(6)

where g(st, hi) is an attractive score between the encoder state hi and the decoder state st.
Then, the dense representations are fed into an attention layer. For predicting words, the
decoder utilizes the combination of source and target context vector as query qt shown in
Equation (7) to get the word embeddings

qt = tanh(Wc[st; ct]) (7)

The candidate words Wi and its corresponding embedding vector ei are stored as
key-value pairs {ei, Wi}. Therefore, our model uses qt to query these key-value pairs by
evaluating all the applicant words between the query qt and the word vector Wi as shown
in Equation (8)

f (qt, ei) =


qT

t ei
qT

t Waei
vTtanh

(
Wqqt + Weei

) (8)

where Wq and We are two trainable parameter matrices, and vT is a trainable parameter
vector. Then return the word which has the highest matching. The chosen word is emitted
as the generated token, and its embedding is then utilized as the contribution of the long
short-term memory (LSTM) at the next step. The word embedding is affected by three
sources: the input of the encoder, the input of the decoder, and the query of the output layer.
In the training stage, we used the Adam optimizer method with these hyper-parameters
β1 = 0.9, β2 = 0.999, α = 0.001, and ∈ = 1× 10−8

4.3. Ensemble Method

In this layer, we proposed a novel technique to classify the tweets as spam or non-spam
as shown in Figure 4. We have combined three deep neural network classifier techniques
together for content based on one classifier for user-based features, which contains two
different architectures. First, we will explain the methodology for each component and
then explain the whole technique as an ensemble classifier.

Figure 4. Ensemble neural network architecture.
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4.3.1. Convolution Neural Network

In this section, the convolution neural network (CNN) will be discussed. Recently,
this network was designed to be used in computer vision problems. However, it has been
shown that it can be used in natural language processing (NLP) tasks as [36] proposed
neural architecture used in many NLP tasks, such as part of speech tagging, chunk, and
named entity recognition. Our model is inspired by [36] in that the layers of this architecture
are divided into five parts, input layer, embedding layer, convolution layer, pooling layer,
and output layer, as shown in Figure 5. The input layer receives tweet messages as words
or embedding words using word2vec or glove [37]. Each tweet is split into words with
max_length value 50 because the length of max tweet message is 280 characters, which is
difficult to exceed this number of words. If the length is small, it should be padded with
value 0. Thereafter, these words are split into features by performing kernel multiplication
and then are fed into the next layer, the convolution layer. ReLU, sigmoid, and tanh
activation functions are used to obtain the convolution feature map. Then, max pooling
is used to select the maximum activation value. Max pooling is used with NLP tasks
where min and mean pool is used with computer vision tasks. The fully connected hidden
dense layer with sigmoid activation function is applied to classify the tweets. Twelve
regularization is used to avoid overfitting. To build this architecture, we used loss function:
binary cross entropy and optimizer parameters.

Figure 5. Neural network architecture with four conv. layers.

4.3.2. Recurrent Neural Networks

A recurrent neural network (RNN) is a network of directed connection between each
node. The main feature of this network is the hidden state (memory) that can capture the
sequential dependence in data. So, we utilized LSTM networks in our work rather than
gated recurrent unit (GRU) [38], which has a problem with remembering long sequences. As
shown in Figure 6, we used the same architecture as CNN, but we replaced the convolution
layer with the LSTM layer which contains three main gates as follows: Forget gate is
responsible for controlling what information should throw away from memory, Input gate
is responsible for controlling what new information should be added to hidden state from
the current input, Output gate decides what information to output from the memory. Then
the output of this layer is entered to fully connected dense layer to produce the output.

4.3.3. Feature-Based Model

Statistical features in spam classifiers detection give good results [8]. Apart from using
word embedding as described in the previous two sections, we also consider user-based
features in our classifier.

A dataset with 6 million tweets is used to extract these features especially for user-
based features [29]. We have presented the extracted features that can differentiate between
spam or legitimate users as shown in Table 2. To represent the behavior of spam and
legitimate accounts, a comparative study has been built between each extracted feature to
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represent the difference between them using the empirical cumulative distribution function
(ECDF) as shown in Figure 7.

Figure 6. Recurrent neural network architecture.

Table 2. Extracted Features with the Corresponding Description.

Feature No. Title Description

F1 Age of account The count of days of an account from the
creation date until the last posted tweet

F2 Number of followers The count of followers of this Twitter account

F3 Number of followings The count of friends of this Twitter account

F4 Number of user favorites The count of favorites this Twitter account added

F5 Number of lists The size of lists this Twitter account added

F6 Number of tweets The count of tweets this Twitter account post

F7 Number of retweets The size of retweets for each tweet

F8 Number of hashtags The count of hashtags added in this tweet

F9 Number of URLs The count of user mentions added in this tweet

F10 Number of chars The count of URLs added in this tweet

F11 Number of digits The size of characters in this tweet

F12 Number of user mentions The count of user mentions added in this tweet

The experimental study found that more than 53% of spam users have less than
500-day account age. However, 38% of non-spammers have less than 500 days. This means
that they always try to create new accounts to spread their attacks, but they get blocked
by spam detection techniques. Also, regarding the number of user mentions, most of the
spammers must put more than one user mention to spread their data. Regarding number of
capital words, most of the spammers use capital words to attract the users, and more than
70% of spammers use capital words in their tweets compared to only 30% of non-spammer
users. In addition, we have also identified a new attribute called reputation of users, which
is calculated as shown in Equation (9):

Reputation =
number of followers

number of followers + number of followings
(9)

However, we found that the ratio of spammers is always small. They always have
number of followings more than number of the followers because they try to make fake
followers or following to show that this is a real account.
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Figure 7. Cont.
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Figure 7. (ECDF) User-based features comparison: (a) account age; (b) number of followers; (c)
number of digits; (d) reputation; (e) number of URLs; (f) number of user favorites; (g) number of
retweets; (h) number of tweets; (i) number of characters; (j) number of followings; (k) number of user
mentions; (l) number of lists.

4.3.4. Proposed Ensemble Approach

As shown in Figure 4, this architecture contains three different neural networks
gathered with one classifier for a user-based feature and is described as follows:

• First, CNN is used with four convolution layers, which is trained with Twitter glove [37].
• Second, CNN is also used with four convolution layers to extract features and then

classify them using the SVM algorithm. This CNN is trained with Twitter Glove in
all dimensions.

• Third, the LSTM network is used and trained with the Hspam dataset, which contains
14 million tweets [18] and with Twitter Glove.

• Finally, random forest is used to classify the user-based features as it gives the best
results according to [8,39]. It is trained using the icc dataset [40].

Furthermore, a neural network meta classifier is utilized and trained from the newly
created data which consists of three-layers. It contains four input nodes and eight hidden
nodes with a bias that is supported with the ReLU activation function. The output has only
one node supported with the sigmoid activation function to generate value from 0 to 1.

5. Experiments and Results

In this section, we will present our experiments for each approach with different
datasets for detecting the spam tweets in the Twitter platform. Firstly, we will give a brief
description of our datasets and the evaluation metrics used in this study, then we will
discuss our results of each approach.
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5.1. Dataset

A ground truth dataset, which is called Hspam, is applied [18]. It contains 14 million
tweets collected over two months and classified using many methods, such as manual
annotation, KNN-based annotation, user-based annotation, domain-based annotation, and
reliable ham tweet detection. For the privacy of the Twitter platform, we must grab the
tweets using tweet_id, but there are some tweets that are deleted or missed. So, we focus
only on the returned tweets. To evaluate our approaches over many datasets, we split our
dataset into 4 samples as shown in Table 3. We made two balanced samples with random
selection and another with continuous selection. Then, we selected another two samples
and divided the ratio of spam to not spam to 20 times as it describes that, in real life, 5%
only of tweets are spam [6]. So, we made two samples to simulate the real-life data. For
testing our approaches, we selected a random sample of 0.5 million tweets to make a fair
comparison between all dataset samples and all approaches.

Table 3. Dataset Samples.

Dataset No. Type Spam:Not-Spam

1 random 200 k:200 k

2 continuous 200 k:200 k

3 random 50 k:1000 k

4 continuous 50 k:1000 k

5.2. Evaluation Metrics

To evaluate our approach, we used the metrics of recall, precision, and F1-score
which are shown in Equations (10)–(12), respectively. We supposed that spam tweets are
positive while non-spam tweets are negative. Then, we constructed the confusion matrix
accordingly as shown in Table 4, where TP (true-positive) refers to all spam tweets that are
predicted correctly as spam tweets, FN (false-negative) denoted as all spam tweets which
are predicted wrongly as non-spam tweets, TN (true-negative) denoted as all non-spam
tweets which are predicted correctly as non-spam tweets, and FP (false-positive), which
refers to all non-spam tweets predicted wrongly as spam tweets.

Recall =
TP

(TP + FN)
(10)

Precision =
TP

(TP + FP)
(11)

F1− score =
2∗ Precision ∗ Recall

Precision + Recall
(12)

Table 4. Confusion Matrix.

Predicted

A
ct

ua
l spam Not-spam

spam TP FP

Not-spam FN TN

5.3. Experiments Settings

We have run our experiments in Linux ubuntu 18 LTS, with Inter(R) core (TM) I7 CPU
of 16 GB. For each run over each dataset with every model, we divide the dataset into
80% as a training set and 20% for testing. All basic parameters we use in each model are
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put in each figure in the last section, embedding layer, dropout, number of filters, and
dense network.

6. Results and Discussion

In this subsection, we will discuss the results of each model in our proposed framework
and compare it with the latest frameworks.

6.1. Primary Twitter Filter

In this section, maxentropy, random forest, and SVM are implemented. As shown
in Table 5 and Figure 8, SVM achieved the best results in terms of recall, precision, and
F1-score for most datasets. So, it is selected to be applied in our framework with parameters
c = 0.1, kernel = linear, and penalty = 12.

Figure 8. Roc curve for comparative study for SVM, MaxEntropy and Random Forest algorithms
foreach dataset as the first module for filtering the tweets.
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Table 5. Evaluation Results for Dataset 1.

Method Precision Recall F-Measure

First module
MaxEntropy 0.96 0.95 0.95

RandomForest 0.96 0.95 0.95

SVM 0.97 0.96 0.96

LSTM 0.95 0.96 0.95

CNN 0.92 0.95 0.93

CNN + SVM 0.95 0.95 0.95

Random Forest (user-based feature) 0.96 0.90 0.93

SVM (user-based feature) 0.94 0.84 0.89

Chen et al. [41] 0.85 0.64 0.73

Wang et al. [40] 0.94 0.80 0.86

Madisetty et al. [42] 0.94 0.95 0.94

Proposed method 0.96 0.96 0.96

6.2. User-Based Features

As discussed earlier, the statistical features are changed over time, but this cannot
prevent their abilities to detect spammers’ actions with high accuracy and precision. There-
fore, we attempt to find new user-based features. SVM and random forest are compared to
get the best algorithm to be part of our detection framework. As shown in Tables 5 and 6,
random forest achieves the best results in terms of precision and recall where trained with
6 million-tweet dataset [40] to get the user-based statistical features.

Table 6. Evaluation Results for Dataset 4.

Method Precision Recall F-Measure

First module
MaxEntropy 0.96 0.95 0.95

RandomForest 0.96 0.95 0.95

SVM 0.96 0.96 0.96

LSTM 0.98 0.93 0.95

CNN 0.95 0.89 0.93

CNN + SVM 0.97 0.89 0.93

Random Forest (user-based feature) 0.60 0.70 0.65

Chen et al. [41] 0.58 0.67 0.62

Wang et al. [40] 0.79 0.76 0.77

Madisetty et al. [42] 0.92 0.94 0.93

Proposed method 0.97 0.95 0.96

6.3. Ensemble Method

This is the main module that consists of three main algorithms as discussed previously.
They are trained with the Twitter Glove word embedding [37] dataset for all dimensions
25, 50, 100, 200. The results of each dimension are compared to our four datasets for each
model as shown in Figures 9–11. We found that the results for the 200 dimensions are better
in the three models, CNN, LSTM, and CNN with SVM.
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Figure 9. Roc curve for CNN model results for each dataset as a first component in our ensemble method.

Figure 10. ROC curve for LSTM model results for each dataset as a third component in our en-
sembl method.



Appl. Sci. 2022, 12, 6407 16 of 20

Figure 11. ROC curve for CNN features with SVM model results for each dataset as a second
component in our ensemble method.

The CNN model is very good at finding the patterns. Each convolution will fire when
a learned pattern is detected, but it suffers from long patterns or long tweets, which make
the results of precision and F1-measure less. So, we embedded that LSTM model that
is built using RNN, which is the strongest one with long sequences compared to CNN.
Some studies [43] conducted an alternative for the last softmax function by SVM model. It
aims to decide the optimal hyperplane for isolating the two classes in the dataset, and a
multinomial case is apparently disregarded. With the utilization of SVM in a multinomial
classification, the case turns into a one-versus-all, in which the positive class has the highest
score, while the rest has the negative class.

6.4. Meta-Classifier

To achieve the results of our proposed framework, we build a sequential neural
network that assembles the results of the utilized methods: LSTM, CNN, CNN feats
with SVM, user-based features as presented in Figure 12. As shown in Tables 5 and 6,
the proposed model achieved the best results in terms of accuracy, precision, and recall
compared to the latest research in this field. Although [41] has the lowest execution time
that it take 0.002 for each tweet, this execution time is very small compared to our proposed
method as it takes longer, approximately 2 ms for each tweet. That is because of the number
of features used to detect the spam and the combination of models that the tweet must
pass to get the final result. However, this time can be optimized using clusters of nodes to
decrease the time.

We also found that the results of the meta classifier are not boosted very much as
they are too close to the ensemble model, but it is able to preserve the performance by a
significant margin for this dataset. So, we can offer robust framework, that can be self-
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trained with the new words and hashtags, which the spammer can use as Twitter always
has new subjects and interests of their users.

6.5. Performance of Learned Model

Twitter is considered a real-time platform. Therefore, it is extremely important to
block spam tweets before it spread for preserving the safety of its users and preventing any
potential damage. So, the proposed framework is designed to observe the execution time
of the detection process. The processing time is calculated for the whole framework for
each tweet. We found that each tweet takes 1:2 ms to detect whether it is spam or not. This
value is very acceptable in real-time applications, although it can be decreased by using
clusters of these models that help with the parallelization of the execution of the process of
detecting spamming activities. However, most of the spammers are always thinking out of
the box.

They try to deceive all detection strategies by changing the keywords and content and
trying new features that can pass from detection methods and attract the users. On the other
hand, there are legitimate users who are posting in new trending topics and new events
happened immediately. So, we need to retrain the detection framework periodically to
preserve the same accuracy and performance which we added in designing our framework,
while all systems that depend only on the statistical features will be useless at later time.
Our framework combined the statistical features with the deep learning features. So,
it is very difficult for a spammer to fool our detection system. Furthermore, we have
conducted four experiments with different datasets to test our framework. We concluded
that our framework gives good results in both balanced and imbalanced datasets where the
imbalanced dataset 4 has 1 million tweets and the balanced dataset 1 has 0.4 million tweets.
They gave the same results in precision and F1-measure, which show the robustness of our
detection framework as shown in Tables 5 and 6.

Figure 12. Cont.
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Figure 12. ROC curve for the results of our proposed framework for different datasets 1, 2, 3, and 4.
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7. Conclusions

In this paper, we have proposed an ensemble learning framework based on deep
learning technique that tries to detect spam tweets based on two methods: firstly, working
at the tweet level by building three robust models; secondly, work with a user-based feature
to gather information between the user information and the words in each tweet. We also
tried to get ahead of step by generating new spam tweets to train our models to predict any
spam paraphrasing those spammers can try to deceive our users. The proposed model has
been trained using four datasets for more than 7 million tweets to build a robust framework.
The experiments show that our proposed model gives excellent results compared to other
methods in an acceptable time.

In future work, we will try to conduct more experiments in other online social networks
rather than Twitter. Also, we will consider other data formats, such as images and videos
that can affect OSN platforms. In addition, we need to try our model in new real data to
study if our framework can be affected by the changing of data.
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