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ABSTRACT This paper presents a literature review on current practices and trends on cyberphysical security
of grid-connected battery energy storage systems (BESSs). Energy storage is critical to the operation of
Smart Grids powered by intermittent renewable energy resources. To achieve this goal, utility-scale and
consumer-scale BESS will have to be fully integrated into power systems operations, providing ancillary
services and performing functions to improve grid reliability, balance power and demand, among others.
This vision of the future power grid will only become a reality if BESS are able to operate in a coordinated
waywith other grid entities, thus requiring significant communication capabilities. The pervasive networking
infrastructure necessary to fully leverage the potential of storage increases the attack surface for cyberthreats,
and the unique characteristics of battery systems pose challenges for cyberphysical security. This paper
discusses a number of such threats, their associated attack vectors, detection methods, protective measures,
research gaps in the literature and future research trends.

INDEX TERMS Battery energy storage systems, battery management systems, cybersecurity, energy
storage, industrial control systems, power systems.

NOMENCLATURE

ACRONYMS
AES Advanced Encryption Standard
AGC Automatic Generation Control
AID Anomaly-based Intrusion Detection
AMI Advanced Metering Infrastructure
APT Advanced Persistent Threat
AUV Autonomous Underwater Vehicle
BESS Battery Energy Storage System
BMS Battery Management System
BoL Beginning-of-Life
BTM Behind-the-Meter
CAN Computer Area Network
CC Constant Current
CIP Critical Infrastructure Protection
CNN Convolutional Neural Network
CP Constant Power
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CV Constant Voltage
CPS Cyberphysical System
CRM Charge Reservoir Model
CUSUM Cumulative Sum
DDoS Distributed Denial-of-Service
DER Distributed Energy Resource
DERMS DER Management System
DNP3 Distributed Networking Protocol 3.0
DMS Distribution Management System
DMZ Demilitarized Zone
DoD Depth-of-Discharge
DoS Denial-of-Service
ECM Equivalent Circuit Model
ECU Electronic Control Unit
EIS Electrochemical Impedance Spectroscopy
EKF Extended Kalman Filter
EMS Energy Management System
EoL End-of-Life
ERM Energy Reservoir Model
ESMS Energy Storage Management System
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ESS Energy Storage System
EV Electric Vehicle
FDIA False Data-Injection Attack
FERC Federal Energy Regulatory Commission
FTM Front-of-the-Meter
HAN Home Area Network
HEV Hybrid Electric Vehicle
HIDS Host-based Intrusion Detection System
HMI Human-Machine Interface
HTTP Hypertext Transfer Protocol
HTTPS Hypertext Transfer Protocol Secure
HVAC Heat, Ventilation and Air Conditioning
IAM Information security Assessment

Methodology
ICS Industrial Control System
IDART Information Design Assurance Red Team
IDS Intrusion Detection System
IEM Information Security

Evaluation Methodology
INFOSEC Information Security
IoT Internet-of-Things
IP Internet Protocol
IT Information Technology
IVVC Integrated volt/VAR control
KF Kalman Filter
LAN Local Area Network
LCO Lithium Cobalt Oxide
LFP Lithium Iron Phosphate
Li-ion Lithium-ion
LMO Lithium Manganese Oxide
MESA Modular Energy Storage Architecture
MITM Man-in-the-middle
ML Machine Learning
Modbus Modicon communication bus
MOSFET Metal-oxide-semiconductor field-effect

transistor
MQTT Message Queue Telemetry Transport
NaS Sodium-Sulfur
NERC North American Electric Reliability

Corporation
NIDS Network Intrusion Detection System
NIST National Institute of Standards and

Regulations
NMC Nickel Manganese Cobalt oxide
NMH Nickel-Metal Hydride
NSA National Security Agency
OCV Open-Circuit Voltage
OEM Original Equipment Manufacturer
OSI Open Systems Interconnection
OT Operational Technology
P2P Peer-to-peer
PCS Power Conversion System
PDS Power Distribution System
PKI Public Key Infrastructure
PLC Programmable logic controller
PLL Phase-locked loop

PV Photovoltaic
RBAC Role-Based Access Control
RC Resistor Capacitor
RES Renewable Energy Source
RL Reinforcement Learning
RLS Recursive Least-Squares
RTU Remote Terminal Unit
SCADA Supervisory Control and Data Acquisition
SEI Solid Electrolyte Interface
SID Signature-based Intrusion Detection
SoC State-of-charge
SoH State-of-health
SoL State-of-life
SPAN Switched Port Analyzer
TCP Transmission Control Protocol
TEP Technical Evaluation Plan
TLS Transport Layer Security
UAV Unmanned Aerial Vehicle
UKF Unscented Kalman Filter
UPS Uninterruptible Power Supply
USB Universal Serial Bus
VNC Virtual Network Computing
VPN Virtual Private Network
VRLA Valve-Regulated Lead-Acid
WAN Wide Area Network
WBMS Wireless Battery Management System
ZnMn Zinc-Manganese

MATHEMATICAL SYMBOLS

A state matrix of linear system
B input matrix of linear system
C output matrix of linear system
C1,2 capacitances of equivalent RC circuit

parameters
Ccap battery capacity
D feedthrough matrix of linear system
gk|k chi-squared detector
h(ς) function that maps SoC to OCV
ibat electric current going into the battery
ic charge current
id discharge current
Kk Kalman gain matrix at time k
Pk|k−1 predicted state covariance
Pk|k updated state covariance
q reactive power injected by the PCS
Q covariance matrix of process noise
qmax upper reactive power injection capacity of PCS
qmin lower reactive power injection capacity of PCS
R covariance matrix of output noise
R0 series internal resistance
R1,2 resistances of equivalent RC circuit parameters
uk vector of system control input at time k
u′k attacked input vector
v AC voltage measured by the PCS
v1,2 voltage drops on equivalent RC circuits of cell
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vk vector of output noise at time k
voc battery cell OCV
V1,2,3,4 voltage parameters of droop controller
wk vector of process noise at time k
xk vector of system states at time k
x̂k|k−1 vector of predicted state estimates at time k
x̂k|k vector of updated state estimates at time k
yk vector of system output at time k
ŷk|k updated estimate vector of system output

at time k
y′k attacked output vector
zk|k updated residuals at time k
αy,u input or output false data injection

scaling factor
βy,u input or output false data injection

additive factor
γk probability of false alarm of the χ2 detector
ηc charging efficiency coefficient
ηd discharging efficiency coefficient
ηs self-discharging coefficient
% state-of-life
ς battery SoC
Ta FDIA period

I. INTRODUCTION
As the Electric Power industry transitions from centralized,
fossil fuel-based generation to a paradigm with increased
adoption of distributed, Renewable Energy Sources (RESs),
the importance of Energy Storage Systems (ESS) in grid
operation increases. ESS’ flexibility and ability to shift
renewable energy generation and stabilize the grid has
attracted investments and attention from policymakers. As of
August 2020, seven USA states had passed laws and regu-
lations establishing goals for energy storage capacity in the
near future [1].

The United States has currently approximately 24.5 GW of
ESS in operation, most of which is pumped hydropower [2].
Recent reports on new projects have indicated the pace of ESS
adoption in the USA is accelerating, with record 476 MW
new deployments in the third quarter of 2020 and an expected
annual 7.5 GW growth by 2025 [3]. Siting a pumped hydro
plant, however, depends on a combination of specific geo-
graphical, geological and hydrological features that are very
limited, such as soil providing strong foundation, narrow river
passages like gorges or canyons, and abundance of water
resources, to name a few.

Battery energy storage systems (BESS), on the other hand,
are modular systems that can be deployed in a much broader
range of locations. One of the earliest examples of the
grid-scale application of BESS was Battery Energy Storage
Test [4], [5]. It was composed of a 500 kWh developmen-
tal zinc-chloride BESS connected to a 300 kW converter,
a 500 kWh lead acid battery and a 1.8 MWh calcium-grid
lead-acid battery interfaced via a 2.5 MW converter. The
utility application cycles included peak-shaving, spinning

reserve, load following and special customer applications.
After more than 30 years of this pioneering project, grid
BESS have finally become a commercially viable technol-
ogy. The increase in electric vehicle (EV) production has
driven economies of scale and technology advancement that
reduced the costs of lithium-ion (Li-ion) battery packs by
85% between 2010 and 2018 [6]. Consequently, the prices of
lithium-based grid BESS have decreased significantly. The
power capacity of BESS in the United States is projected to
increase from 859 kW in 2018 [7] to 17 GW in 2050 [8].

BESS are flexible power systems assets capable of pro-
viding a plethora of services for bulk energy systems, trans-
mission infrastructure, distribution infrastructure, consumer
energy systems, and ancillary services [9]. From performing
energy arbitrage through compensating voltage regulation
due to RES volatility in distribution systems to minimizing
electric frequency deviations via frequency regulation, ESS
are expected to be a critical asset for ensuring reliable and
cost effective power systems operation [10].

Many BESS’ applications include distributed controls and
intensive communications capabilities. For instance, some
ESS applications require responding to remote price or con-
trol signals [10] and vendors offer remote software and
firmware updates as well as advanced monitor and diagnos-
tics in platforms through remote servers or cloud technol-
ogy [11]. In the USA, the recently passed Federal Energy
Regulatory Commission (FERC) Order No. 2222 will allow
distributed energy resources (DERs) to participate in whole-
sale markets, which will demand bidirectional and frequent
communications between aggregators that participate in mar-
kets and the fleets of DER they control [12]. The latest revi-
sion to theDER interconnection standard IEEE 1547 [13] will
accelerate the adoption of grid-support functions performed
by DER, which will present challenges for cybersecurity [5].

If on the one hand the adoption of Information and
Communication Technologies can improve electrical system
security and reliability by allowing higher flexibility and
participation of small power generation and storage assets in
grid operations, on the other hand, the extensive communi-
cation infrastructure necessary also increases the surface for
cyberattacks, which creates concerns with respect to the
cybersecurity of these systems [14]. The U.S. Government
Accountability Office has found that the electric grid is
increasingly vulnerable to cyberthreats, especially due to
grid-connected Internet-of-Things (IoT) devices [15]. Sim-
ilarly, the Electric Reliability Organization has identified
cybersecurity vulnerabilities as one of its identified risks
and cybersecurity as one of the priorities for improving grid
reliability [16]. Recent intrusions to small infrastructure com-
panies highlight the need for increased cybersecurity training
and solutions for organizations that cannot afford specialized
personnel [17].

When compared to other DER such as solar photovoltaic
(PV), wind, and demand response, battery-based energy
storage presents unique security, reliability, and safety
challenges. BESS are currently used in reliability-focused
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applications, such as backup power or black start, and can
provide a wider range of ancillary services than other DER,
which demands an increased level of resiliency and reliability
and more complex communications infrastructure [18]. Fur-
thermore, in a future scenario where most of the energymix is
composed of low-inertia and intermittent power sources like
wind and solar PV, the importance of grid BESS for energy
security and grid stability is expected to grow significantly.
Some of the safety risks associated to BESS are common
to other DER, such as susceptibility to natural disasters, arc
flash due to large DC currents, and high voltages. How-
ever, batteries can pose additional safety risks if improperly
handled or operated. Damaged or overcharged battery cells
can produce toxic and flammable fumes and are suscepti-
ble to thermal events [19]. Therefore, dedicated protection
and monitoring devices to ensure batteries operate within
safe limits are imperative for grid BESS. These electronic
devices are often managed remotely over the public internet,
which increases BESS system complexity and vulnerability
to cyberattacks. This combination of reliability, safety and
cybersecurity risks makes grid BESS a higher-consequence
target for malicious actors when compared to other DER.

While grid BESS is amaturing technology starting to prove
cost-effective in several applications, recent research shows
security of battery storage systems needs improvements [11].
The importance of BESS cyberphysical security is expected
to grow significantly in the near future. This paper presents
a comprehensive literature survey on the safety and security
risks specific to BESS. To fully understand the cyberphysi-
cal risks associated BESS, applications, interactions between
electronic components with batteries and the grid, and struc-
ture of grid BESS are reviewed in depth. While most cyber-
physical security issues are common to other DERs that share
similar power grid and communications interfaces, BESS
present unique challenges that have received little attention in
the current literature. Because cybersecurity of BESS is still
an incipient research area, many aspects of BESS security are
currently not yet covered in specific research works, so inves-
tigation on closely related areas, such as EVs, mobile sys-
tems, and other DERs, as shown in Fig. 1, were also included
for completeness. The goal of this paper is to survey BESS
state-of-the-art cyberphysical security information, describe
risks, current research gaps and future trends.

A. CYBERATTACKS TO CRITICAL INFRASTRUCTURE
Currently, the technical literature has no records of cyberat-
tacks targeting grid BESS. However, multiple federal agen-
cies and other U.S. government-associated entities have been
reporting cybersecurity incidents [20]–[22] and issuing warn-
ings about potential cyberattacks to critical infrastructure,
operational technology (OT), and industrial control sys-
tems [15], [23], [24]. Recently, media outlets have covered
multiple instances of cyberattacks to the power grid and
other closely related systems. In December 2015, a coordi-
nated attack on three Ukrainian regional power distribution
utilities remotely disconnected seven substations, causing

a power interruption that affected approximately 225,000
customers [22]. The perpetrators also took actions to make
operators unaware of the situation and to hinder system
restoration. Another service interruption caused by a cyber-
attack happened in 2016 in Ukraine [25]. This attack was
more automated than its predecessor and it used a sophisti-
cated malware known as Crashoverride or Industroyer. The
malicious actors targeted multiple power transmission con-
trol systems in an attempt to create a sequence of events
leading to a catastrophic outcome that included permanent
damage of power system equipment. On the physical side,
the attack started by opening circuit breakers to cut power
delivery and then exploited a vulnerability of protective relays
to disable overload or fault protection capabilities. Then the
attackers anticipated that the power utility would follow the
commonly adopted procedure of manually restoring service.
Should a power system fault occur in this moment, such
event could result in permanent damage to power system
equipment due to uncleared faults and lead to sustained and
large-scale power interruption, possibly requiring replace-
ment of power transformers or lines. Fortunately, because
the attackers lacked a deep understanding of how the target
system worked and were not fully aware of the system vul-
nerabilities during this event, a large scale power outage was
avoided. The attack was more ambitious than the previous
year’s, but it failed to cause major sustained grid disruption.

The literature on consequences of cyberattacks to power
grids is very rich in examples of attacks that are much
more complex than those to the Ukrainian power grid
in 2015 and 2016. TheAuroraGenerator Test has shown that a
remote attack on a digital relay protecting a generator or spin-
ning machine can reclose the relay to create an out-of-phase
condition with the power grid, causing serious damage to
the rotating machine due to over-torque stress [26]. This vul-
nerability could be exploited through several attack vectors,
including manual reclosing of a circuit breaker, malicious
code injection into the relay’s firmware, manipulation of
programmable digital relay parameters through a connected
computer, accessing the device’s front panel to change relay
parameters and disable protection mechanisms, or malicious
command injection through compromised communications
channels such as modem, internet, wireless, or supervisory
control and data acquisition (SCADA) system [27]. The con-
cept of using distributed denial-of-service (DDoS) [28] or
false data injection attacks (FDIA) [29] to mislead power sys-
tems operators into taking actions that can lead to cascading
failures has also been shown in simulations.

In 2018, it was reported that control rooms of US power
utilities have been targets of cyberintrusions [30]. Even
though no attacks were performed, these intrusions are
thought to be part of a reconnaissance operation. More
recently, a Denial-of-Service (DoS) attack on an unpatched1

firewall led to loss of visibility of 500 MW of genera-
tion assets in the US [31]. The affected power company

1A patch is a software or firmware update aimed at fixing a vulnerability.
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FIGURE 1. Relationship between areas closely related to BESS and relevant security features.

experienced intermittent service due to frequent reboot of the
firewall, which only ended after the patch was applied. More
recently, a cyberattack to the industrial control systems (ICS)
of a natural gas compression facility caused a two-day
shutdown of a gas pipeline [20]. The threat actor obtained
access to the company’s Information Technology (IT) net-
work through a spearphishing attack and later gained access
to the OT network due to lack of network segmentation.
In 2021, a major fuel pipeline in the USA had its operations
halted due to a ransomware attack [32]. These incidents
highlight that there is cybersecurity education gap within the
ICS operation community.

B. RELATED LITERATURE
Even though the subject of energy storage cyberphysical
security is still new, many review papers have been dedicated
to describing security measures for closely related areas, such
as Smart Grids [29], [33]–[53], particularly for DERs [54],
energy storage systems in general [55], and more broadly
for cybersecurity of cyberphysical systems (CPS) [56]–[60].
However, BESS have unique features and safety subsys-
tems that increase risks and the complexity of cybersecurity
when compared to other DERs or even other ESS. Reviews
of cybersecurity exclusively for Battery Managements Sys-
tem (BMS) threats and defenses implemented following an
IoT paradigm are presented in [61], [62]. These publica-
tions have a strong focus on Blockchain-based cyberdefense
strategies.

A perspective on cybersecurity of battery systems of the
IoT is presented in [63], where security threats to BMS are
classified in three layers: physical, battery management and
application. High-level descriptions of attack vectors for all
layers and cross-layer attacks are presented, as well as a
proposed taxonomy of Battery System Attacks that classi-
fies them according to targeted layers, action characteris-
tics and attack mediums. The focus of that paper is not on
grid BESS, but on solar power management system, mobile

communications devices, and vehicles such as EV, unmanned
aerial vehicles (UAVs), and autonomous underwater vehicles
(AUVs). Several aspects of the literature on cyberphysical
security of EVs have been reviewed in [64]. EVs and BESS
share very similar batteries, BMS, and power conversion
system (PCS) components, which make them a relevant
benchmark.

In [11], the authors have performed security assessment of
home BESS, reporting the vulnerabilities and exploits neces-
sary to perform some attacks to those systems. A literature
survey on attacks to BESS and detection methods during
operation with a focus on approaches based on machine
learning (ML) is presented in [65]. The pioneering work [66]
has discussed several hypothetical cyberattacks to grid BESS.
The authors have also used real hardware in a laboratory envi-
ronment to demonstrate that, given access to the local BESS
communications network, a malicious actor couldmanipulate
real and reactive power outputs of a BESS despite authenti-
cation controls.

From a more applied perspective, [5] presents a review on
basics of cybersecurity, communications systems, cyberse-
curity guidelines and standards applied to DER, as well as
recommendations for DER networks in a format intended
as an introductory document for informing DER vendors,
aggregators, and grid operators. This report focuses on cur-
rent best practices and state-of-the-art for DER in gen-
eral and does not emphasize on ongoing research on the
area.

This paper aspires to closing some gaps of the current
literature. None of these surveys have provided a compre-
hensive literature review focused on grid BESS. For instance,
[55] does not cover battery-specific risks, does not cover
risks associated with all BESS on a component level, and
focuses on IT-based solutions for securing ESS. Also, several
categories defenses applied to CPS are not covered in [66]
either. Additionally, important aspects of BESS necessary to
understand threats and risks, such as applications and detailed
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overview of all system components have not been reviewed
in detail.

C. PAPER ORGANIZATION
The remainder of the paper is organized as follows. The next
three sections provide information necessary to understand
BESS risks and system criticality. An overview of BESS grid
applications and their relevance to risk analysis is presented
in Section II. Section III discusses battery operation and
the safety risks of the most common BESS technologies.
Section IV details relevant aspects and cybersecurity vul-
nerabilities of all major components of a grid BESS, with
a focus on supervisory and management systems (IV-A),
BMS (IV-B), PCS (IV-D), communications (IV-C), and gas
and fire protection (IV-E) with a focus on Li-ion BESS that
are currently the most pervasive systems. Following the dis-
cussion on BESS risks, the following two sections provide
more insights into cyberthreat mitigation in the forms of
technology and processes. Section V presents BESS cyber-
physical security in the broader context of Smart Grids and
other DER, with a focus on proposed cyberphysical secu-
rity controls and countermeasures. Section V-A provides
a review on relevant cybersecurity concepts applicable to
CPS. An overview of applicable standards is presented in
Section VI. The conclusion of the work and a compilation
of research gaps are presented in Section VII.

II. CLASSIFICATION OF GRID BATTERY ENERGY
STORAGE SYSTEMS
Battery technology, application, and size of BESS are funda-
mental aspects to consider when assessing the cybersecurity
risks involved with any BESS. This section will present a
discussion on the latter two classification criteria of BESS and
discuss their implications. The intent of classifying BESS is
to better understand how critical a system so well-informed
decisions on security investments and system hardening can
be made. The cost-effective implementation of security con-
trols should to be informed by risk assessment and by under-
standing asset criticality. More details on battery technology
are left to Section III.

A. CLASSIFICATION BASED ON APPLICATIONS
Over the last few years, given the favorable policies and the
improvement of battery technologies, the application space
for BESSs has grown significantly. The use cases of BESSs
can typically be classified as power or energy applications.
A summary of BESS applications are given in Table 1. Power
applications involve charging and discharging large amount
of power over short periods (seconds to minutes). Energy
applications require charging and discharging large amounts
of energy over long periods, often several hours [10]. Asmore
and more BESSs are deployed at different places on the grid,
their applications can also be categorized based on their loca-
tions. The terms Front-of-meter (FTM) and Behind-the-meter
(BTM) are often used to specify the location of a BESS rela-
tive to a revenue meter. While BTM systems are often owned

TABLE 1. Applications of grid BESS.

by the end customers (e.g., residential homes, commercial
and industrial facilities) and used for customers’ benefits
(e.g., time-of-use management, demand charge reduction),
FTM systems are often owned by the utilities and operated
for grid services (e.g., transmission and distribution deferral,
peak shaving).

The application of a BESS is a determining factor of risks
caused by loss of data confidentiality, asset integrity, or avail-
ability. For instance, the consequences of loss of availability
of a BESS providing energy arbitrage-type services are loss
of revenue, while disabling a system providing black-start or
backup power services will impact reliability, continuity of
service, and power grid resiliency.

B. CLASSIFICATION BASED ON SIZE
Similarly to the nomenclature used by the solar PV indus-
try [67], grid-connected BESS can be classified in three
categories according to size: utility, commercial and con-
sumer. Utility-scale BESS are typically multi-megawatt sys-
tems connected to distribution or transmission grids. These
systems can provide significant power and energy capacity
for bulk power systems and they might fit the definition
of bulk electric systems [68] (more details in Section VI).
Failure to provide ancillary or transmission services to the
bulk power grid could have severe consequences for large
areas. The loss of availability of BESS applied to power
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distribution system can impact power quality or continuity of
service for hundreds of consumers. However, the size of the
organizations that operate those devices allow them to sup-
port the implementation of enterprise cybersecurity policies,
in addition to enforcement of regulations, both of which can
provide a high level of cyberprotection.

Commercial-scale systems are rated from tens of kilo-
watts to a few megawatts. They are usually owned by power
utilities, industrial, or large commercial enterprises and are
used to support microgrids and buildings, provide services
to power distribution systems, provide backup power for
industrial loads, or in other BTMapplications. Those systems
fall under the DER class, however, might be owned by smaller
organizations that cannot support specialized cybersecurity
functions or even by end consumers. Therefore, those systems
are not subject to the same rigorous cybersecurity require-
ments of utility-scale BESS [69].

Finally, consumer-scale BESS are smaller and much sim-
pler systems than the previous two classes, having only a few
kilowatts of capacity. Typically consumer-scale BESS pro-
vide behind-the-meter services used primarily by residential
and small business applications. It is not expected that these
systems are maintained nor operated by specialized person-
nel, therefore common physical security and cybersecurity
controls could be insufficient or nonexistent. This lack of
security calls for turnkey, system-level cybersecurity solu-
tions that will enable consumer-scale DER to securely play
an increasingly important role in power systems operations.

III. BATTERY TECHNOLOGIES
The goal of this section is to present an overview of the most
relevant battery technologies being used for grid applica-
tions and how they relate to cyberphysical security of BESS.
Knowing the modes of failure and overall safety charac-
teristics inherent to each battery chemistry is important for
understanding the risks associated with the overall BESS.

Rechargeable battery technology has driven the develop-
ment of large markets in the 20th century. Until 1910,internal
combustion engine cars did not use any electrical compo-
nents and were started using a cranking handle. It was not
until 1912 that Cadillac introduced a car with a starter and
a lead-acid battery, and by 1920 lead-acid batteries were
used in almost every car. Until Li-ion batteries were devel-
oped, consumer electronics used primary alkaline batteries
and portable computers used low-capacity and low-density
Nickel-Metal Hydride (NMH) batteries. The first Li-ion bat-
tery was introduced by Sony in 1991 and accelerated the
adoption of laptop computers, camcorders, and cell phones,
paving the way for the personal communication devices that
we all carry today [70].

Over the years, the same lead-acid and Li-ion batter-
ies developed for low-voltage applications, have been used
in higher-voltage applications. Lead-acid batteries are used
in 500 V power backup systems used in datacenters, pro-
viding power grid applications like renewable integration,
and transmission and distribution services [9], and Li-ion

batteries are applied to 400 V or higher battery packs used in
electric cars. As the voltages of the battery systems increase,
so does the need for monitoring and maintenance. Lead-acid
batteries in uninterruptible power supply (UPS) applications
operate on float for most of the time and are maintained
by specialized technicians who check the batteries for signs
of degradation every 6 months. Li-ion batteries in EVs are
subject to continuous charge and discharge regimes and are
monitored and rebalanced in real time by BMS.

The probability of failure of individual battery cells
equipped with safety devices is very low. However, in large-
scale systems that operate a large quantity of cells, the prob-
ability of failure is increased significantly [71]. For instance,
a single cell going into thermal runaway will dramatically
increase the temperature of nearby cells within the same
battery module, thus propagating the failure. This highlights
the importance of battery, gas, and fire protection systems to
large-scale grid BESS [72].

Vulnerabilities in the protection systems can be leveraged
by malicious actors to cause cyber-induced safety incidents.
Batteries hazards have been documented extensively in the
technical literature and by the media. Incidents involving
fires and explosions of battery cells have been reported many
times recently. Fire in battery-powered consumer electron-
ics such as smartphones [73]–[75], e-cigarettes [76] and
‘‘hoverboards’’ [77] received significant coverage from the
press. In the transportation sector, fires in airplanes [78] and
electric vehicles [79] have also been documented. With the
advent of grid BESS, incidents involving fire and explosion
of utility-scale systems have also been reported all over
the world [80]–[82]. Accidents in BESS have been linked
to defects in battery cells, insufficient battery management
capabilities (e.g. no overvoltage or overcurrent protection),
environmental conditions (e.g. humidity, dust), and lack of
experience in BESS integration [83].

As the percentage of RES on the grid increases, the number
of stationary ESSs and the sophistication of their control will
increase making them targets for cyberattacks. Such attacks
can severely damage ESSs by tampering with the operating
parameters or by simply disabling the battery monitoring
system while a battery is being operated. Sometimes the
last-resort action of turning the system off during an attack
can cause catastrophic failures depending on the operation
and state-of-charge (SoC) of the battery at the time. For
example, for Li-ion systems, depending on how the system
is designed, emergency shutdown might halt energy redis-
tribution of cells and turn off sensing and control of battery
cells. Because the chances of thermal runaway grows with
SoC, that can pose a significant safety riskwhen cells are fully
charged. As an additional example, for water-based systems,
gas evolution can occur if a system is stopped at the top of
charge and that can lead to high concentration of toxic or
flammable gasses.

Therefore, the analysis of the cybersecurity of energy stor-
age systems is dependent on an understanding of the nonlin-
ear behavior of batteries and of their failure and degradation
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TABLE 2. Batteries commonly used in grid applications and their key characteristics [9], [84]–[87].

modes. The rest of this section will focus on the most com-
mon and promising types of grid-scale energy storage tech-
nologies, Lithium-ion, aqueous batteries, like flow batteries,
and liquid metal batteries, like sodium-sulfur. First, we will
establish some common nomenclature and then discuss the
vulnerability to cyberattacks of each of the chemistries.

A. DESIGN OF BATTERY SYSTEMS
Battery systems are assembled from cells connected in series
and parallel to build voltage up to 400-1000 V and current
up to 40 - 50 A. Cells of different chemistries operate in dis-
similar voltage ranges (Table 2). For example, 12 V lead-acid
batteries aremade of 6 cells. Each cell operates between 2.5 V
and 1.6 V. As the SoC of the cells changes from 0 to 100%
the voltage also changes. For a given SoC, the voltage during
charging is higher than the voltage during discharging. The
discharge voltage curves are also a function of the charge and
discharge current.

Fig. 2 shows the discharge curves for a lithium iron phos-
phate (LFP) battery at different discharge rates as a function
of the SoC. Even commercial cells exhibit some cell-to-cell
variation that increases with the age of the cell (as shown
in Fig. 3). The energy capacity of batteries also changes over
time (as shown in Fig. 3), and its variation is dependent on the
operation of the battery. In many cases, a correct modeling of
loss of capacity is necessary to ensure the safe operation of
battery cells as they age and degrade.

With this background, we can now analyze the safety
risks associated to different battery chemistries. Although
there are several emerging battery technologies, and sev-
eral incumbents (like nickel-zinc, NiZn), the discussion is
limited to five types of batteries. Li-ion batteries are taken
as an example of modular battery that requires a BMS and
thermal control. Lead-acid batteries are a mature technol-
ogy used in backup power applications. Zinc manganese
technology utilizes low-cost materials and has good safety
characteristics. Redox flow batteries are taken as an exam-
ple of large-scale long duration batteries that require com-
plex balance-of-system components like pumps and tanks.
Sodium-sulfur (NaS) batteries are taken as an example of
batteries that operate at high temperature. Each of the type

FIGURE 2. Discharge curves from LFP cells under different discharge
currents [90].

FIGURE 3. Capacity fade as a function of cycle number for LFP cells [90].

of batteries discussed in this section presents different degra-
dation and safety risks if a malicious agent tampers with the
BMS. A summary of relevant characteristics of select battery
technologies is shown in Table 2.

B. MODULAR BATTERIES: LITHIUM-ION
Li-ion batteries are the most common choice for ESS of up
to 4 hours of capacity. In other words, the battery contains
enough capacity (kWh) to be used at a rated power (kW)
for 4 hours. Li-ion technology is very popular due to its
unmatched energy density, which theoretically can reach
1.5 MJ/kg [71]. The most common Li-ion batteries have
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FIGURE 4. Illustration of the chemical reactions within a lithium-ion
battery.

a graphite anode. The most common cathodes are lithium
cobalt oxide (LCO), lithium manganese oxide (LMO), nickel
manganese cobalt oxide (NMC), and LFP. A picture showing
how Li-ion cells work is shown in Fig. 4. Lithium ions move
from the anode to the cathode during discharge (red arrows)
and reverse the flow during charge (blue arrows).

Safety is often cited as drawback of the technology since
Li-ion cells are subject to thermal runaway [91], [92]. In some
cases, thermal runaway is caused by construction defects.
In other cases, internal shorts develop as the cells are cycled.
The most relevant cause of thermal runaway for this paper
is abuse conditions such as overcharge. A comprehensive
review of failure modes that can lead to thermal runaway can
be found in the literature [93]–[95] and it is outside the scope
of this review.

To prevent thermal runaway, Li-ion cells are operated in a
narrow voltage range (˜2.5-4 V) using complex BMSs that
can detect out-of-bounds conditions in cell-to-cell voltage
and SoC [96]. The industry has also developed methods
for the early detection of thermal runaway that include a
combination of cell voltage sensing, surface temperature or
internal temperaturemonitoring, detection of gas venting, and
electrochemical impedance spectroscopy (EIS) [97].

Any cyberattack that stops cell monitoring during
charge/discharge, tampers with the parameters of a few cells,
or impairs the cooling system can lead to catastrophic failures
even when the string is seemingly operating in nominal
conditions. To prevent thermal runways from a single cell to
propagate to the system, the industry has developed thermally
and mechanically insulating battery pockets that however
increase the cost and decrease the energy density of the
systems.

C. AQUEOUS BATTERIES: LEAD-ACID
Lead-acid batteries are a mature technology with low cost and
widely available. The first practical designs date to 1860, fol-
lowing the work of Raymond Gaston Planté. Current designs
use lead dioxide in the cathode and lead in the anode with
an aqueous solution of sulfuric acid as the electrolyte [84].

A recent study has found that 99% of lead-acid batteries were
recycled between 2014 and 2018 [98].

The two major types of lead-acid batteries are sealed
or valve-regulated lead-acid (VRLA) and open or vented.
Open-vented batteries are the older technology that require
regular routine maintenance, can release hydrogen gas on
charge, spill sulfuric acid, and need to be stored and used
in vertical orientation. The safety issues related to possible
gassing and spilling make the open design of lead-acid bat-
teries ill-suited for applications in closed spaces with people.
VRLA technology requires little to no maintenance due to
the very low loss of electrolyte, are safe for use in confined
spaces and can be used and stored in any orientation [99].

Lead-acid batteries are used in a wide range of applica-
tions. The most common of application is starting, light-
ing and ignition of internal combustion engines, including
automobiles, marine vessels, and aircraft, but also stationary
power (e.g. substation switching power, diesel generators).
This application takes advantage of the good performance
for high-rate discharge and float charge. Traction and propul-
sion of vehicles and vessels are another application, which
includes the use of lead-acid batteries as the primary power
source of vehicles, such as EVs, submarines, and industrial
trucks. Stationary applications include standby power such
as UPS, grid energy storage, communication utility backup
power, to name a few examples. Lead-acid batteries can also
be found in portable electronics and consumer products [84].

Overcharge leads to oxygen and hydrogen evolution and
the consequent loss of water. In open systems these gases
escape the battery while in VRLA designs minimize the
hydrogen evolution and promote recombination of oxygen
with the negative plate. Energy density is relatively low,
which limits its application in vehicles and portable devices,
areas where Li-ion systems have been prevalent recently [84].
Leaving lead-acid batteries in a discharged state can lead
to sulfation, which creates irreversible damage. Temperature
effects include reduced expected float life for temperatures
higher than 20◦C, reduced output capacity for temperatures
under 20◦C, and sensitivity of open circuit voltage of−3 mV
per ◦C per cell [99]. For standby power source applica-
tions where the battery has to operate over a large temper-
ature range, temperature compensation should be applied to
float current and charge. To make temperature compensa-
tion more effective, battery and charger should be kept at
the same temperature [100]. Lead-acid batteries are man-
aged using dedicated chargers and inverters that control the
charging sequence and the discharging limits. The typical
charging sequence include a bulk charging step (Constant
Current – CC), followed by an absorption step (Constant
Voltage – CV), followed by float charging that is required
to compensate for self-discharge. Lead-acid batteries used
with solar energy or in grid applications can require a more
complex control firmware, which could increase its vulner-
ability to attacks that, for example, can increase charging
voltage during CV or extend the CC charging portion and
cause gas generation. Prolonged periods of high float current
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can deplete the water in lead-acid batteries, leading to a
collapse in internal resistance that generates significance heat
and potentially fire. This compounding process is also called
thermal runaway but is entirely different from the process by
that name in Li-ion batteries.

D. AQUEOUS ALKALINE BATTERIES: ZINC MANGANESE
Rechargeable alkaline zinc–manganese oxide (ZnMnO2) bat-
teries utilize a zinc anode (positive terminal) and a man-
ganese dioxide (MnO2) cathode (negative terminal). These
batteries derive from primary cells that use a strongly basic
electrolyte like potassium hydroxide (KOH) introduced in
the 1950’s [87]. This alkaline primary ZnMnO2 chemistry
has been used in primary batteries used in portable electron-
ics for more than 3 decades. Efforts to design rechargeable
ZnMnO2 have met challenges with zinc dendrite forma-
tion and degradation of the MnO2 material after just a few
cycles [101]. The need for large, low-cost, safe energy stor-
age has prompted a renewed interest in the chemistry [102].
Furthermore, rechargeable ZnMnO2 are used as replacement
for lead-acid and alkaline batteries and consumer electronics
applications [84].

Several characteristics make alkaline ZnMnO2 batteries a
potential alternative to current grid-storage battery technolo-
gies [87]. These batteries have low cost, good capacity reten-
tion, good safety features, and no maintenance requirements
due to their sealed design. Zinc has low cost, it is not toxic, has
high theoretical capacity and low standard electrode poten-
tial. Furthermore, zinc metal is relatively stable in aqueous
electrolytes [87], [103].

Current commercially available rechargeable ZnMnO2 bat-
teries for grid storage have 100Wh/L of energy density and a
cycle life of up to 300 cycles [87]. To achieve extended cycle
life, however, it is necessary to limit significantly the depth-
of-discharge (DoD). Cyberattacks that induce high-current
rates and high DoD can decrease significantly the cycle life
of ZnMnO2 batteries. Alkaline batteries are charged using a
sequence of CC and CV steps driven by the voltage of the
battery. If the charging and voltage limits are exceeded, gas
generation can occur.

E. FLOW BATTERIES: VANADIUM REDOX
There are several types of aqueous batteries. They are not
subject to thermal runaways. However, side reactions that are
not significant when batteries operate within nominal voltage
and temperature ranges can lead to failure and safety issues
when the batteries are operated outside their normal range
of operations. In this section we discuss in more details the
safety risks associated with redox flow batteries.

Flow batteries use an electrolyte, ion-selective membrane
stack, and two large tanks. Electrolyte from each tank flow
through the membrane stack and exchanges ions with the
electrolyte flowing from the other tanks. Vanadium Redox
Flow batteries are the most common flow batteries in the
market. The electrolyte is strongly acidic and made by dis-
solving vanadium pentoxide in sulfuric acid. The battery

FIGURE 5. Vanadium flow redox battery [104].

string is made of several cells connected in series. Each cell
operates between 1 V and 1.6 V. Flow batteries are subject to
corrosion and gas evolution. At the top of charge (>1.6 V),
gas evolution becomes significant with H2 evolving from the
negative electrode and CO2 andO2 evolving from the positive
electrode. The release of these gases can create explosive con-
ditions. In addition, pump operation is important to prevent
self-discharge from shunt currents and keeping the battery
operational.

A cyberattack that disabled the BMS during charging can
lead to gas generation and explosions. An attack that disables
the pumps operation or tampers with their set point can render
the system unusable.

F. MOLTEN METAL: SODIUM-SULFUR
The development of NaS battery technology started in the
1960’s within the automobile industry. The first grid applica-
tions of the NaS batteries developed byNGK and Tokyo Elec-
tric Power Company (TEPCO) in Japan dates to 2002 [105].
The normal operating temperature regime of NaS cells during
discharge/charge cycles is in the range of 300 ◦C to 350 ◦C.
These batteries are used in stationary applications and in
heavy transportation vehicles. NaS batteries have been used
in grid energy storage products, and currently there are more
than 200 products and more than 600 MW/4.2 GWh [106].
Room temperature NaS batteries are a promising technol-
ogy but the research and development is still in an early
stage [107].

NaS batteries are unique as they use liquid electrodes and
a solid electrolyte. During discharge, the sodium (negative
electrode) is oxidized at the sodium/beta alumina interface,
forming Na+ ions. These ions migrate through the beta alu-
mina solid ceramic electrolyte and combine with sulfur that is
being reduced at the positive electrode to form sodium penta-
sulfide (Na2S5). The Na2S5 is immiscible with the remaining
sulfur, thus forming a two-phase liquid mixture.

The characteristics of NaS make them good candidates
for power grid applications. These batteries are potentially
low-cost systems, made from inexpensive rawmaterials, with
high cycle life, high round-trip efficiency, and high power
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FIGURE 6. Sodium-sulfur battery [108].

density. The cells’ enclosures are sealed, which makes them
insensitive to ambient conditions [84]. In spite of tempera-
ture increases during discharge, resistance heaters might be
necessary to maintain cell temperature above 290 ◦C dur-
ing standby [105]. The cells need to be well sealed or the
electrode material can ignite in contact with open air and
humidity. A cyberattack that disrupts the heating element of
the a NaS battery will render it unusable.

G. CHARGING AND DISCHARGING
Each type of cell requires specific charging protocols. For
example, the most commonly used method for charging a
Li-ion battery is the CC-CV [84], shown in Fig. 7. Starting
from a fully depleted cell, first the battery is charged with
constant current until it reaches the maximum operational
voltage of the cell. This stage is responsible for most of the
charge. As the voltage increases, the power drawn from the
charger also increases and reaches the peak at the end of
the constant current stage. After this point, the cell enters
constant voltage mode and the current starts decaying expo-
nentially as the cell recharges. The battery is considered com-
pletely charged when this current reaches a very low value.
Constant voltage mode usually takes a long time to complete.
Some manufacturers speed up the constant voltage charging
mode by slightly increasing the voltage in this mode. Since
the open-circuit voltage of many batteries is temperature-
dependent, care must be taken if the cell chemistry has low
overcharge tolerance.

In standby power source applications, lead-acid batteries
use two-step CV charging or charge compensation method.
In the two-step CV method, a CC stage is followed by
two CV stages, the first one having a higher voltage level
than the second. For instance, for a 6-cell VRLA lead-acid
battery, the first CV step could be set to 14.7 V and in
the second trickle charge CV step the voltage is kept at
13.7 V at 25 ◦C. The transition between both CV stages
occurs when the current falls below a certain threshold [100].
During float charge, the battery is constantly being charged,

FIGURE 7. Charging cycle of a battery cell.

thus maintaining full charge in spite of self-discharge [84],
[89]. The charge compensation method, also known as float
charge or trickle charge, following a CC and a CV steps,
the battery is disconnected from the load and a small current
is injected into the battery to compensate for self-discharge.
Lead-acid batteries used in applications where it is the main
power source and constant cycling is required, also use a
CV or CV-CC recharging cycle [100]. Zinc-manganese oxide
batteries can be minimized by the used of pulsed DC and
AC charging protocols [87]. The NaS batteries are charged
using a near CV protocol and require an initial formation step
that depends on the details of the NaS electrolyte composi-
tion. Despite any optimal or vendor-recommended charging
cycles, often practical charging and discharging cycles are
dictated by the application, so constant power (CP) cycles are
often used [105], [109], [110].

H. STATE-OF-CHARGE ESTIMATION
The SoC of a battery is defined as the fraction between the
remaining capacity in its maximum available capacity [111].
In the BMS, SoC is a key parameter that controls charging
and discharging cycles which determines the useful oper-
ational life of battery. An accurate estimation of SoC is
required for safety and effective charge management during
operation of BESS. Therefore, from a cyberphysical security
perspective, SoC estimation is important for mitigating risks
of damaging battery cells due to overcharge or overdischarge.
Furthermore, as shown in sections V-J3 and V-K, anomaly
detection cybersecurity-aware control methods utilize math-
ematical models of physical systems.

It is a very challenging task to estimate SoC due to non-
linear behavior of electrochemical properties of the batteries
based on internal operating conditions and external grid inter-
actions. Furthermore, key parameters of batteries are often
not known precisely and vary depending on environmental
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FIGURE 8. Depiction of charge reservoir model.

or operational conditions. Battery capacity and impedance
are affected by aging and are also temperature-dependent.
Battery operational conditions such as type of cycle profile
it operates under, including depth of discharge, tempera-
ture, charge and discharge rates are factors that contribute
to the speed of battery degradation [112]. Open-circuit volt-
age (OCV) is also dependent on temperature, which poses
additional challenges to parameter estimation.

Primary SoC estimation approaches can use Coulomb
counting, a method in which the SoC of a cell is estimated by
calculating the integral of the battery current [113]. In recent
papers, Xiong et al. [114] and Rosewater et al. [111] have
provided an extensive overview of the SoC models and dis-
cussed various advantages and disadvantages of each method
for a given application. These SoC models play a very crucial
role in implementing the optimal control strategies. Many
methods are available in the literature for estimation of the
SoC using battery models. Models that define capacity in
units of energy can be classified as energy reservoir models
(ERM), those which define in units of charge as charge
reservoir models (CRM), and those which define units of
concentration as concentration-based models. An example of
a charge reservoir model is shown in Fig. 8. In addition, the
thermal effects of heat generation in the batteries and heat
transmission to external enclosures on the battery models
must be taken into consideration. A succinct summary of the
all the important methods for the battery models is available
in [111].

The SoC estimation methods can be classified as direct
methods, in which the parameters of the models are deter-
mined using the physical relationships between the SoC and
the measured quantities such as voltage, current, and tem-
perature. In general, these methods are open loop in nature
and introduce significant errors in the estimation of the SoC.
Whereas in indirect methods, such as model-based estima-
tion algorithms minimize estimation errors by employing
high-fidelity battery models that capture the behavior of the
system under various operating conditions and applying var-
ious forms of state estimation techniques, such as extensions
of theKalman Filter (KF) for nonlinear dynamic systems. The
model-based methods have the capability to estimate in real
time and can integrate both electrical and thermal equations
in the estimation algorithms. Hence these algorithms attracted
the attention of many research investigators [115]. In addition
to direct and indirect methods, data-driven SoC estimation
methods are being investigated for battery systems in which

FIGURE 9. Example of second-order equivalent circuit model.

mathematical models are not available. These can be used for
prognostics of end-of-discharge time or run-time [116].

In the BMS, the model-based estimation algorithms have
become common for SoC and parameter estimation purposes.
The equivalent circuit models (ECMs) are being used for
capturing the dynamic behavior of the battery systems, due
to their simplicity and accuracy. These models are often used
to develop the model-based SoC estimation methods used
in commercial BMS [117]. The OCV of a battery cell is
represented as an SoC-dependent voltage source, sometimes
modeled using a nonlinear function or using a lookup table.
The phenomena of polarization of the cell due to passage
of current, double-layer capacitance due to accumulation of
charge carriers, and diffusion are represented by series resis-
tance and parallel resistor-capacitor (RC) circuits, a model
known as Randles cell [118]. Several pairs of RC circuits
can be connected in series to represent cell polarization.
The parameters of the cell might differ during charge and
discharge [118]. A depiction of a second-order ECM of a
Lithium-ion battery is shown in Fig. 9 [111].

ibat (t) = ic (t)− id (t)

ic (t) ≥ 0, id (t) ≥ 0 (1)
dv1 (t)
dt

=
−1
R1C1

v1 (t)+
1
C1
ibat (t) (2)

dv2 (t)
dt

=
−1
R2C2

v2 (t)+
1
C2
ibat (t) (3)

vbat (t) = voc (t)+ R0ibat (t)+ v1 (t)+ v2 (t) (4)

voc (t) = h (ς (t)) (5)
dς (t)
dt
=

1
Ccap

(
ηcic (t)−

id (t)
ηd

)
− ηsς (t) (6)

where

ibat is the electric current going into the battery,
ic is the charge current,
id is the discharge current,
ς is the battery SoC,
voc represents the battery OCV,
h(ς ) is the (nonlinear) function that maps SoC to OCV,
R0 is the series internal resistance,
v1,2 are voltage drops on equivalent RC circuits,
R1,2 are resistances of equivalent RC circuit parameters,
C1,2 are capacitances of equivalent RC circuit parameters,
Ccap is the battery capacity,
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ηc charging efficiency coefficient,
ηd discharging efficiency coefficient,
ηs self-discharging coefficient.
Due to uncertain battery parameters, noisy measure-

ments and errors introduced in simplifications employed to
obtain practical battery models, state estimation methods
are commonly applied to battery monitoring. Those include
KFs [119], Extended KFs (EKFs), Sigma-point KFs [120],
[121], Sliding Mode Observers [122], [123], among oth-
ers. A review on these methods is presented in [124].
SoC estimation becomes particularly challenging when bat-
teries approach end-of-life (EoL) and their parameters change
significantly from those of new batteries [125]. Common fea-
tures of aged batteries are capacity fade and increased inter-
nal impedance (power fade). To overcome these challenges,
authors have proposed joint state and parameter estimation
algorithms such Dual Extended Kalman Filter [125] and
Fuzzy Unscented Kalman Filters [126]. In spite of reduced
estimation errors when compared to EKF estimation, DEKF
has shown limitations in terms of observability of param-
eters. Joint estimation of states and parameters has also
been proposed for concentration-based models, which are
more detailed and complex battery models than ECMs and
CRMs [127]. Manufacturers of BMS systems, however, are
opaque when it comes to their SoC estimation algorithms.

I. STATE-OF-HEALTH AND DEGRADATION
The state-of-health (SoH) is typically used to quantify battery
degradation with respect to known or predefined EoL and
beginning-of-life (BoL) parameters. A common definition of
SoH is the ratio between current (degraded) battery energy
capacity and its BoL value [128], known as capacity fade.
Typically it is considered that batteries reach EoL when
they lose 20% of their BoL capacity. The use of batteries
beyond this limit is known as second life and is common
with repurposed EV batteries. Cyberattacks can be designed
to reduce battery life by leveraging cell degradation mech-
anisms, as internal temperature increase, for example. Early
battery degradation can harm the economic performance of
BESS by increasing the need for maintenance, increasing
the cost of cell replacement, or even reducing the life of
the BESS.

SoH based on energy capacity degradation can be mea-
sured directly by performing a full charging and discharging
cycle to estimate current battery capacity and then comparing
it to BoL and EoL capacities. A more general definition of
SoH, %, expands this concept to change in the state-of-life
(SoL) of any critical parameter, y (e.g. impedance, resistance,
round trip efficiency, number of cycles, etc.), with respect to
its BoL and the difference this parameter’s value in BoL and
EoL, as shown in (7) [111].

% = 1−

∣∣∣∣ yBoL − ySoLyBoL − yEoL

∣∣∣∣ (7)

Battery resistance monitoring is a feature of many
BMS, sometimes associated with capacity fade to estimate

SoH [129]. Battery internal resistance is an important param-
eter to monitor since it is known to increase when Li-ion bat-
teries are subject to overcharge [96]. This method, however,
might require interrupting battery normal operation so that
its resistance or impedance can be measured [130]. Measure-
ment of cell internal resistance might be done by observing
variation in cell voltage when a significant load (or charge)
is applied to a cell [129]. However, not all battery technolo-
gies exhibit a clear correlation between capacity fade and
impedance [128]. Cycle count is another simple method used
by some BMS manufacturers to estimate battery SoH [131].

Long term monitoring of battery strings using infrared
images and voltage measurements has been proposed as a
means of monitoring battery health and detect overcharged
batteries [132]. This method however, requires thermal imag-
ing of the batteries, which might be very hard to achieve
in commercial batteries assembled inside of compact mod-
ules. Model based approaches, such as [133], can be used to
track battery model parameter variations due to overcharge or
overdischarge conditions. These methods, however, require
precise knowledge of battery parameters, including possibly
EIS tests, to achieve good signature matching.

Sophisticated degradation methods include semi-empirical
approaches, which leverage rainflow cycle counting algo-
rithms and stress factor models [134]. This method includes
solid electrolyte interface (SEI) film formation, calendar
aging, temperature, SoC, time, and depth-of-discharge stress
factor models. This method, however, is intended for offline
applications, requires tuning of several parameters and does
not take into account other degradation factors. Researchers
have proposed a method using ensemble learning to estimate
SoH of batteries from the point of view of capacity and
power fade [135]. This method, however, requires applying
current pulses to batteries and are not dedicated for over-
charge detection. A data-drivenmethod based on an ensemble
learning method has been proposed for detecting overcharge
conditions on time-series battery cycling data [136].

J. SUMMARY OF BATTERY NEEDS
The management of a battery system includes, as discussed,
several components. As batteries are built out of cells in series
or parallel, the cells need to be kept balanced. A discussion
on cell balancing methods is found in Section IV-B3. The
cells need to be kept within a safe SoC. SoC estimation
has to consider environmental conditions (like temperature),
application conditions (like rate of discharge), and aging
that causes the available capacity (SoH) to decrease and
impedance to increase. Although these basic principles of
battery management apply to all types of batteries, in the
remainder of the document, the discussion with focus on the
security of the most prevalent technology, Li-ion.

IV. STRUCTURE OF BATTERY ENERGY STORAGE
SYSTEMS
In order to perform all of its functions, grid BESSs require
dedicated safety, security, controls, power conversion and
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FIGURE 10. Basic elements of a utility-scale BESS [137], [138].

communications subsystems. It is possible to group these
devices in four subsets: storagemodule, integration, PCS, and
energy management system (EMS) (see Fig. 10) The com-
plex architecture of BESS depends on requirements dictated
by several factors, including the battery technology, size of
system, and applications. These will be discussed in detail in
the next sections. A more detailed and functional list of the
typical components and functions of a small-sized battery-
based grid ESS is itemized below:
• Storage Module:

– Battery modules (or battery packs);
– Battery Management Systems (BMS);
– Gas Detection System;

• Integration:
– Environmental Control System (Heating, Ventila-

tion and Air-Conditioning System);
– Fire Suppression System (Fire Control System);
– Communications networking devices, including

network switches, routers, firewalls, and cables;
– Electrical disconnects, circuit breakers and relays;

• Power Conversion System (PCS);
• EMS:

– Energy Storage Management Systems (ESMS),
also known as Supervisory System Control;

– Human Machine Interface (HMI);
Consumer battery systems might have simpler architec-

tures, composed of battery cells, a BMS, a PCS and a control
unit (ESMS) [11]. On the other end of the spectrum, multi-
megawatt utility-scale BESS can have a much larger number
of devices, including dedicated stabilization control remote
terminal units (RTUs), local monitoring systems, networked
protection relays and fault recorders, video monitoring sys-
tems, power quality devices, to name a few [18].

From the point of view of information security, it is par-
ticularly important to understand how the pieces of equip-
ment that compose a BESS exchange information and the
networks involved in the communications. Fig. 11 shows a
diagram of a grid BESS. Large systems are typically mod-
ular, having several PCSs connected in parallel. Smaller
systems, such as BESS for home or small commercial and
industrial applications have much simpler layouts. For these

smaller systems, the functions of HMI, BMS and ESMS
can be implemented by the same device, typically without
Environmental Control and Fire Suppression Systems. These
systems exchange information among themselves and with
grid operators. Cybersecurity vulnerability can exist between
any endpoints of communication. The BESS components are
discussed in the following section.

A. ENERGY STORAGE MANAGEMENT SYSTEMS
Implementation of ESMS and BMSmight vary depending on
manufacturers. A single device might perform both functions
in small BESS, while for large-scale systems these functions
are implemented by multiple specialized building blocks.
ESMS are often implemented by embedded computers host-
ing web interfaces serving users and maintenance, as well as
providing communicationswith remote servers from vendors.
At each ESS, there is a local EMS, the ESMS, that interfaces
with the higher level management system and manages dif-
ferent ESS components including the PCS and the storage
devices [10].

Communication is essential for ESMSs to work. In a hier-
archical ESMS architecture, operating data need to be sent
from devices to local ESMS and then to central ESMS while
control commands go in the opposite direction. For example,
in the case of a BESS, the battery packs are managed by
a BMS that provides operating data such as the SoC, the
SoH, the battery cell temperature. These data together with
the operating data of the PCS are given to the ESMS and
the central EMS in order to calculate the charge or discharge
power at each time period, which then are passed to the PCS
as power commands. While delivering these required powers,
the PCS also interfaces with the BMS to ensure that none of
the battery limits are violated. Fundamental requirements for
a communication interface of an ESS can be found in exist-
ing standards such as IEC61850-7-420 and Modular Energy
Storage Architecture (MESA) (Fig. 12). However, current
standards often focus on the operational requirements of a
communication interface rather than the necessary cybersecu-
rity requirements. The lack of a cybersecurity layer in ESMS
can make the communications (between different ESSs and
subsystems within each ESS) vulnerable to cyberattacks.

1) ATTACKS ON ESMS
Within a BESS, ESMS are the most critical subsystem from
a cybersecurity standpoint. ESMS are often outward-facing
systems, often hosting web interfaces for local access, pro-
viding an interface between internal and external communi-
cation systems. Consequently the exposure of such systems
like ESMS of consumer BESS have exhibited vulnerabili-
ties and poorly implemented security measures (e.g. static
default passwords) or absence of basic access control mech-
anisms [11]. This is a source of great concern because ESMS
can monitor and control BESS’ subsystems such as PCS and
BMS. Furthermore, ESMS might manage remote firmware
updates and can be used to change BESS operational
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FIGURE 11. Example of communications between components of utility-scale BESS.

FIGURE 12. MESA communication basic structure [139].

constraints, which if improperly handled can lead to safety
concerns.

An attacker in control of a large enough fleet of grid
BESS could potentially create several power grid instability
scenarios, such as over and under-voltage events, or even
shift grid frequency [66]. Due to the similarity between
the structure of grid BESS and EV or HEV, it is possible
to draw parallels between many of the attacks documented
in the technical literature of EVs and BESS. Attacks on
EMS algorithms of HEV targeting battery health degrada-
tion and reduction of system energy efficiency have been
proposed [140]. The attack strategies for accelerating battery
degradation are based on long-term cyberattacks increasing
the battery throughput by manipulating parameters and sen-
sor data, while reduction of energy efficiency attacks have

the goal of increasing fuel and battery energy consumption.
The attack vectors are based on manipulating parameters and
signals within the EMS such as SoC, vehicle speed data,
and gear ratio. The attacks are constrained to maintaining
torque requirements from the driving cycle so the driver
cannot notice changes in utilization. A summary of attacks
applicable to ESMS found in the technical literature is found
in Table 3. Definitions of those attacks can be found in
Sections V-A1 and V-A2.

B. BATTERY MANAGEMENT SYSTEMS
BMS implement safety and sensing functions, which are
fundamental for BESS operation. Additionally, BMS mea-
sure cell and string voltages, string current, temperature, and
electrolyte ion concentration in flow batteries. Safe operation
of BESS requires thermal management of cells and mod-
ules, operation within voltage and current limits, detection
of faults, and battery shutdown. Other monitoring functions
include SoC and SoH estimation, run-time, among others.
BMS can also perform control functions such as cell charge
balancing circuits, open or close contactors and pre-charge
circuits, control of electrolyte flow rate in redox flow batter-
ies, and some BMS implementations include control of fans.
In large systems, many battery packs with individual BMS
are combined [128].

While BMS are designed to prevent batteries from oper-
ating in unsafe conditions, the protection mechanisms might
fail in some scenarios. Overcharge might occur due to battery
charger malfunction [147] or heterogeneous cell capacity,
impedance, or SoC in battery strings [132], [148], [149].
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TABLE 3. Summary of potential attacks on ESMS found in the literature.

FIGURE 13. Hardware functions found within battery management
systems [63].

Failure in protection electronics or in cell balancing circuits
might lead to failure in protection functions [147]. Because
many modern BMS and battery chargers are controllable
and parameterizable, a cyberattack can cause BMS malfunc-
tion, which can result in battery damage [150]. Furthermore,
fires caused by defects in battery cells cannot necessar-
ily be avoided by protection mechanisms implemented by
BMS [76].

1) BMS ARCHITECTURE
Some manufacturers adopt modular designs where BMS are
composed of two pieces of hardware: a primary device does
data processing, communications and controls, and a sec-
ondary device that contains data acquisition hardware for
voltage, current and temperature measurement as well as
cell balancing circuits [131], [151]. Isolating those devices
enables a more scalable and flexible design capable of sup-
porting several battery modules.

In order to enforce safety constraints and collect per-
formance data, the BMS must run protection, control, and
estimation algorithms in real time. Additionally, these sys-
tems often host HMI applications, such as web portals with
graphical interfaces for users. BMS are embedded systems
with limited memory and processing power with low energy
consumption requirements. All this computational burden
might place a constraint on fidelity of models and advanced
diagnostics.

Capabilities of BMS can be extended by utilizing cloud
technology and IoT communications, as shown in Fig. 14,

FIGURE 14. Overview of an IoT-enabled BESS with cloud-based
analytics [157].

where wireless BMS (WBMS) replace traditional wired tech-
nologies. One example is the application of the concept
of digital twin. A digital twin is a virtual representation,
or equivalent, of a physical product [152]. In BESS, digital
twins can be implemented by high-fidelity simulation models
of batteries, which would allow advanced monitoring and
diagnostics algorithms to run in servers using cloud technol-
ogy [153], [154]. Digital twins have been proposed to provide
anomaly detection, intrusion detection and online monitoring
of cyberphysical systems [155], [156]. These high-fidelity
models of physical and cyber systems can be applied in the
context of cyberphysical security as a means of detecting
anomalous or unexpected behavior of physical plants by com-
paring measurements and other data sources obtained from
real plants and signals collected from the digital twin.

As shown in Fig. 11, BMS need to communicate with
several other BESS devices. Some BMS communicate with,
or control, environmental control systems, including battery
module fans. Commonly there is one BMS per battery string
or per battery module. BMS might measure and balance
individual cell voltages or cells connected in parallel. Large
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systems can have dozens of battery strings connected in
parallel, therefore Internet Protocol-based (IP) networks are
a commonly used solution to connect all BMS to ESMS
and PCS. Since module, air or cell temperature are typically
measured by BMS, there is commonly a connection between
them and Environmental Control Systems. A second network
switch can be used to connect the ESMS to PCS, Service
Equipment, Power Meter, HMI, system historian, among
other subsystems.

2) SENSING AND PROTECTION
Usually BMS measure cell voltages, but some systems
include additional battery string voltagemeasurements. Some
BMS provide redundancy for each cell, with highly accurate
cell voltage measurements and comparator circuits intended
to flag violations of safe cell voltage operation ranges. Fault-
tolerant designs allow BMS to continue to monitor voltages
in all cells even if one of the voltage sensors fail. Granular
voltage measurement capabilities and redundancy can allow
BMS to identify damaged battery cells and defects in voltage
sensors [97].These voltage measurements are implemented
by dedicated integrated circuits that can be configurable to
work with any cell chemistry or dedicated to a given type of
battery cell [151].

Current sensing is typically performed on battery strings
or at the module level. Current sensors can be galvanically
connected or isolated. Galvanically connected technologies
include shunt resistors, typically placed in the low-voltage
side of the battery string to avoid high common-mode
voltages. Isolated current sensors include Hall, magneto-
resistive and flux-gate technologies that measure the mag-
netic field to obtain the DC current that circulates through the
battery string [151]. SoC is often estimated based on cell
voltage and current measurements (more on SoC estimation
in Section III-H)

Typically, temperature sensors are used to obtain cell
surface, battery pack, and battery module air temperature
using negative temperature coefficient, positive temperature
coefficient, or digital sensors [151]. Most commercial BMS
surveyed in this research are equipped with less tempera-
ture sensors than the number of cells they are intended to
monitor, which indicates that in practice the temperature of
most cells cannot be measured individually. Cell surface and
internal temperatures are very useful for early detection of
thermal runaway events [97]. Internal temperature sensing in
batteries is challenging due to the harsh environment, which
requires chemically and electrically inert materials, such as
fiber Bragg gratings [158].

Several BMS safety functions establish thresholds based
on temperature measurements as well as cell and string
voltages, current, and SoC. Cell and battery string opera-
tional limits are often programmable and their implementa-
tion is dependent on the equipment manufacturer. In general,
there are two types of constraints: operational constraints
and interrupt constraints. If normal operational constraints
are violated, BMS can issue alarms and send out warning

FIGURE 15. Current and voltage limits enforced by BMS [131].

messages to inform PCS controller and EMS. If the battery’s
interrupt constraints are violated, then the BMS can enter
a fault state and disconnect the battery string by actuating
circuit-breakers, contactors or solid-state relays. Pre-charging
circuits can also be controlled by a BMS to avoid inrush
currents when a battery string is connected to a DC bus
or PCS [118], [159]. It is common to derate the maximum
charge current (maximum discharge current) when a battery
is almost fully charged (discharged). A notional depiction of
the cell voltage and current limits enforced by the BMS is
shown in Fig. 15. For safety and reliability reasons, BMS
can also limit power or current during charge or discharge
modes based on temperature [129], [159], [160] and SoC
measurements [111], [129].

3) CELL BALANCING
Because battery capacity, internal resistance, cell temperature
and self-discharge rates are not always perfectly homoge-
neous among cells in the same string, the cells that have the
lower capacity in the string charge and discharge faster. BMSs
typically implement interrupt constraints or fault conditions
based on cell voltages, therefore if there is a cell that charges
or discharges much faster than the others it would trigger
such protections thus decreasing the overall usable capacity
of the battery string. Consequently, to avoid unnecessary
interruption of operation, BMS employ cell balancing meth-
ods. Passive cell balancing uses resistors to dissipate excess
energy of cells as heat. Active balancing schemes are capable
of transferring excess charge from overly charged cells to
cells with lower SoC using capacitive and inductive charge
pump circuits [149].

There are several strategies for cell balancing. Average
SoC cell balancing aims at keeping cell SoCs within a range
around the average SoC of the string. Excess charge of cells
that reach the upper limit of the SoC band is dissipated
or are transferred to the cells that are closer to the lower
limit of the band if the BMS is equipped with active bal-
ancing circuits. This method requires that the SoC of each
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cell is estimated. Similarly, the goal of voltage-based charge
equalization algorithms is to maintain uniform cell voltages
throughout the string [161]. Voltage-based charge balanc-
ing is not very effective for batteries that have a very flat
voltage profile. To minimize cell overequalization, balancing
strategies based on model-predictive control have also been
proposed [162]. Overequalization is undesirable because cell
balancing causes energy losses, which harm system energy
efficiency.

4) ATTACKS ON BMS
A cyberattack on a BMS can be designed to cause system
malfunction, disable battery protection mechanisms, or even
change parameters that set normal operational limits of bat-
tery cells (see Fig. 15) [150]. If protection mechanisms are
not engaged and the BMS fails to report its SoC, continued
operation can result in temporary or permanent battery dam-
age. Furthermore, some chemistries experience accelerated
capacity fade under higher depth and rate of discharge oper-
ation cycles [112]. The batteries are typically the most costly
part of a BESS and replacing them following an attack would
probably require several days or weeks depending on supply
chain conditions. A partial list of cyberattacks applicable to
BMS can be found in Table 4.

a: BATTERY EXHAUSTION ATTACKS
In battery-powered mobile devices, the concept of ‘‘sleep
deprivation torture’’ attack is a type of denial of service threat
where the threat actor forces the mobile device to constantly
process information, never allowing it to enter power-saving
(sleep) mode, ultimately leading to battery exhaustion [165].
For battery-powered vehicles such as EVs, UAVs, and AUVs,
this type of attack is especially harmful because it can lower
system range [63]. In EVs, an estimated 20% of battery
discharge can be obtained by operating vehicle systems such
as air conditioning, fans, power steering, and others [142].
In [166], several stealthy attack vectors targeting parked EVs
have been identified. Those include increasing current con-
sumption by frequently waking up ECUs, injecting controls
that increase battery consumption (e.g. direct or indirect acti-
vation of lights, repeatedly open and close door locks, change
the vehicle’s power mode).

In comparison to mobile devices, grid BESS have a
much larger battery capacity and often BESS are powered
by an auxiliary power source. A more effective version of
an attack designed to increase self-discharge of batteries
could include continuous operation of passive cell balancing
circuits.

b: DEEP DISCHARGE
Overdischarging Li-ion cells decomposes the SEI layer and
the dissolution of the copper from the current collector. Sub-
sequent copper deposition can lead to internal battery short
circuits and [167]. Internal cell short circuits can lead to total
battery failure.

c: OVERCHARGE
Lithium-ion battery overcharge can accelerate the degrada-
tion of a battery and, in extreme cases, lead to catastrophic
failure. Overcharging is discussed in Section III-I.

d: TEMPERATURE
Depending on the chemistry, the degradation of battery cells
present high sensitivity to ambient temperature. For instance,
it has been shown that LFP batteries degrade faster when
cycled at 35 ◦C than at 15 ◦C [112]. If compromised BMS
fail to manage cell or module temperature adequately, accel-
erated battery degradation can occur. A hypothetical attack
on automobiles cooling fans activated by Computer Area
Network (CAN) protocol messages and re-flashing BMS has
been proposed as a means to induce thermal runaway in
batteries [142], [164].

C. COMMUNICATIONS ARCHITECTURE OF
UTILITY-SCALE BESS
Utility-scale BESS are complex systems whose operation
depends on the communications of alarms, measurements,
control setpoints and other critical pieces of information
between several electronic devices, such as BMS, PCS,
ESMS, HMI, gas sensors, data historians, service equip-
ment and others. An example of how these subsystems are
connected and communicate is shown in Fig. 11. It is also
common to see topologies where BMS communicate directly
with PCS and fire suppression systems instead of relay-
ing commands first to the ESMS. Flow-batteries have dis-
tinct technology-specific topologies, control and monitoring
systems.

1) EXTERNAL COMMUNICATIONS
Utility-scale BESS typically provide grid services that require
two-way communications over a SCADA-type communica-
tions system that serves as an interface between the utility
application servers and control center with field devices and
substations. As highlighted in Section II-A, BESS applica-
tions require communications between the local ESMS with
power grid markets (e.g. arbitrage), power systems frequency
control systems (e.g. frequency regulation and other ancillary
services), or simply to take setpoint commands and report
system status (e.g. active status, available capacity, SoC,
other local measurements) to utility-owned DER manage-
ment systems or DER aggregators providing some central-
ized. As a consequence, BESS might interact with several
different systems that support the power grid. An illustration
of a privately-owned Smart Grid Communication System and
where BESS fit is shown in Fig. 16. In a broader context,
BESS can also be found within transmission systems [168],
power plants [169], [170] and microgrids, to name a few.

IEEE 1815 (also known as distributed networking
protocol 3.0, DNP3) and Modicon communication bus
(Modbus) are very commonly used for DER communica-
tions [172], both of which present security deficiencies.
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TABLE 4. Summary of potential attacks on BMS found in the literature.

FIGURE 16. BESS within Smart Grid communications infrastructure.
Adapted from [171].

IEEE 1547-2018, a standard covering specifications for
interoperability between electric utility operators and DERs
preconizes communications over Sunspec Modbus, DNP3
and IEEE 2030.5 IoT protocol [173]. DNP3 can utilize Trans-
port Layer Security (TLS) to secure DER communications
through cryptography (see Section V-F1), and provide access
control features (see Section V-I) following Role-Based
Access Control (RBAC) methods, but both are optional
features. The earlier versions of the Modbus protocol were
not built with native cybersecurity features, so legacy systems
might need to use bump-in-the-wire encryption devices2 to
provide confidentiality for Modbus messages. Later versions
of Modbus that supporting TCP/IP protocol can use TLS
encryption. IEEE 2030.5 (SEP2) also supports TLS 1.2 [5].
IEC 61850 is another standard commonly used for DER
communications.

Message Queue Telemetry Transport (MQTT) is a popular
IoT protocol designed for reduced bandwidth and applica-
tions. MQTT uses a publish-subscribe paradigm where a
broker manages distribution lists of messages to be sent and
received by the clients [174]. The application of MQTT for
BMS has been proposed in the literature [61], [62], [175],
but commercial IoT-based BMS systems are not yet available.
MQTT does not have built-in security features such as access

2Those are devices that can be inserted into the communication endpoints
of legacy systems to provide cybersecurity features such as encryption.

control, mutual authentication and control message secu-
rity [176]. As a consequence, the protocol allows malicious
subscribers to communicate with other devices [62], among
other security problems.

Because BESS are incorporated in many different configu-
rations and often require remote control and communications,
many of the smart grid communication security protocols can
be utilized. When smart devices are deployed in home area
networks (HANs), utilization of Zigbee and Z-wave protocols
may be employed [177]. BESS incorporated into neighbor-
hood area networks, BESS could be connected via IEEE
802.11,3 IEEE 802.15.44 or IEEE 802.165 [177]. In wide
area networks (WANs) it is possible to utilize industrial appli-
cations protocols including DNP3 and Modbus [177]. Most
recently there has been research into using the cognitive radio
protocol IEEE 802.22 which provides coverage when WAN
wireless resource availability is limited [178]. When battery
banks are controlled at the substation level, IEC 61850 is
used [44].

All of the above-mentioned protocols possess vulnera-
bilities. Modbus and DNP3 vulnerabilities are discussed
in [179], [180], and Zigbee, Z-Wave, IEC 61850 protocol
vulnerabilities are detailed in [181]. Specific communica-
tions security vulnerabilities for cognitive radio are described
in [182]–[184]. Modbus is one of the most heavily utilized
protocols within a WAN environment due to its ease of
use. Generally,Modbus communications are unencrypted and
unauthenticated when used across a WAN. In 1979 when
the protocol was originally developed, the overhead that
encryption imposed was a vital consideration with the limited
computational resources of the time [185]. Encryption and
authentication is now available on Modbus to enforce data
privacy and proper authentication. DNP3 version 3.0 will
work over IP and encapsulating encrypted data in Trans-
mission Control Protocol (TCP) or User Datagram Protocol
packets.

2) INTER-MODULE COMMUNICATIONS
Commonly used communications protocols found in com-
munications between BESS components and subsystems
include I2C, SPI, CAN Bus, Modbus, TCP/IP, Hyper-
text Transfer Protocol (HTTP), Hypertext Transfer Protocol

3Used in Wi-Fi [171].
4Defines the physical and medium access control layers of Zigbee [171].
5Used in WiMAX technology [171].
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Secure (HTTPS) and MESA [5], [118], [129], [131], [186].
I2C and SPI are used to communicate between chips within
the same printed circuit board or over short distances of up
to one meter, which makes SPI suitable for distributed BMS
architectures [118]. CAN, Modbus, and serial communica-
tions using RS-232, RS-485more robust communication pro-
tocols that are better suited for intermodule communications,
as BMS to PCS or BMS to ESMS. Other physical layer pro-
tocols include Universal Serial Bus (USB) and IEEE 802.11
(Wi-Fi). CAN is common communication interface in BMS
due to its wide use in the automotive industry for communica-
tions between electronic computing units (ECUs), including
EV’s BMS. Further, CAN offers robustness to electromag-
netic interference and allows near real-time performance.
DER can communicate with aggregators and utilities over
IEEE 1815, IEEE 2030.5 and IEC 61850 [5], [55], [173].
A list of communication protocols and standards found in
BESS is shown in Table 5.

Some of these communication protocols have been deemed
insecure. In [11], the authors have found that malicious actors
with local network access could adulterate parameters of
home BESS. Because of lack of authentication mechanisms
and access control, any node in a CAN bus can listen to all
messages sent in that network, which means that the confi-
dentiality of data is at risk especially since message encryp-
tion is not a common feature in CAN networks. Due to the
same reasons, any node, authentic or malicious, can also send
messages to all nodes in the same CAN bus, including replay
attacks [113]. Frame-injection attacks to CAN-based commu-
nications along with exploitation of security vulnerabilities
have been applied to remotely control a passenger car [141].
Even though frame analysis-based anti-threat systems such
as IPS and IDS could effectively stop these attacks, it is still
possible to exploit CAN fault confinement and error handling
vulnerabilities to perform an effective DoS attack if physical
access to OBD-II diagnostics port is obtained [145].

3) ATTACKS ON BESS COMMUNICATIONS
a: MAN-IN-THE-MIDDLE AND EAVESDROPPING
An attacker could exploit unsecured communications
between BESS components (e.g. CAN bus, HTTP, Modbus,
other plaintext messaging) to read their content or even
perform man-in-the-middle attacks (MITM). In this type
of attack, the threat actor has access to the communication
channel between sender and receiver, allowing the attacker
to intercept and read communication packets between them,
as well as deceptively craft packets to mimic a message to
any receiver. With this capability, an attacker is capable of
performing traffic analysis (or packet sniffing), steal critical
information or disrupt communications in the link or bus [62].
A security assessment of several models home BESS has
shown that most devices have inadequate encryption and
authentication procedures for communications over the inter-
net, which exposes these devices to eavesdropping or MITM
attacks [11].

b: DEVICE COMMUNICATIONS DENIAL-OF-SERVICE
Exploiting vulnerabilities in communication channels
(e.g CAN fault confinement and error handling [145]) can
lead to interruption in the communications between devices.
That can create a risky situation when warning or fault
messages have to be communicated by safety equipment
(e.g. BMS, gas sensors) and the system must respond by a
coordinated action between BESS devices.

c: BESS DENIAL-OF-SERVICE
Several BESS applications such as energy arbitrage, demand
response, or frequency regulation rely on communications
with external entities. Loss of communications between the
BESS and a power system balancing authority, for example,
would lead to loss of frequency regulation service.

d: COMMUNICATIONS DISTRIBUTED DENIAL OF SERVICE
BESS or any of its devices (e.g. BMS) implemented follow-
ing an IoT paradigm might be infected by malware to create
large-scale botnets used to perform distributed denial of ser-
vice (DDoS) attacks. An example of such is the 2016 Mirai
cyberattack [146].

D. POWER CONVERSION SYSTEMS
PCS condition and mediate bidirectional electric power flows
between BESS and the power grid. These devices transform
direct current (DC) power native to batteries to alternating
current (AC) used in the electric grid and vice-versa. This
type of DC-to-AC converter is known as an inverter. Grid
BESS inverters are bidirectional, with the DC side function-
ing as both as a battery charger and load to the battery. The
management of the PCS often requires two levels of control:
primary and secondary. The secondary control receives power
commands (e.g., real and reactive power) from the ESMS and
the energy storage states (e.g., SoC and temperature) from
the BMS and calculates the operating modes for the PCS
such as charge mode, discharge mode, and standby mode.
The primary control includes the module level controllers
that generate the drive signals for the power converters given
the operating modes, the power command references and the
state of the PCS.

1) POWER CONVERTER TOPOLOGY AND MODULATION
Power inverter manufacturers are not explicit with respect to
what power converter topology is used in their PCS. Often
these are patented or proprietary circuits designed to operate
in a reliable and efficient way, frequently regarded as a source
of competitive advantage. Many converters are marketed
as ‘‘true sine wave’’ or ‘‘modified sine wave’’, and their
commercial documentation states other key information such
as their power factor. Modified sine wave can be obtained
with low-frequency modulation techniques and can be imple-
mented with thyristors [190] or even with metal-oxide-
semiconductor field-effect transistors (MOSFETs) [191].
However, these topologies cannot provide high power
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TABLE 5. Security features of communication protocols used in BESS [173].

quality, therefore they cannot power sensitive loads. True
sine wave means that the voltage output of the converter
will have a waveform very close to a sinusoid [192], [193].
Consequently, the Total harmonic distortion should be low.
To achieve such, a high-switching frequency modulation
technique must be used, which can only be implemented with
some switches and power converter topologies.

A commonly applied technique for obtaining true sine
wave outputs is pulse-width modulation. However, many
techniques such as hysteresis, sine-triangle, third-harmonic
injection, space-vector modulation and delta modulation
exist [194]. Because of the diversity of converters and mod-
ulation techniques available (which are likely unique for
each inverter model), for power systems dynamic analysis
purposes, inverters are commonly modeled using modulation
and topology-agnostic equations [195].

Due to those requirements for power quality, most modern
power electronic converters within BESS utilize transistor-
based technologies. However, mentions to circuits that use
thyristors, such as three-phase fully controlled rectifiers
are found in the literature [196]. Another advantage of
transistor-based over thyristor-based inverters is the inde-
pendent control of active and reactive power, which allows
operation in all four quadrants under constraints such as
power factor, maximum and minimum real and reactive
power output and others (see Fig. 17) [13], [134]. There exist
a large number of power converter topologies implemented
with fast-switching transistors that can handle the task or
providing true sine waves. The most common is probably the
two-level three-phase bridge converter [194] using MOSFET
or insulated-gate bipolar transistor switches. Oftentimes this
converter is modeled as a Voltage Source Inverter, which
implies that a constant voltage, low-impedance source is
available. In addition, the peak AC voltage output of the
inverter is limited to half of the DC bus voltage [194].
This topology is considered low-cost, easy to control and
reliable due to its low complexity [197]. The application
of such converter to BESS can be supported by the use of
a bi-directional DC-DC converter acting either as a battery
charger or load in the DC side to regulate the battery and
DC link voltage [134], [198]. Similar structures having a
buck-boost converter and a two-level inverter can be found
for Hybrid Electric Vehicles [199].

FIGURE 17. Four-quadrant operation of inverters with apparent power
and power factor constraints.

2) VOLTAGE AND POWER CONTROL
APCS is implementedwith several layers of feedback control
loops whose goal is to ensure that all voltages, electrical
currents and power follow predefined setpoints. Additionally,
control algorithms determine how the PCS responds to distur-
bances like voltage and power frequency events. For exam-
ple, standards like IEEE 1547-2018 provide guidelines for
control loops such as volt/VAR (voltage-reactive power) con-
trol, frequency-power, voltage ride-through, operation under
islanding, and others [13].

The two most common operation modes of smart invert-
ers are grid-following and grid-forming. Power electronic
converters operating in grid-following mode calculate their
current setpoints based on voltage magnitude and frequency
measured from the grid. Active and reactive power setpoints
are typically defined based on the application and can either
be calculated locally or broadcasted from a hierarchically
superior controller. This is the most common mode of oper-
ation for small DERs that do not operate in islanded mode.
Grid-forming mode of operation requires an internal oscil-
lator so that the converter has a reference for the voltage
signal. Then, the inverter controls local voltage magnitude
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FIGURE 18. Control signals and main components of a generic two-stage
PCS. Adapted from [134], [195], [202].

and frequency by modulating its real and reactive power
outputs. This mode of operation allows inverters to function
in islanded mode (disconnected from an electric grid) [200]
and is necessary in BESS applications such as black start and
backup power. The inverters of large DERs typically operate
in grid-forming mode.

A high-level depiction of the control loops, setpoints
and sensors of a two-stage PCS is shown in Fig. 18. Grid
frequency estimation is typically done using phase-locked
loops (PLLs), but other methods such as those based on the
KF [201] are also used. Most of the control loops of
the PCS are local controls whose objective is to ensure that
the power converters follow voltage and power setpoints and
can be interconnected successfully with the grid. Several
BESS applications, such as some BTM uses, volt/VAr con-
trol, frequency-power and backup power, do not necessarily
require communications with a remote entity, such as an
Advanced Distribution Management System.

For instance, volt/VAr (Fig. 19) local droop controls exe-
cuted by grid following smart inverters within BESS or any
other DER can be described by (8). These functions allow
decentralized sharing of control efforts necessary to maintain
voltage magnitude within normal operating range.

q =



qmax, v < V1
qmax −

qmax

V2 − V1
(v− V1) , V1 ≤ v ≤ V2

0, V2 ≤ v ≤ V3
qmin

V4 − V3
(v− V3) , V3 ≤ v ≤ V4

qmin, v > V4,

(8)

where v is the voltage measured by the PCS, V1 < V2 ≤
V3 < V4 are voltage parameters, and qmax and qmin are the
upper and lower reactive power injection capacity of a PCS.

When integrated with power systems operations, BESS
must be equipped with two-way communications. For
instance, frequency regulation applications require that the
BESS reports several pieces of information including injected
power, its capacity, which might be dynamic due to SoC
constraints, and other information while responding to
control commands that update real power injection set-
points. For effective integration to the Automatic Generation

FIGURE 19. Voltage-reactive power (or volt/VAr) power characteristic.
Adapted from [13].

Control (AGC) closed-loop control system that includes fre-
quency regulation, all assets must respond almost instanta-
neously to the fast-changing control commands broadcasted
every 2 to 4 seconds [203]. Some microgrids using hierarchi-
cal control schemes might also have secondary control loops
that require communications between a central microgrid
controller and DERs [200].

3) ATTACKS ON PCS
Just like other CPS, PCS are subject to DoS, data replay, and
data deception attacks (e.g. FDIA) [204]. These attacks can
target sensor data, state estimators or observers, and control
signals or systems [64]. A list of PCS attacks is shown in
Table 6. Older inverter technologies that use insecure Hall
sensors are vulnerable to electromagnetic spoofing attacks
capable of disrupting their operation [163]. A cyberattack
capable of compromising ESMS or PCS control parameters
or signals can have a severe impact on the power grid. Incor-
rect design or tuning of PLL parameters can lead to harmonic
resonance or even instability [205], [206]. Incorrect setting of
inverter control parameters and communications delays can
also lead to undesirable operation of DER and power system
instability [54], [207], [208].

Attacks to current setpoints of inverters within EV power-
trains can cause large torque variations, which could cause
mechanical vibrations and vehicle instability. Additionally,
a similar attack could overload a power converter causing
premature failure [64]. Similar attacks in BESS PCS could
harm grid power quality and accelerate battery degradation
through high ripple currents.

In [143], droop and inertial response controls have
reduced the frequency deviation induced by an FDIA on
a BESS of an emulated microgrid. A method based on
control of fast-responding ESS and power system state
estimation-based bad data processing has been proposed
to mitigate the effects of FDIA in grid voltage measure-
ments [209]. Attacks to volt/VAR [54] and volt/Watt [144]
controls of smart inverters have shown that malicious actors
capable of changing parameters of those devices can cause
voltage deviations in PDS to outside of normal levels, which
can potentially damage power system equipment or loads.

In addition to methods based purely on IT cybersecurity
techniques to protect from attacks, many researchers have
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proposed feedback control methods to mitigate the effects
of maliciously designed controllers or control signals. It has
been discussed that if a subset of DER are compromised
and can be remotely controlled by the malicious actor, it is
possible to create grid disruptions that range from local power
quality issues to large-scale power outages. A reinforcement
learning-based DER control method for mitigating effects
of a cyberattack on a subset of grid DER has been pro-
posed [210]. This technique should enable each individual
uncompromised smart inverters to adjust their voltage control
loop gains to neutralize cyberattacks targeting the voltage
stability of power grids.

E. GAS AND FIRE PROTECTION
Grid-scale BESS are often equipped with gas sensors and
fire protection equipment, which are typically absent of small
battery systems. Gas sensors provide signals that allow fast
and clear detection of thermal runaway events [211]. The
composition of gases expelled by cells depend on several fac-
tors, including their chemistry and mode of operation. Li-ion
batteries can generate gases during normal operation [212].
Cost-effective gas sensors are typically sensitive to a narrow
spectrum of molecules, therefore the choice of gas sensors
must be informed by understanding the failure mechanisms
of each battery technology. For instance, an experiment using
a commercial LFP cell has shown that in early stages of
battery overcharge, vented gasses are rich in dimethyl carbon-
ate,ethyl methyl carbonate, methane, carbon monoxide and
carbon dioxide, while other gases like ethylene and hydrogen
fluoride acid appear later in the process [213]. Practical gas
sensing mechanisms can communicate with ESMS and other
systems through common industrial communications proto-
cols (e.g. Modbus) to send warning messages.

BESS have multiple levels of protection against fire. The
design of battery cells, modules and enclosure play a role
in mitigation of fire hazards. The materials of battery elec-
trolyte, anode, and cathode can be chosen and engineered
for improved thermal stability. Cells can be built with safety
features such as pressure relief vents, current interrupts, and
positive temperature coefficient devices that can shutdown
the cell if abnormal conditions are detected, avoiding cell
overheating and damage. Thermal management systems pre-
vent incidents by maintaining optimal battery pack tempera-
tures. Battery enclosures must be built to resist high temper-
atures and equipped with fire suppression and pressure relief
mechanisms. Fire systems must not only extinguish fires but,
more importantly, cool battery cells to avoid re-ignition [212],
[214]. The fire suppressants most recommended by battery
manufacturers are water, carbon dioxide, and chemical or dry
powder [215].

V. SYSTEM-LEVEL CYBERSECURITY OF GRID BESS
In previous sections all major subsystems of BESS were
presented and possible vulnerabilities and examples of cyber-
attacks were listed. However, vulnerabilities might exist
across multiple subsystems or stem from the integration of

subsystems, therefore it is necessary to employ methods like
threat analysis to obtain an holistic analysis of risk. This
section discusses how BESS can be made secure. Several of
these systems contain microprocessors and are connected to
external networks. Therefore, one or more of the components
can be subject to the same vulnerability. The section sum-
marizes vulnerabilities, prevention, and remediation for each
component considering both physical and cyberattack points.
This section starts with an introduction of key concepts cover-
ing cybersecurity of CPS. Then, a discussion on risk analysis
starts by a presentation of techniques used for threat assess-
ment and the enumeration of entry points common to BESS.
The remaining of the section is dedicated to the discussion of
several classes of methods and practices aimed at improving
cybersecurity posture of grid BESS.

A. CYBERSECURITY OF CYBERPHYSICAL SYSTEMS
The fundamental objectives of information security are to
guarantee the confidentiality, integrity, and availability of
information, commonly referred to as the ‘‘CIA triad’’.
A fourth concept found in the literature is non-repudiation,
which is the requirement to accept data when the communica-
tion is authorized or legitimate. The concept of confidentiality
implies that the content of a given piece of information can
only be known by authorized parties. Mechanisms such as
access control policies and encryption are common ways of
enforcing confidentiality. Integrity of information is related to
the authenticity of data and its origin, meaning that neither the
content of a given message nor its source can be inadvertently
or intentionally altered in an unauthorizedmanner. Preventing
information integrity violation can be done by employing
sound authentication and access control methods, for exam-
ple. Hashing and verification bits are common processes
employed for verifying data integrity. Availability is related
to the capability to use resources or having access to informa-
tion. Uptimemetrics of a system can be impacted by hardware
failures and software bugs, so availability can be improved
by, for instance, the use of redundant systems, failover mech-
anisms, data backups, and system monitoring [216].

The cybersecurity of ICS is a relatively new concept when
compared to mature areas such as computer and communi-
cation systems [33]. One major difference between IT and
OT systems is the distinct priority between the three security
objectives. OT systems typically prioritize availability. For
instance, the metrics for assessing reliability of power sys-
tems are directly related with continuity of service, such as
system average interruption frequency, system average dura-
tion, consumer average interruption duration indices (SAIFI,
SAIDI, and CAIDI, respectively). On the other hand, IT sys-
tems have higher tolerance to downtime, but breaches in data
integrity and confidentiality are unacceptable [38].

1) DEFINITIONS OF CYBERATTACKS ON CYBERPHYSICAL
SYSTEMS
In general terms, cyberattacks are defined as a sequence of
actions that generate a violation of security. Those violations
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TABLE 6. Summary of potential attacks on PCS found in the literature.

can be intentional or unintentional, as well as perpetrated by
persons from within (i.e. insider threat) or from outside of the
organization. Vulnerabilities stem from failures in the imple-
mentation of procedures, technology, or management of secu-
rity controls in computer systems. Cyberattacks stem from
the exploitation of vulnerabilities by malicious actors [216].
A vulnerability is called zero-day if it is unknown or if it has
not yet been fixed. A zero-day attack is a cyberattack that
exploits a zero-day vulnerability. Attack vectors describe the
means used by an attacker to access the target system [217].

The literature on CPS security often classifies cyberat-
tacks in three broad categories: DoS, data replay, and data
deception [59], [204]. The goal of DoS attacks is to harm the
availability and non-repudiation of data or system resources,
such as interrupting a communication link, or disabling any
other CPS device. A variation of this attack is called DDoS
when data packets come from multiple sources. Repetition
or delay of data is used in replay attacks, which target
the integrity of data. Replay attacks can be launched with
no detailed knowledge of the system they target and they
might be successful applied to communications using encryp-
tion protocols that are not equipped with adequate security
features [59], [216].

Finally, deception attacks, which includes FDIA, are those
in which an attacker crafts false data signals to deceive its
target system. Stealthy FDIA typically require knowledge
of the target system to avoid detection. The literature on
computer security places deception attacks within the class
of modification attacks.Man-in-the-middle (MITM) is a type
of modification attack in which a malicious actor intercept
messages from a sender and modifies their content before
forwarding them to the receiver [216]. Attacks that violate
integrity of the data by changing setpoints of the control
systems of CPS and by tampering with algorithm code also
fit within the definition of modification attacks. Attackers can
craft communications packets and send them to receivers,
a practice known as packet injection, to implement some
types of cyberattacks, such as MITM and DoS. Modification
attacks targeting widely used software or libraries can be
used to perform supply chain attacks, where, for instance,
a vulnerability is introduced to a given library used to develop
software.

2) DEFINITIONS OF OTHER CYBERTHREATS
In addition to the previously mentioned class of attacks appli-
cable to CPS, other attacks more commonly mentioned in

the broader cybersecurity literature are worth of mention.
Eavesdropping attacks target the confidentiality of data by
unauthorized interception of data, including accessing files
in a system and listening to communications. Spoofing or
masquerading attacks occur when a malicious actor violates
the integrity of the source of information, impersonating
another entity [216]. This includes attacks where the mali-
cious actor uses stolen credentials to obtain remote access to
a computer system. Remote code execution, or arbitrary code
execution, vulnerabilities allow a malicious actor to run any
commands or code in the target system [11]. False update
attacks occur when an attacker tampers with a legitimate
software or firmware update, or when an unauthorized system
update is issued by the malicious actor. This type of attack is
complex and is composed of several violations of integrity
of code and source of data. Side-channel attacks leverage
pieces of information from a system that an attacker can
have access to and that can be used to extract confidential
information. Power consumption and program execution time
are examples of side channels that an attack can observe
to, for example, infer cryptographic keys [217]. Watering
hole is a type of attack in which threat actors observe the
websites regularly accessed by their target and infects them
with malware, which will eventually infect the target system.

Cyberattacks or some of their steps can be performed
autonomously by computer programs. Malware is a set
of computer instructions that can cause computer security
violations. Because they are run by an authorized entity,
access control methods cannot avoid their execution [216].
A backdoor is a hidden feature of a computer program that
allows bypassing common authentication or encryption pro-
cedures [217]. Backdoors are often used to obtaining unau-
thorized remote access to computers. A Trojan horse is a
type of malware that has a covert purpose unknown by the
user [216]. Similarly, a hardware Trojan horse is a piece of
hardware that performs functions that are secret to the user.
Software and hardware implementations of Trojan Horses
can be used to perform eavesdropping or to implement back
doors, for example. A computer virus is a Trojan horse that
is capable of making copies of itself and inserting those in
other files. A ransomware is a malware that locks computer
systems until a ransom is paid to the attack perpetrators [216].

Very often, the weakest link in the cybersecurity chain is
human. Social engineering methods aim at using deception
strategies in order to extract valuable information necessary
to carry out a cyberattack campaign. Phishing is a specific
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type of spoofing attack, where the attacker impersonates
an entity, such as a website, in order to obtain unautho-
rized access to sensitive information such as passwords.
A spearphishing attack is a phishing attack targeted at a
specific victim [216].

3) CYBERSECURITY RISKS
Securing any given system requires allocation of capital and
human resources, which puts cybersecurity in competition
for funds with other activities within an organization. Priori-
tization resource allocation requires assessing risks and the
criticality of assets. Security risks are typically quantified
as the product of the consequence of a given contingency
and the probability of is occurrence. This definition is well
suited for system failure causes that are random, but there is
discussion as if it is a good representation of scenarios where
risks are driven by adversarial action, such as cybersecurity.
For instance, FERC order 706 that mandated cybersecurity
standards to be adopted to the bulk power grid notes that
risk-based assessment methodologies should be used but due
to insufficient data on cyber incidents, frequency cannot be
determined and it should be assumed that an event will
happen. Therefore risk assessment should focus more on
consequences of a cyberattack, not on the likelihood of its
occurrence [218]. Based on this definition, the classification
of a BESS asset in terms of its application (Section II-A)
and size (Section II-B), as well as the safety risks it poses
(Section III) become valuable tools for risk assessment.

4) CYBERATTACK STRATEGIES
Untargeted cyberattacks try to reach as many targets as pos-
sible expecting to exploit vulnerabilities that are expected to
exist in several systems. Common attack methods include
phishing, waterholing, ransomware, and scanning [219]. Tar-
geted cyberattacks are more complex endeavors that focus
on a given entity. Those typically require a preparation
step that can take several months [219]. The Cyber Kill
Chain is a framework used for describing the steps of tar-
geted cyberattacks that is based on the military concept of
kill chains [220]. This framework was initially developed
for modeling advanced persistent threats (APTs), which are
highly capable adversaries that can conduct multi-year intru-
sion campaigns targeting valuable sensitive information. This
framework defines seven steps for a cyberattack:

1) Reconnaissance: The attack campaign starts by iden-
tification and selection of the targets. For instance,
threat actors can gather intelligence by exploring public
information on the internet to find a suitable vulnerable
target.

2) Weaponization: The second step is to use information
obtained in the reconnaissance step to developmeans to
perform a system intrusion. Thosemight include infect-
ing a file (the ‘‘payload’’) with a Trojan horse enabling
remote access to the victim’s computer system.

3) Delivery: In this phase the malware developed in the
previous step is transmitted to the targets. For instance,
a spearphishing campaign can be crafted to deliver the
infected files to potential targets as email attachments.
Additional means of spreading the malware include
watering hole websites, and USB drives. It is also pos-
sible that a hacker can gain access to an organization’s
system by exploiting vulnerabilities in internet-facing
websites.

4) Exploitation: After the victim receives the malware
or enters the watering hole website, the attacker can
start to get remote access to the target’s computer
system or receives sensitive information such as user-
names and passwords. Malicious code might run by
exploiting known system vulnerabilities or by leverag-
ing auto-execution features of the host operating sys-
tem. The malware can may inform the intruder that it
has been successfully run in the target system and begin
system and network recognition tasks.

5) Installation: After getting a foothold in the target’s
system, the attacker moves on to securing access by
installing a backdoor allowing persistent access. In this
step system modifications including disabling network
defenses can be made. The malicious actor can also
use control over systems or stolen credentials or create
administrator accounts in the network to consolidate its
presence.

6) Command and control: In this step the attacker is
capable of fully controlling the target’s system, can
impersonate users in the network. The attacker can
establish a command and control channel to issue com-
mands manually to the target system.

7) Actions on Objectives: After completing the previ-
ous six stages the attacker can accomplish their goals.
Those can include stealing confidential information,
disrupting the company’s operations, locking users out
or encrypting data to demand ransom, or even use
the compromised target system as a starting point to
progress towards other systems. If a malicious actor
gains access to ICS networks and engineering stations,
they can disable system protections and alarms, halt
physical processes, change setpoints, reprogram pro-
grammable logic controllers (PLCs), to name a few
examples.

Following a successful attackmalicious actors typically act
to remove evidence of their presence, such as deleting logs
and any information used to investigate the attack, including
protecting their identity and exploits. Backdoors can be left
in place to facilitate new intrusions.

B. THREAT MODELING AND RISK ASSESSMENT
Threat modeling is a part of product design cycle intended to
understand its threat environment and defend against poten-
tial attacks [221]. Threat modeling is a useful tool for under-
standing security requirements, design secure products from
the development stage, and to address current security flaws
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of systems in a structured and formal way. The process of
threat modeling can be divided in four steps [222]:

1) Model system;
2) Find threats;
3) Address threats;
4) Validate.

Cyberthreat analysis of BESS has been the subject of some
research [11], [63]. Additionally, the technical literature pro-
vides examples of vulnerability assessments in related areas
such as UAVs [223], and electric drive systems [224].

1) THREAT MODELING METHODS
Threat models are typically classified as graphical or for-
mal [225]. Graphical methods rely on tables and graphs,
such as attack trees and fault trees, to model threats. Formal
methods are based on mathematical models of threats. A very
popular threat modeling framework is STRIDE (spoofing,
tampering, repudiation, information disclosure, denial of ser-
vice, and elevation of privilege) [226].

Another leading security assessment methodology is the
Information Design Assurance Red Team (IDART) [227] is a
NIST-recognized method in SP800-115, Technical Guide to
Information Security Testing. The IDART methodology is a
guide for conducting threat assessments with the goal of guid-
ing system stakeholders in reducing the attack surface and
implementing mitigations within their systems. One major
goal of the IDART methodology is presenting an adversarial
perspective to the vulnerabilities in their system.

The IDART process includes creating a plan for
accomplishing the assessment, collecting the data from the
stakeholders to best identify critical system components
and potential consequences. A threat model that captures
potential attack scenarios is developed in the characterization
stage. Using the threat models as a guide, various network
and host-based penetration testing and vulnerability scanning
tools are used to collect system data during reconnaissance,
vulnerability scanning and penetration testing activities. Pen-
etration and vulnerability scanning data is analyzed and
summarized in a report along with mitigation strategies and
risk-based choices where risk tolerance, attack difficulty and
relative consequences are carefully considered.

Another well recognized threat modeling and assess-
ment methodology is the National Security Agency (NSA)
Information Security (INFOSEC) Assessment Methodology
(IAM) [228] which is coupled with the NSA INFOSEC Eval-
uation Methodology (IEM) [229]. The IAM’s goal is to help
the system stakeholders improve their INFOSECposture. The
first step in the IAM is the pre-assessment step which entails
gathering information on the stakeholder’s organization and
environment including key staff members, mission statement,
requirement and constraints. In this phase critical informa-
tion assets and information systems of the organization are
discussed. Next, on-site activities where the systems reside
are conducted and include understanding the security poli-
cies, procedures and the formation of information criticality

matrices, listing of impact attributes of the systems under
analysis. In the post-assessment phase of the IAM, the find-
ings of the pre-assessment and on-site visits are documented,
and considerations are made for the IEM phase are made.
In the IEM, a technical evaluation plan (TEP) is formulated
which includes the technical steps based on the IAM critical-
ity matrices and impact attributes. During the on-site evalua-
tion phase, the TEP is used as a guide while various network,
host-based penetration testing and vulnerability scanning
tools are used to collect system data during reconnaissance,
vulnerability scanning and penetration testing activities. The
final phase of the IEM is the post-evaluation phase which
entails drafting a report with the findings gathered during
the on-site evaluation phase. In the final report mitigation
strategies and risk-based choices based on the IAM criticality
matrices are carefully considered.

To understand the threats and risks, it is necessary to have
a good knowledge of communications architecture, entry
points, vulnerabilities and critical information an attacker
might want to access or damage it might want to cause. Risk
analysis can be performed based on component models [223].

C. BESS REMOTE ATTACK SURFACE
One of the biggest sources of concern with respect to cyber-
security of DERs and the power grid are massive coordinated
attacks operated remotely [15]. A successful attack would
require exploiting the attack surface of DER and gaining a
foothold in their ICS network or by accessing remote con-
trol systems, such as a utility SCADA or DER management
system (DERMS), or aggregator control network. Security of
enterprise SCADA and enterprise IT systems is critical and
could be subject to regional regulations (see Section VI) but
is out of the scope of this paper.

An entry point is any device that would allow an attacker
located remotely to communicate with the system. Detailed
threat models of BESS were not found in the literature, but
closely related systems dedicated for end-consumers such as
electric vehicles have numerous wireless connection methods
such as Bluetooth, Wi-Fi, cellphone data and others [150],
which create a large attack surface. The entry points of BESS
can be limited through many protection layers, including
physical security, and by policies limiting the communica-
tions capabilities of such devices. In a typical BESS, it is
common to find the following entry points:
• Service equipment;
• Local Area Network (LAN);
• Meter;
• WiFi or Bluetooth-connected devices;
• Vendor cloud service or server;
• Software and firmware upgrades;
• Public-Facing Infrastructure (e.g. web portals);
• Remote access technologies (e.g Virtual Private Net-
work (VPN), Virtual Network Computing (VNC)).

Intrusion into ICS networks through internet connections
have been reported [230]. Lack of authentication for access-
ing internet connected PLCs is a security flaw commonly
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found in ICS [21]. Threat actors operating in the ICS domain
have historically targeted remote access technologies such as
Remote Desktop Protocol and VPN. VPN is often used by
vendors and system integrators to access OT networks and,
if compromised, can allow hard-to-detect adversary access
into operation environments [230]. Remote connection capa-
bilities are commonly used to monitor the OT assets, per-
form software updates, or perform maintenance [172], [231].
Complex systems like large power plants are often supported
by multiple equipment manufacturers and other specialized
service providers that may access the ICS network to monitor
or remotely control devices, which multiplies the risk of
exploitation in vulnerabilities present in remote connection
systems. If these remote connection capabilities are compro-
mised, the OT network might be exposed to cyberphysical
attacks capable of disabling or damaging the plant.

Human online activity is another major point of attacks.
For instance watering hole attacks have been used to har-
vest credentials, later used to exploit vulnerabilities in Win-
dows Servers, such as ZeroLogon [230], [232]. Spearphishing
attacks have been used as a common way for accessing IT
networks and then advancing into OT systems [21].

A penetration test applied to several home BESS has
found multiple vulnerabilities and several examples of lack
of implementation of standard cybersecurity controls [11].
The researchers identified missing or weak access control
mechanisms allowing remote access to BESS local web
portals over LAN, as well as connection to internet-hosted
web portals. Inadequate authentication practices including
static (immutable) passwords, standard passwords, or com-
plete lack of authentication allowed device access and remote
code execution from local networks. Flaws in the protection
of data-in-flight privacy were identified, with some devices
lacking adequate encryption and authentication of messages
transmitted over the internet to remote vendor servers, which
could allowMITM attacks. Update practices were also found
inadequate from a security point of view, without digital sig-
natures or other integrity controls, possibly allowing attack-
ers to inject manipulated system updates. Poor manufacturer
web portal implementation allowed connection between any
BESS from the same manufacturer though standard pass-
words used for accessing VNC server and access to expert
mode, which is a type of privilege elevation. This attack could
allow a malicious actor to perform emergency shutdown of a
BESS, manipulate operational limits and modes of operation.
Deployment of ransomware is also a common type of attack
from threat actors seeking financial benefits.

D. PHYSICAL SECURITY
Restricting physical access to BESS is very important from
a cybersecurity standpoint of both large and small BESS.
An attacker with physical access to a system or facility
can steal devices, recover discarded devices, connect spy or
hacking devices (e.g. plug key loggers or other devices to
USB and debug ports), physically destroy system compo-
nents [217], access removable data storage, perform physical

connection to restricted computer networks, or circumvent IT
cybersecurity controls. The main goals of physical security
controls are to detect threats (e.g. motion sensors, cameras),
control access (e.g. gates, fences, locks, badge readers), delay
action of threat actors (e.g. vehicle barriers), and responding
to threats (e.g. security personnel, law enforcement) [55].

For IoT devices, some of the recommendations include
protection to access and availability of physical medium of
data storage. Those include: applying encryption to data-
at-rest, guarding against removal of data storage physi-
cal medium; ensuring external ports cannot be used to
maliciously access the device; designing devices that are
tamper-proof or cannot be easily disassembled; disabling
or physically removing any external ports that are not
required for the product to function; enabling limiting roles
of users [233].

In utility-scale modular systems, it is likely that there
will be electrical connections and communications wires
in between modules, which are typically buried. Therefore,
physically damaging or having physical access to any of
the components shown in Fig. 11 would require an inside
actor [234], breaching physical barriers such as chain link
fences or gates. For all components physically inside of a
BESS, an external malicious actor would additionally have
to defeat door locks to access them. Other physical threats
to BESS are out of the scope of this paper, and discussions
regarding various attacks using vehicles, firearms, etc., will
be omitted.

The communications architecture of BESS depicted in
Fig. 11 shows two network switches physically inside of the
system. For commercial or utility-scale systems, it is safe to
assume that physically accessing them or any other service
ports in any of the devices listed would require an inside actor
or defeating at least two physical layers or protection: module
door locks and site fences or gates. Additionally, an attacker
would have to escape detection by security cameras and
other alarm sensors to avoid confrontation with security and
law enforcement [55]. Furthermore, if any of these networks
have a wireless implementation such as Wi-Fi or Bluetooth
(piconet), connecting to or eavesdropping into these networks
could be performed from a short distance.

Protecting communication assets such as cables, switches
and other devices from inadvertent and intentional dam-
age reduces the risk of losing data availability caused by a
physically-induced failure in communications, such as dis-
connecting a cable or asset theft. Insufficient physical access
controls can also allow malicious actors to alter system set-
tings through an unprotected HMI, manipulate system cal-
ibration or damaging equipment [172]. Furthermore, very
often DER communicates do not encrypt data, which might
allow a malicious actor wiretapping a physical communi-
cations device to access the data being transmitted [173].
Unprotected local networks can be an effective attack vec-
tor for malicious actors targeting home BESS, therefore in
some cases physical security might be the only protection
of systems with improper access controls or measures for
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TABLE 7. Summary of potential attacks on batteries found in the
literature.

protecting privacy and integrity of data [11]. It has been
shown recently that given enough physical access to devices
and software, cryptographic keys can be extracted from
mobile payment systems and Digital Rights Management
devices, which can harm security of data-in-flight [235].

E. SUPPLY CHAIN ATTACKS AGAINST BATTERIES
Counterfeit devices supplied to BESS can lead to sev-
eral security problems. Counterfeiters can resell rebranded
(or rewrapped) degraded battery cells [76] or knockoff bat-
teries that do not have protection circuits [236]. Counterfeit
items can go over carefully engineered falsification processes
that can be hard to detect [237]. Those items have inferior
quality in terms of capacity and safety.

One means of detecting counterfeit batteries is through
authentication. In [238], a wireless hardware module based
on secure hash algorithm was proposed for authentication
of batteries by BMS. This approach could be used to detect
counterfeit batteries or to protect against battery swap-type
attacks [63]. A summary of attacks on batteries can be found
on Table 7.

F. SECURE COMMUNICATIONS
1) ENCRYPTION
The main goal of cryptography is to preserve the confiden-
tiality of information. A cryptosystem uses keys and enci-
phering functions to transform a message (plaintext) into an
unintelligible piece of information called a cyphertext. The
same cryptosystem can use a key to decipher the cyphertext in
plaintext again. Cryptographic techniques can also be used to
verify the integrity of a message (e.g. hashing) and identity of
message senders [216]. In spite of the relevant computational
burden of cryptographic algorithms, modern embedded sys-
tems have enough processing power to encipher and decipher
messages [113]. For instance, current generation of micro-
processors used in automotive ECUs can perform Advanced
Encryption Standard (AES) encryption on the applica-
tion layer of CANbus in reasonable time for automotive
applications [188].

The use of Public Key Infrastructure (PKI)6 has been long
ago pointed out as a suitable solution for Smart Grid cyberse-
curity [35]. However, that can only be possible through stan-
dardization of Smart Grid communication protocols and the
development of appropriate tools. Many recently developed

6PKI provides management of digital certificates and public-key encryp-
tion. Public-key cryptography uses one-way encryption using a public key
(available to anyone) to encrypt plaintext, which can only be decrypted by a
private (or secret) key.

or updated standard communication protocols do support
encrypted communications, such as IEEE 2030.5 [173].

While much attention is focused in protection of data-in-
transit, encryption is also a powerful tool for security of data-
at-rest. A typical solution for protecting confidentiality of
data-at-rest is to physically isolate the servers where data is
stored and to encrypt that data. However, if the identity and
credentials of the account that has access to this data is stolen,
then it is possible defeat such protection measures.

2) AUTHENTICATION
Authentication can be defined as the process of verifying
the integrity of the origin of data by relating the data source
to a known identity [216]. Typically, authentication pro-
cess relies on one or more of four factors: who you are
(e.g. biometrics like retinal pattern or fingerprints), where you
are (e.g. geolocation, IP address), what you have (e.g. token,
badge, or card), and something you know (e.g. password).
Verification of message authenticity can impede actions from
amalicious actor capable of communication with a target sys-
tem by rejecting the messages from a source whose authen-
ticity cannot be verified [66].

Insufficient or nonexistent authentication methods sup-
porting access controls have been detected in commercial
home BESS, exposing these systems to intrusions from
attackers with access to local networks [11]. It is possible
to retrofit devices to incorporate authentication mechanisms.
In [240], a bump-in-the-wire device was designed to append a
message authentication code to IEC61850 GOOSE messages
used in electrical substation communications.

Another measure used to harden CPS is to employ secure
communications protocols or to add security features to exist-
ing systems. In [176] the authors have proposed an improved
version of the MQTT by implementing several security fea-
tures on top of the existing protocol capable of performing
mutual authentication, access control, data security, control
message security, and end-to-end security. The popular ICS
communications protocol has a variant called Modbus/TCP
Security that features x.509v3 certificate-based identity and
authentication with TLS v1.2 [189].

G. NETWORK SEGMENTATION
Network segmentation refers to the logical or physical sep-
aration of a communications networks. This approach is an
effective method for reducing the impact of a cyberattack
exploiting common vulnerabilities to devices connected to
the same network [241]. Segmentation can be particularly
useful for obtaining separate network enclaves for critical and
noncritical devices, or devices featuring entry points. Use of
firewalls can be done in the interface between the network of
critical devices and others.

Isolation of OT networks, known as ‘‘air gapping’’, is an
extreme case of network segmentation. This practice was
once thought to provide a very high level of security against
remote attacks, but this has been proven incorrect in sev-
eral cases. For instance, the system targeted by Stuxnet was

59702 VOLUME 10, 2022



R. D. Trevizan et al.: Cyberphysical Security of Grid Battery Energy Storage Systems

FIGURE 20. BESS IT and OT networks and the Purdue model [55], [244].

thought to be air-gapped, which would have been circum-
vented in the attack [242]. Also, it is often found that incorrect
cybersecurity practices and training of personnel can lead to
breaches in the air gap [231]. Systems not connected to the
internet are hard to patch and very often use legacy software
that is no longer supported by their vendor, which carries
vulnerabilities that could be exploited by an attacker capa-
ble of breaching the air gap. Air-gapped systems also have
limited remote monitoring and unpractical maintenance. Fur-
thermore, some ICS require communications with other sys-
tems formaintenance and operation, which impedes complete
system isolation. One way of preventing access to restricted
network while keeping monitoring capabilities is by using
unidirectional security gateways, also known as data diodes.
The unidirectional nature of communications comes with
restrictions of protocols, so often more flexible technologies
are used in ICS [243].

Fig. 20 shows an example of communication system con-
necting a utility-scale BESS to the corporate environment.
A classification of these networks can be done through the
Purdue Enterprise Reference Architecture, also known as
Purdue model. This model has 6 levels, with the lower three
representing OT systems and the higher three representing
IT systems. Separation between IT and OT environments is
typically done through a demilitarized zone (DMZ) [55].

A DMZ is a segment of the network that divides the
network in an internal and external part [216]. The goal of
the DMZ is to separate the traffic between these network seg-
ments. In an ICS-type network such as the one a utility-scale
BESS is typically located, there should be at least one DMZ

in between the enterprise network and the ICS network as
well as a DMZ between the internet and the enterprise net-
work [245].

Network segmentation presents some drawbacks in
terms of increased communications latency and increased
complexity of network administration. These can prove par-
ticularly challenging for DER operations since some applica-
tions might be sensitive to latency and the communications
infrastructure might be owned by several entities. Logical
segmentation can be done through firewall rules and Virtual
Local Area Networks, to name a few examples [241].

1) FIREWALLS
For communications systems owned by a single entity, fire-
wall rules are a good choice for network segmentation. Fire-
walls are pieces of networking software or hardware that
provide rule-based control of data traffic. Firewall software
running in a computer to block messages to this machine are
called host-based firewalls. Stateless firewalls, also known
as packet filters, block or let packets through based on their
IP and port, which correspond to Open Systems Intercon-
nection (OSI) layers 3 and 4. Stateful firewalls have state
tables that are used to keep track of network connections and
are deemed more secure. For instance, if one machine inside
the corporate network establishes communication over TCP
with an external computer, a stateful firewall at the edge of
the corporate network would be aware of such connection.
There are reports of employment of commonly used ports and
protocols by attackers as the means of circumventing firewall
protection [21].

Application firewalls using deep packet inspection, also
known as Next Generation Firewalls are able to analyze
data from higher layers in the OSI stack, namely session,
presentation, and application. Those evaluate the payloads
of network packets and are equipped with software able to
distinguish between normal and abnormal communications,
possibly allowing them to detect cyberattacks.While applica-
tion firewalls are already commercial products, applications
for DER are still incipient. Deep packet inspection has been
considered an important technique for detection of cyberat-
tacks [246].

Firewall rules allow the creation of network enclaves. The
best practice is to block all traffic and only allow data from
exceptions. In DERMS that could involve allowing commu-
nications originating from known sources such as DER in
HAN. For large numbers of DERs, this approach could prove
resource intensive in terms of network management [241].

2) VIRTUAL PRIVATE NETWORKS
VPNs have been adopted as a solution for securing DER com-
munications with aggregators and utilities [247]. As the name
suggests, this technology allows the connection between a
remote device (or LAN) and another private network7 over

7Private networks support a limited amount of authorized users that can
communicate using private IP addresses. In traditional private networks, all
data traffic between machines in the network is isolated and passes only
through devices that are connected to the private network.
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public or shared infrastructure (e.g. the internet) in a manner
that emulates the direct connection between the aforemen-
tioned device and private network. With this virtual extension
of the private network, the remote device gets most benefits
of being connected to a private network, such as access to
resources in the network (e.g. access to local data repositories
or servers that do not communicated with the internet) [248].
Typically, this network extension is implemented by what is
sometimes called a ‘‘VPN tunnel’’,8 which is an encrypted
connection over public network infrastructure between a
remote device and a VPN server located within the private
network, which functions as a bridge between the private
network and VPN-connected users.

VPNs offer a multitude of advantages. Encrypted VPN
links offer improved protection of data confidentiality and
integrity for communications over the internet, which is an
enabler of remotework. Further, VPNs aremore cost effective
and can be setup much more quickly than traditional private
networks, especially if network infrastructure needs to be
deployed to connect networks over large distances. VPNs,
however, present some technical drawbacks and security con-
cerns. Unlike in traditional private networks, data transmitted
over VPNs passes through links owned by third parties, which
could allow malicious actors to eavesdrop packets if vulnera-
bilities are exploited. VPNs have shown vulnerabilities [249],
including zero-day exploits [250]. Also, routing data traffic
over public infrastructure exposes communications to quality
of service problems that might affect overall system perfor-
mance. Further, the encryption algorithms are computation-
ally expensive, which can increase costs and reduce data
throughput [248].

Inmost use cases, once a device is connected throughVPN,
all of its communications traffic is routed through the virtual
network. If a device is communicating several data types that
should be segmented, the use of VPN could pose a security
risk. In these cases, a possible solution could be the use of per-
application VPN, when device establishes a VPN connection
for a specific communication application. This technology
is still under development for mobile devices, but it could
allow inverter manufacturers to develop downloadable smart
inverter applications for their platforms, and allow that appli-
cation to be run in a per-application VPN [173].

H. BLOCKCHAIN
Blockchain is the name given to a class of electronic dis-
tributed databases that contain logs (or ledgers) of times-
tamped digital transactions. These logs are combined into
blocks, which are stored in distributed public ledgers that
can be accessed through digital networks. The blocks are
sequential and time-stamped, signed by private keys. A one-
way function produces a short sequence of bits, called the
hash, that is dependent on all of the items that are placed
in the log. This hash works as a digital fingerprint, which

8More generally, tunneling refers to the practice of encapsulating one
protocol in another protocol.

is designed to be virtually unique given a certain log. Con-
sequently, when adding new entries to the log, its hash will
change. The hash and the log are published so that they can
be audited by independent third-parties using public keys.
The maintenance of the blockchain is divided between many
entities and its integrity is verified by distributed consensus
algorithms [173], [251]. A visual summary of the blockchain
technology is shown in Fig. 21.
The blockchain structure offers several advantages. The

distributed architecture achieved through consensus algo-
rithms eliminates single points of failure, avoids performance
bottlenecks, and reduces infrastructure costs. The continuous
validation of transactions that are permanently stored and
linked allows auditability and identification of illegitimate
transactions. Some of the disadvantages of blockchain are
its intense computational and storage requirement, which are
major challenges for embedded systems, as well as vulnera-
bilities in the consensus algorithms [173].

A key concept enabled by blockchain technology are smart
contracts. In theory, a smart contract [252] is a digital set
of clauses, typically in the form of computer software, that
can be executed automatically, i.e., without human inter-
vention. When implemented using blockchain technology,
smart contracts regulate changes made to a ledger [251].
Further, the blockchain framework provides transparency that
allows the parties involved in a smart contract to verify
their counterparts’ performance of the contract while the
distributed verification of transactions allows the mediation
necessary for unknown and untrusted parties to enforce their
contracts [251].

In the energy sector, blockchain has been deemed a
disruptive technology, potentially enabling several applica-
tions. Peer-to-peer (P2P) energy trading through smart con-
tracts can enable the participation of small energy producers
and consumers in localized, energy-efficient micro-markets.
Blockchain can provide a framework for secure and decen-
tralized management of intelligent devices [251]. Blockchain
has been proposed as ameans to ensure data integrity in Smart
Grids through distributed ledger-enabled multi-factor verifi-
cation [253]. This framework can support anomaly detection
and detection of unauthorized modification of critical Smart
Grid data, including configuration information, telemetry and
commands.While the technology would provide little protec-
tion against unauthorized network access, it could generate
timestamped data logs used for incident analysis. A recently
proposed architecture developed by NIST for securing com-
munications between DER, aggregators and utilities uses
a distributed ledger for logging all information exchanges
between those entities, which can be used for auditing [247].

IoT devices, such as BMS, can use blockchain tech-
nology to improve their security in many ways. By using
blockchain’s PKI, BMS could have an ID and asymmet-
ric key, allowing packet encryption, which would assure
data integrity and privacy even if insecure communica-
tion protocols are used [62]. Blockchain technology can
also help to keep integrity of stored data by leveraging its
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FIGURE 21. Overview of blockchain technology.

distributed ledger. If data is manipulated by a malicious
actor, its integrity can be verified by consensus algorithms
analyzing the data in public ledgers [62], [254]. Smart con-
tracts can provide automatic integrity verification of firmware
version and updates by leveraging version hashes stored
in blockchain ledgers. If a firmware has been illegally
changed, a smart contract can request the latest firmware
via a distributed P2P filesystem [255]. A blockchain-based
IoT firmware update technology has been developed [256].
Blockchain’s smart contract-based access control can also be
leveraged to guarantee data privacy [62], [257].

Furthermore, blockchain technology for supply chain
management can help identify and trace system compo-
nents such as electronics, batteries and others [62]. Exam-
ples of such technologies include TrustChain [258] and
POMS [259].

In [260], battery monitoring system using IoT-enabled
WBMS and a blockchain server was implemented. The
blockchain network uses Hyperledger Fabric [261] system.
The WBMS are IoT devices which interact through an IoT
gateway with a cloud-based battery monitoring and diag-
nosis system [157], which is the blockchain server. This
blockchain-based technology allows scalability and process-
ing power through the IoT network and cloud service.
In terms of security, the blockchain technology implements
communication and data security. Some limitations of this
technology include memory limitations of embedded devices
under growing blockchain ledgers, latency of the system,
possibility of compromise of blockchain accounts due to
private keys with limited randomness and lack of a consensus
protocol that can be scalable and simple [62].

Most applications of blockchain technology in energy
storage, or even in the energy sector in general, have been
on small research or demonstration projects. There are still
concerns with respect to security, scalability, and speed of
large energy projects [251]. Further, security risks exist due
to poor system design or cyberattacks. Many blockchain
implementations are not yet mature technologies, therefore
it is expected that vulnerabilities and software bugs might be

common [251]. Digital wallets holding Ethereum, a major
cryptocurrency, have been successfully attacked by cyber-
criminals in the past [262]. Energy consumption of
blockchains that operate in untrusted environments remains
a significant drawback. For example, Bitcoin consumes
approximately 119.22 TWh per year (0.53% of energy con-
sumption worldwide) [263].

I. ACCESS CONTROL
Access control is especially challenging for consumer-owned
BESS. Asset owners monitor their system, which is usually
more conveniently made over a phone application or web por-
tal. Vendors need to push firmware updates, provide advanced
analytics (e.g. health monitoring and schedule maintenance).
Grid operators and aggregators need to monitor the systems
and control their fleet of BESS. Under those conditions,
establishing a process for controlling the access to informa-
tion and processes in information systems [264] can be very
hard to implement. Furthermore, from the point of view of
information security, it is necessary to have robust mecha-
nisms able to restrict access to system resources. In a DER
that has reconfigurable control settings, unauthorized users
can maliciously change those parameters and compromise
equipment operation.

RBAC has been advocated as an appropriate solution
for DER applications [69]. RBAC is a popular method in
complex organizations where assigning permissions for each
system user individually is a labor-intensive process. The
underlying idea of RBAC is that the need to access or mod-
ify information depends on the function each user needs to
perform in the systems [216]. The same access control policy
has been used in IEC’s family of standards for securing power
system communications (IEC 62351-8) [69].

The example solution for protecting DER communications
developed at NCCoE uses gateways to control access based
on identity tokens. These are inserted into the header of the
first packet sent to open a TCP connection. If the identity is
not recognized or unauthorized, the request is ignored [247].
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J. INTRUSION DETECTION SYSTEMS
Traditional Intrusion Detection Systems (IDS) applied to
IT systems monitor network traffic and packet content and
report results to system administrators. From the point of
view of CPS, the concept of IDS can be expanded to
OT systems. These physical IDS can monitor not data traffic
but physical quantities measured by sensors or calculated by
controllers and search for anomalies.

The example solution presented in the NIST Cybersecu-
rity Practice Guide for DER communications [247] uses a
NIDS that learns the topology and behavior of devices on
the OT communications network. This system can perform
communicationsmonitoring, traffic analysis, and detection of
anomalies in multiple points of the system.

1) INTRUSION DETECTION SYSTEM FOR BATTERIES
There exist several examples of IDS applied to battery-based
mobile systems. In [265], a battery-based intrusion detection
system has been proposed to detect the exploitation of battery
power via DoS attacks. In [266] an IDS framework tomitigate
the impact of battery depletion DoS attacks in mobile devices
and laptops. In [267], the authors have proposed a hybrid
scheme named multi-vector portable IDS that monitors the
host-based device instantaneous current and traffic signa-
tures. The framework recognizes any significant change in
the instantaneous current of the device and correlates it to
the anomaly or increase in Wi-Fi or Bluetooth traffic. Model-
based anomaly detection [268] or signature matching [242]
can be used to detect anomalies in sensor readings.

2) NETWORK INTRUSION DETECTION SYSTEMS
Generally, a BESS is composed of common OT [269] net-
work and computing components and therefore commercial
IDS can be applied to BESS to monitor and detect internal
and external threats. Network threats are present within net-
work communications traffic, and host computing systems
threats are present in the form of malware. Network threats
can affect the proper operation of devices communicating
in the network and include routers, switches, and endpoint
systems. A network IDS (NIDS) is placed at the network
layer, they are typically connected directly to a Switched
Port Analyzer (SPAN) port so that the IDS can observe and
monitor all communications traversing the network switch.
NIDS use anti-threat software and is only installed in specific
points of the network. An endpoint IDS which is termed
as a host-based IDS (HIDS) is typically provides access to
host-based data such as system calls, event logs, and system
files. HIDS include multiple anti-threat software applications
that are installed on every network computer that can perform
two-way communications with the outside of the network.

Both an NIDS and a HIDS use signature-based
and anomaly-based intrusion detection (AID) techniques.
Signature-based intrusion detection (SID) inspects data for
specific patterns that are indicative of known malware and
network attack sequences. The signatures can be in the form
of a specific string match, a match on binary data, or a match

on a sequence of events occurring within the data. Anomaly-
based approaches focus on recognizing abnormal patterns in
data and compared to baseline data or detect when specific
portion of the observed data is a statistical outlier. In the
case of supervised learning [270] anomaly detection, the IDS
is trained using baseline data that does not contain attack
events. An unsupervised learning [271] anomaly detection
IDS does not require training, but instead identifies segments
of monitored data that are statistical outliers. Supervised and
unsupervised learning anomaly detection systems are often
implemented using statistical machine learning algorithms.
A third approach is policy-based intrusion detection, where a
logical security policy and an execution trace validation algo-
rithm identify legal and illegal information flows between the
objects of a system [29].

Several commercially available NIDS and HIDS prod-
ucts [272] are implemented with SID and AID, and each
intrusion detection type has its own set of benefits and
drawbacks. SID techniques require the use of threat pattern
catalogs that contain known malware and attack signatures.
An attacker can evade detection by a SID based system
by slightly modifying its attack signature. Additionally, SID
techniques are not useful on zero-day attacks where an attack
is launched for the first time. SID techniques are particularly
useful when dealing with fixed malware and attack patterns
that do not often change. Polymorphic and metamorphic mal-
ware [273]–[275] are types of malware that vary their attack
signatures dynamically and are thus not able to be detected by
SID systems. Additionally, network attack sequences can be
varied and temporally staggered dynamically to avoid direct
signature matching by the SID system.

Unlike SID systems, AID systems can detect dynamically
varying and zero-day attack patterns using supervised and
unsupervised learning algorithms. The detection sensitivity
and accuracy of AID systems based on supervised learn-
ing, are highly dependent on the amount and quality of the
detection training data. The detection sensitivity and accuracy
of AID systems based on unsupervised learning depends
primarily on the chosen data outlier metrics.

Simultaneous implementation of SID andAID systems can
benefit from their complementary characteristics, with SID
being the most accurate for known and static threat patterns
andAID systems detecting dynamically varying and zero-day
threats. AID and SID systems are generally configured within
WAN and LAN monitoring nodes as illustrated in Fig. 22.
The WAN monitoring node samples TCP/IP packets via a
network tap and samples firewall log data within the DMZ
located between the WAN and LAN networks.

The LAN monitoring node is typically connected to a
switch spanning port and samples TCP/IP packets on the
BESS subnet. Generally, a grid-based BESS will contain
operational logs which can be sampled as well by the LAN
monitoring node. In a robust WAN and LAN threat monitor-
ing configuration, nodes utilize the AID and SID system algo-
rithms described in the following sections to detect threats
and decide on a set of optimal mitigations.
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FIGURE 22. Example of application of NIDS to BESS.

a: SUPERVISED LEARNING ANOMALY DETECTION
Supervised learning is a category of machine learning which
maps labeled training data feature vectors to individual
classes. Once trained, the supervised learning algorithm can
be used to classify new unlabeled data samples that did not
appear in the training data. The supervised learning algorithm
can generalize patterns and relations based on the training
data and classify previously unobserved data. Some of the
more common supervised learning algorithms include sup-
port vector machines, linear and logistic regression, decision
trees, neural networks, Naive Bayes and K-Nearest neighbors
which are explained in [276], [277].

b: UNSUPERVISED LEARNING ANOMALY DETECTION
In unsupervised learning, the training data are not labeled
with their classifications. As such, unsupervised learning
models must identify relationships between elements of the
training data without being provided with knowledge about
which elements belong to which class. Unsupervised learning
is often referred to as cluster analysis or clustering, though
strictly speaking clustering is only one type of unsupervised
learning. Some of the more commonly utilized algorithms
include K-means clustering, hierarchical clustering and unsu-
pervised neural networks which are explained in [278]–[280].

c: SEMI-SUPERVISED MACHINE LEARNING
In supervised machine learning it is often challenging to
find a complete set of labeled data with which to train the
models. Semi-supervised machine learning on the other hand
facilitates training by using a large amount of unlabeled
data in conjunction with a small amount of labeled data to
train the IDS anomaly detection models. It has been found
that semi-supervised as compared to unsupervised learning
exhibits higher learning accuracy [281]. In semi-supervised
learning computational complexity of threat classification
can be greatly reduced by observing a subset of a dataset
and then inferring a decision boundary within unlabeled data
samples.

d: REINFORCEMENT LEARNING
Reinforcement learning (RL) uses an iterative method where
feedback is provided to a learning agent that can derive
an optimal policy for domain specific actions. RL does not

require labeled data but does require an operational environ-
ment for the learning agent to gather information. As a learn-
ing agent takes actions within the operating environment,
a state and reward for each action is determined. The learning
agent will form an optimal actions policy where the largest
reward is received for each action made [282]. Applied to
classification problems in an anomaly detection-based IDS,
an optimal actions policy is derived such that observations
are optimally assigned labels based on the learning agent’s
actions within the environment. RL techniques can be slow
to converge on optimal policies and thus require more com-
putational resources than supervised learning algorithms. The
types of RL methods for deriving an optimal actions policy
such as value functions and policy gradients are explained
in [270], [283]–[285].

3) PHYSICS MODEL-BASED ANOMALY DETECTION
Successful attacks on ICS have compromised control systems
and situational awareness of monitoring, protection and con-
trol systems to achieve their goals. Stuxnet, for example, com-
promised situational awareness of operators by leveraging
measurement recalibration and replaying data from normal
operations to HMI, alarm systems, and the legitimate control
code. At the same time, the malware induced overspeed and
ovepressure on nuclear fuel centrifuges, eventually damag-
ing some of them [242]. Modification of control logic and
parameters have also been reported as attack vectors, which
could cause malfunction of physical plants [21]. FDIA have
emerged as a source of stealthy attacks on CPS, where the
attacker attempts to cause damage or alter the operation of the
system by manipulating the values of measurements or con-
trol signals. In such a scenario, the attacker designs an attack
vector that maximizes damage to the system and minimizes
the probability of detection by traditional methods. Because
BESS are a type of CPS, one should consider that similar
types of attacks could be designed to target energy storage
systems or some of its subsystems, such as a BMS. From the
point of view of cybersecurity defense, there is typically no
situational awareness for communications at Purdue levels
0 and 1 (see Fig. 20), whose traffic is rarely monitored and
where accurate analysis tools are lacking [242].

Research in power systems state estimation produced sev-
eral methods for generating a stealthy attack vector for
static state estimation if the physical model is known by
the attacker [286], [287]. These FDIA can circumvent the
bad data detection algorithms utilized for detecting tampered
measurements. The physical models for battery systems are
dynamical in nature, hence these static bad data detection
methods are not applicable. Furthermore, CPS might require
complex models to provide an adequate representation of
the system dynamics. CPS typically integrate physical sys-
tems, which are naturally modeled in continuous time, with
electronic controls and sensors signals processed by discrete
time algorithms. Therefore, hybrid system model approaches
might be used. Alternatively, CPS can be modeled as dis-
tributed parameter systems [59].
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The work [268] presented a method for detecting FDIA
on CPS. Let’s consider the state-space model of a linear
time-invariant dynamic system, where its state transition
dynamics are described by (9) and its state-dependent output
(or measurement) function is given by (10).

xk+1 = Axk + Buk + wk (9)

yk = Cxk + Duk + vk (10)

ThematricesA,B,C andDmodel the dynamics of the system
and might be time-dependent [120]. It is assumed that the
CRM process noise is a random vector with wk ∼ N (0,Q)
and vk ∼ N (0,R). More information on battery modeling
can be found in Section III-H.

FDIA targeting sensor integrity and control signal attack
can be represented as (11) and (12) respectively [64], [224].

y′k = αy · yk + βy, k ∈ Ta (11)

u′k = αu · uk + βu, k ∈ Ta (12)

Following this generalized FDIA model, y′k and u′k are
the tampered sensor measurement and control input vectors,
respectively. Ta denotes the period when the attack is per-
formed. Scaling attacks and additive attacks can be performed
by selecting αy, αu 6= 1 and βy, βu 6= 0, respectively.
These attack coefficients can be of any format chosen by the
attacker, such as white noise, decaying high-frequency har-
monics injection, periodic function, periodic pulse injection,
constant value, to name a few [64], [224].

If the pair (A,C) is observable, one can estimate its state
variables given that input and output are known. A KF can be
developed to compute a minimum mean squared error state
estimate using the following recursive relationships:

x̂k+1|k = Ax̂k|k + Buk (13)

x̂k|k = (I−KkC) x̂k|k−1 +Kkyk (14)

Pk|k−1 = APk|k−1AT
+Q (15)

Pk|k = Pk|k−1 −KCPk|k−1 (16)

Kk = Pk|k−1CT
(
CPk|k−1CT

+ R
)−1

(17)

The estimates x̂k|k−1 and x̂k|k represent a priori, or predicted,
and a posteriori, or updated, state estimates, respectively.
Similarly, P is the covariance of the state estimation error
and K represents the so-called Kalman gain used in the state
correction step, (14). The measurement residual zk = yk −
Cx̂k|k−1 − Duk is defined as the difference between actual
measurement and estimated measurement. Let us define the
measurement post-fit residual as,

zk|k = yk − ŷk|k , (18)

where the post-fit estimated output is given by

ŷk|k = Cx̂k|k + Duk . (19)

The covariance matrix of post-fit measurement residual is
given by

Pzk|k = CPk|kCT
+ R. (20)

Since the measurement residual, zk is a Gaussian random
variable, the quantity gk|k = zT

k|kPz
−1
k|kzk|k follows a χ2

(chi-squared) distribution. In [268], a χ2 detector can be used
to detect anomalies in CPS. The alarm will be initiated if
the value gk|k exceeds a preselected threshold value of η.
η can be chosen based on the number of degrees of freedom
(function of number of measurements and state variables)
and a probability of false alarm γk = Pr(gk|k ≥ η). It is
important to note that this probability does not take into
account any characteristic of FDIA, but stems from assump-
tions about model correctness and noise variance and mean.
Such detector can be used both for detection of errors in
sensors as well as detecting FDIA attacks [288]. To deceive a
state estimator with such capability, a malicious actor would
need to know the system parameters and manipulate several
measurements in order to design a stealthy attack. Alterna-
tively, other FDIA detection approaches, such as the cumula-
tive sum algorithm (CUSUM) might be applied to residuals
of, for example, an EKF [289], to determine any biases in
measurements.

Approaches based on state estimation and CUSUM have
also been proposed for sensor fault detection and isolation
in BMS. Similarly to FDIA, faulty sensors can cause mal-
function of BMS, who might fail to protect the battery cells.
In [290], a CUSUM algorithm applied to the log-likelihood
ratio of the residuals obtained by an adaptive EKF was used
to detect and identify sensor faults in BMS monitoring bat-
tery cells connected in series. The hypothesis test used for
identification of fault modeled the residuals of each cell volt-
age measurement as a Gaussian random variable that follow
either distribution for normal behavior (null hypothesis) or
faulty behavior (alternative hypothesis). Following a sensor
defect detection, the fault identification process assumed that
only one sensor error occurs at a time for a given battery
string. If only one sensor fault is detected, then it is assumed
that the cell voltage sensor has a defect. If multiple CUSUM
detectors identify faults simultaneously, it is assumed that
there is a defect in the string current sensor. In [291], absolute
value of residuals of estimated SoC and battery capacity were
identified as the feature of choice for detection of errors
in BMS sensors. The residual of SoC corresponds to the
difference between the SoC estimations obtained by two dis-
tinct methods: Coulomb counting and an Unscented Kalman
Filter (UKF) using a first-order ECM. TheUKF uses a battery
model with parameters identified by recursive least-squares
(RLS). So called battery capacity residuals are defined the
difference between the reference battery capacity and the
estimated capacity calculated by the RLS-EKF method.

The CUSUM detector is designed to detect persistent
attacks, therefore intermittent attacks can be designed to
remain undetected by this class of anomaly detection meth-
ods. In [292], online CUSUM-based attack detection and esti-
mation algorithm, a generalized Shewhart test and a sliding-
window χ2 test have been for detection of intermittent and
persistent FDIA. The method estimates the attack parameters
based on a few additive attack models. The authors also
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propose a type of persistent stealthy attacks targeting
CUSUM algorithms with positive control chart only. These
attacks consist in manipulating the probability density func-
tion of the post-attack tampered signal to avoid detection.

Conditions for designing undetectable cyberattacks capa-
ble of introducing estimation errors on KFs have been defined
in [293]. It is shown that it is not possible to induce an
infinite state estimation error only by attacking the actuators.
Additionally, it is proven that an attack on measurements
can increase indefinitely the state estimation error in certain
systems. More specifically, if the transition matrix has at
least one unstable eigenvalue, its associated eigenvector is
in the range space of the system controllability matrix and
if the product of this same eigenvector and the measurement
matrix is in the range space of the measurement attackmatrix.
In practice, this can be seen as an exploitable vulnerability of
the system that is due to its own dynamics. This result can
be taken into consideration when security features are being
designed for such system.

A measurement encoding strategy was developed in [294]
to increase the residuals obtained by the KF applied to the
attack sequence defined in [293]. The larger values of residu-
als allow successful error detection. The encoding scheme is
implemented by designing an invertible matrix that multiplies
the vector of measurements. Attackers with knowledge of
dynamical model of the system can launch stealthy cyberat-
tacks using zero-dynamics property of systems. The authors
also propose some methods to detect those attacks, including
changing system dynamics (adding or removing measure-
ments and actuators, change system topology) [295]. More
generalized models for CPS attacks, in addition to conditions
for detectability and identifiability of malicious actions, and
monitors for detectable and identifiable attacks have also
been proposed [296].

Cyberattacks and physical faults on CPS can lead to sim-
ilar outcomes and affect the same systems. Additionally,
ICS communications networks are often not monitored prop-
erly [230]. Consequently, making distinction between faults
and some types of cyberattacks, especially deception and
replay attacks, can be very challenging. In [64] it is argued
that physical faults in EV powertrains tend to follow a pat-
tern imposed by the cause of the failure (e.g. short circuit
impedance), while cyberattacks can have a much more ran-
dom nature. Furthermore, the same authors have identified
different frequency signatures for replay attacks in phase
current setpoints and short circuits between motor phases and
ground.

The goal of an FDIA might go beyond introducing an error
in state estimation to harm situational awareness. These types
of attacks might introduce instability in closed loop systems.
Stealthy FDIA against charging EVs have been discussed
in [297]. The authors have demonstrated that given some
knowledge of the battery dynamics and the capability of
tampering with voltage sensor and current sensor data, it is
theoretically possible to induce undetectable overcharge and
denial-of-charging in EVs. Due to the similarities with EVs,

it is possible that analogous attacks could produce similar
outcomes on BESS.

4) DATA-DRIVEN ANOMALY DETECTION
The physics model-based FDIA approaches have a few draw-
backs that create challenges in their application. Statistics-
based anomaly detection methods require the selection of
sensitivity parameters and thresholds to indicate the presence
of a failure or attack.Mathematical models rely on parameters
that are often assumed constant but can change over time
(e.g. due to battery degradation). Also, systems can have
unmodeled dynamics (e.g. effect of temperature variations)
that can create a state prediction error. KF-type approaches
rely on the knowledge of noise statistics, which can be hard
to determine. Tracking all those parameters can be a very
challenging task and possibly lead to the failure of the FDIA
detection methods.

Alternatively, data-driven approaches can be applied to
FDIA detection or sensor failure identification problems.
ML algorithms do not rely on the same assumptions of
model-based methods and learn system dynamics from train-
ing data presented to them. In [298], the authors propose
a Convolutional Neural Network (CNN)-based method for
detecting false sensor data in BMS. The authors consider
three sensor failure modes: constant offset (additive bias),
stuck fault (sensor data is not updated), and time-delay fault
(sensor data transmission is delayed). In [299] the authors
have extended their CNN-based approach and they have
included replay faults as another class of sensor data failures
and replaced temperature readings by SoC as their inputs.
They have also validated their results using different cells
and have compared their method to other ML approaches.
In [136] the authors have used a stacked ensemble learning
method to characterize and quantify deviations between a
normal battery charging cycle and a battery cycles where
overcharging happened. The method uses charging cycle
divergence as the metric to correlate thermal and electrical
stress a cell experiences during a charging cycle.

Those data-driven methods present some drawbacks. They
do not incorporate knowledge of the dynamic models and
it is uncertain how sensitive they are to small magnitude or
stealthy FDIA. Also, as with any ML method, quality of the
detector is a function of the quality of data. Because there are
no real datasets available, so the authors of research papers
rely on assumptions and simulations to create datasets for
training and validation. Also, there are no clear limits for
defining how a cyberattack can affect a system, therefore the
capability of the cyberattack detection will depend on the
assumptions made by the authors when defining the attacks a
given BESS would be subject to when obtaining the datasets
for training the ML-based method.

K. CYBERSECURITY-AWARE CONTROLS
Many types of CPS often rely on remote sensing and teleme-
try to control distributed systems. One example of such is the
power grid, which is operated using SCADA systems and
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FIGURE 23. Model of deception and replay cyberattacks and defenses in
closed loop-controlled CPS [294], [305]–[308].

phasor measurement units. As introduced in Section II-A,
grid BESS do participate in many control loops of the power
grid depending on the application they are intended to per-
form. Some of these control functions rely on telemetry capa-
bilities, such as volt/VAR optimization [54], while others are
time-critical and require fast and reliable communications,
such as load frequency control, frequency response [10],
[300], oscillations damping control [301] and power imbal-
ance reserves [302]. These communications links between
sensor, controller, and actuators might suffer from poor qual-
ity of service, which is impacted by latency, packet loss, band-
width limitations, and change in communication topology,
to name a few [303]. Very poor quality of communications
can lead to system instability [301].

Many methods have been proposed to mitigate the effects
of poor communications quality of service and a summary
of the attack models and cybersecurity defenses is shown in
Fig. 23. In [304], the authors have proposed a robust control
method applied to transient stability of power systems using
fast-acting BESS. This feedback control approach is designed
to compensate for delays on sensor data communications.
In [303], the authors have studied the impacts of problems
in the quality of service of communication infrastructure
and their effects on power system for load frequency con-
trol application. The proposed distributed control has shown
robustness to errors in communications. A criterion for the
design of proportional controllers that modulate real power
output of BESS performing oscillation damping control was
proposed in [301].

An attacker capable of injecting false control signals and
modifying sensor readings is capable of launching unde-
tectable replay attacks on systems operating in steady state.
These attacks can disrupt the operation of a feedback con-
trolled system by replaying sensor readings of the system in
steady state while modifying the system control input. Much
work has been dedicated to detect such attacks.Watermarking
has been proposed as a strategy to detect cyberattacks on CPS
by adding a signal sequence to a controller input such that,
if a replay attack is present, an error detector can identify
the replay attack. In [305], a χ2 error detector was used to
detect the replay attack using a Gaussian random watermark
signal. Stochastic techniques for encoding control inputs

degrade the feedback controller performance andmight cause
undesired effects. To mitigate the loss of controller perfor-
mance, a method based on pseudo-inversion calculates deter-
ministic watermarking signals that have guaranteed perfor-
mance [308]. Game-theoretic approaches designed to find a
balance between controller performance and detectability of
replay attacks have also been proposed [306].

Another strategy for minimizing the effects of attacks in
control inputs is to use algorithms that predict sequences of
controls over a time horizon and store those values within the
actuator. In [309] an attack-resilient receding-horizon control
law was proposed to mitigate the effects of replay or DoS
attacks in control signals of networked CPS. Whenever an
attack on plant control inputs is detected, it is assumed that the
signal sent from the controlled to the actuator was tampered
with, and stored control signals are applied to the plant.

L. PATCHING
Unlike IT systems, OT systems have little to no tolerance to
downtime. Furthermore, OT equipment is often specialized
and costly, so often it is impractical or very expensive to
deploy redundant systems to allow patching. Consequently,
patching these systems can be challenging and will almost
surely require a scheduled outage. Despite technical chal-
lenges inherent to patching of OT systems such as smart
inverters, remote firmware upgrade of DER is a reality.
In 2015, hundreds of thousands of smart inverters have been
patched in the Hawaiian islands in a collaboration between
the local utility and a microinverter manufacturer to achieve
desired fault ride-through performance [310], [311].

To prevent downtime due to ICS software patching or
upgrading, a scheme based on parallel deployment and exe-
cution of the updated software has been proposed [312]. The
concept allows seamless transition between old and new ver-
sions of the software used to control a given industrial process
by feeding operational input data and process states to both
versions of the software while keeping the outdated version
controlling the process until a critical point is reached. In that
instant, there is a transition of operation to the latest piece of
software while the first one can be deactivated without risk of
halting the process.

Software downloads and program editing can be used to
attack ICS [21]. Standard methods for verifying the integrity
of firmware or software updates and security patches include
hashes and digital signatures9 [11].

M. CYBERPHYSICAL SECURITY OF POWER SYSTEMS
As shown in previous sections, grid BESS and the power sys-
tems are intertwined both in terms of electrical interactions
as well as ICT interactions. Consequently, attacks to power
systems can also affect BESS security, and vice-versa.

Problems relatedwith cybersecurity of power systems have
been raised multiple times in the past. Concerns with respect

9Digital signatures provide authentication of data integrity and origin in a
manner that is provable for a third party [216]
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to confidentiality, integrity, availability and accountability
of Advanced Metering Infrastructure (AMI) communication
systems have been expressed in the literature [33]. Privacy
concerns are also expressed, especially concerning the unau-
thorized commercial use of consumer data collected by smart
meters [34]. Furthermore, there is a concern with respect to
consumer fraud and energy cost manipulation through smart
meter hacking and cyberattacks to the physical infrastruc-
ture by exploiting vulnerabilities that give access to control
capabilities of the meters [34]. Because it is very hard to
implement physical security and cybersecurity controls to
impede malicious actors from capturing or tampering with
CPS sensors, CPS design should incorporate security features
that mitigate effects of attacks on sensors [56].

Traditionally, distributed management systems (DMS) are
comprised of disconnected applications, such as: fault detec-
tion, isolation, and service restoration; integrated volt/VAR
control (IVVC); topology processor; distribution power flow;
load modeling/load estimation; optimal network reconfigura-
tion; contingency analysis; switch order management; short-
circuit analysis; relay protection coordination; optimal capac-
itor placement/optimal voltage regulator placement; and dis-
patcher training simulator. The paradigm of distribution sys-
tem operation is changing, with distributed generation, con-
sumer demand response and power generation, two-way
power flows. Future DMSwill feature more detailed monitor-
ing capabilities with the integration of AMI Interoperability
of DMS applications and subsystems is an expected feature
of Smart Grids, which will demand adoption of industry
standards and open systems [313]. Cybersecurity of such
systems had not been prioritized on its design and on the
design of all elements that compose them [57].

Smart inverters are one more modern device that can intro-
duce exploitable vulnerabilities formalicious actors. Changes
in control gains and protection schemes such as Volt-VAr,
Voltage-Power and others can lead to undesired operation of
smart inverters [144]. It is believed that if a critical amount
of smart inverters are maliciously controlled, it might be
possible to cause a voltage collapse [314].

Power systems applications that have been identified as
vulnerable to cyberattacks include state estimation, AGC,
voltage control and energy markets [51]. Power system state
estimators are vulnerable to FDIA, which is an integrity
attack that modifies the values of measurements, circuit
breaker statuses, and other critical data. These attacks can
be perpetrated at the meter or communication system levels,
and their goal is to harm the situational awareness of power
system operators and to induce errors in the operation of
applications that rely on state estimates. AGC can also suffer
from integrity attacks that can corrupt frequency or tie-line
power flow measurements. These induced errors affect the
Area Control Error, which is the input to the AGC signal that
controls the setpoint of generators and frequency regulation
assets.

Energy markets rely on access to real time prices and
operator’s assessment of the correct state of the system.

A cyberattack that harms the integrity of these types of
information (e.g.: FDIA) or compromises their availability to
some market participants (e.g.: DoS) can be used to obtain
advantages in the market. Voltage control loops of distribu-
tion systems rely on remote measurements to change position
of transformer taps that change the transformation ratio of
distribution transformers to regulate voltage. Cyberattacks
can cause inefficient operation of distribution systems when
remote measurements are modified by the attacker such that
on-load tap changers are set to increase system voltage.
An adversary can launch a similar data integrity attack on
measurement signal data in a high loaded feeder scenario.
Such an attack can lower the transformation ratio and results
in a voltage collapse [51]. Attacks on limited sets of voltage
measurements associated with IVVC [315] or volt-watt con-
trols [144] can induce sub-optimal voltage control, possibly
leading to power quality issues including violations of voltage
limits and increased losses in power distribution systems.

In [316] the authors have proposed methods for charac-
terizing vulnerability of power grids to cyberattacks in DER
in terms of voltage and power vulnerability indices. Control
policies based on peak-shaving and placement of distributed
ESS are evaluated. Power and voltage indices are based on
power flow convergence. Power flow convergence, however,
might not be a reliable proxy for stability or for quantifying
vulnerability since convergence depends on the power flow
algorithm [317] and implementation. A test on a hardware-
in-the loop platform has shown that a simulated FDIA on a
power setpoint of an ESS could cause significant frequency
deviations on an islanded microgrid [143].

N. R&D RESEARCH GAPS AND FUTURE RESEARCH
Bridging the gap between the IT and OT areas remains a
challenging topic for any CPS, and BESS are no exception.
Because BESS security analysis and solutions are in their
infancy, gaps in security risk assessment have been identified.
BESS security will benefit greatly with the development of
threat models and risk assessment methodologies. Threat
models can be used by vendors in the design stage of product
development and during consumer procurement requirements
formulation. As explained previously, the consequences of
cyberattacks in small and large systems are expected to have
very different consequences to grid applications. Further-
more, smaller systems are less likely to experience battery
safety incidents than large ones. It is necessary to know in
detail all BESS components and the consequences of their
malfunction or loss of operation to BESS safety and grid oper-
ations security. It is necessary to know the risks associated
with battery technologies and the criticality of BESS applica-
tions to have a good understanding of attack consequences.

Another area where threat models can be important is when
defining the level of security of communication systems.
While it wouldmake less sense to use encryption to secure the
inter-module communications for smaller consumer-owned
systems with sound physical security features built in, large
modular utility-owned battery systems are certainly at higher
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risk and could use secure communications protocols. For
DERs communication over public communication infras-
tructure with utilities and system aggregators, blockchain
frameworks with low power and processing requirements
could be transformative for small and large BESS networked
operations. Lightweight blockchain technology tailored for
IoT systems could provide several layers of cybersecurity
controls, including auditability of data traffic and controls,
a framework for securing communications, verification of
integrity of updates, among others. Application firewalls with
deep packet inspection capabilities designed for DER and
BESS operation could provide additional security for the
ICS network enclaves where BESS live. Technologies for
patching firmware of ICS with minimal or no-downtime are
starting to appear but those could also be explored further by
the research community.

Secure and robust control of distributed BESS can be
further explored to both reduce occurrence of safety incidents
on batteries and to avoid power grid disturbances caused
by cyberattacks. Published research on robust control and
monitoring of battery systems in the component level is
still incipient. Analysis of redundant and fail-safe systems
for BESS safety and security is another area of interest for
research. While standard and robust filtering approaches for
battery state estimation and advanced monitoring have been
proposed, more research should be done to minimize the risks
of battery incidents by providing fast detection of anomalous
operation. Typically most publicly available BMS algorithms
rely on current and voltage measurements, while temperature
and gas data could also be utilized. Once detected, incidents
on BESS must find appropriate response to minimize risks to
the power grid and batteries. We find that error processing in
SoC and SoH estimation algorithms could be used to identify
FDIA and sensor failures, and provide information to define
the adequate mitigation actions once battery safety issues
appear.

VI. CYBERSECURITY STANDARDS AND REGULATIONS
Internationally, several laws and guidelines exists for power
supply equipment and its cybersecurity. Some examples
include IEC62443, IEC 62351, and ISO/IEC 27000. In the
United States, grid BESS that integrate the power grid might
be subject to federal and state regulations that regulate trans-
mission, distribution or generation of electric power [318].
In 2013, the Presidential Policy Directive/PPD-21 identi-
fied the Energy sector as one of the 16 designated critical
infrastructure sectors [319]. Along with Natural Gas and Oil,
Electricity is one of Energy’s three subsectors. Following
the Cybersecurity Act of 2014 [320], the National Institute
of Standards and Technology (NIST) has been tasked with
identification and development of cybersecurity risk frame-
works, which has resulted in the Framework for Improving
Critical Infrastructure Cybersecurity [321]. This is a docu-
ment that outlines practices and processes related with cyber-
security to be adopted in a voluntary way by organizations
that operate critical infrastructure. The NIST Framework for

Improving Critical Infrastructure Cybersecurity lists five
functions: identify, protect, detect, respond and recover [321].

A. APPLICABLE REGULATIONS
North American Electric Reliability Corporation (NERC)
Critical Infrastructure Protection (CIP) are mandatory stan-
dards applied to the power grid in North America. Standards
2 to 11 cover cybersecurity areas, including system cate-
gorization [68], security management controls [322], train-
ing [323], security perimeters [324], physical security [325],
system security management [326], incident reporting and
response planning [327], recovery plans [328], configura-
tion change management and vulnerability assessment [329],
information protection [330], communications between con-
trol centers [331], and supply chain risk management [332].
NERC CIP standards apply to Bulk Electric Systems, which
comprises transmission elements that are operated at 100 kV
or higher, and might include in some cases generators,
transformers, black start resources, dispersed generation
resources, and devices dedicated to absorbing or injecting
reactive power [333]. Since the NERC CIP standards do not
explicitly mention energy storage, it is not clear what stan-
dards should be applied to ESS. Under the interpretation that
ESSmight be analogous to NERC’s definition of ‘‘generating
resources’’ or ‘‘dispersed power producing resources’’, it is
possible CIP standards might apply to single systems larger
than 20 MVA or aggregate of smaller systems that add up to
more than 75 MVA. Excluding systems connected at lower
voltages or from smaller sizes from compliance with CIP
standards neglects the potential risk of coordinated cyberat-
tacks on smaller DER [15].

B. STANDARDS AND GUIDES
BESS are subject to several safety standards, including over-
arching codes for BESS, electric safety, operation and main-
tenance, installation, commissioning, incident preparedness,
battery fire, and ESS components [19], [91], [337].10 While
there are no cybersecurity standards directly applicable exclu-
sively to BESS, there are several standards for DER that
have cybersecurity requirements. IEEE 1547 is a standard
for interconnection and interoperability of DER [13]. Not a
cybersecurity standard, but contains some elements of cyber-
security. Any system that complieswith IEEE 1547must have
at least one of the following protocols: IEEE 2030.5 (SEP2),
IEEE 1815 (DNP3), and Sunspec Modbus. The annex D.4 of
IEEE 1547-2018 presents list of cybersecurity requirements.
The focus on these requirements is on local DER communi-
cation interface security and it also provides some guidelines
on system architecture and interfaces.

IEEE 1547.3-2007 is the Guide for Monitoring, Informa-
tion Exchange, and Control of Distributed Resources Inter-
connected with Electric Power Systems [334]. Its Clause
9 provides security guidelines for distributed resources

10For a more comprehensive review on Smart Grid cybersecurity stan-
dards, the reader can refer to [338].
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TABLE 8. Summary of cybersecurity-related standards and regulations applied to grid BESS.

implementations. The guide discusses security issues and
lists options for securing communications. There is an
ongoing effort from IEEE Standards Coordinating Commit-
tee 21 to get a new version of the guide soon. The new
version of 1547.3 Guide for Cybersecurity of Distributed
Energy Resources Interconnected with Electric Power Sys-
tems will provide more detailed requirements for cybersecu-
rity, a broadened scope and will picture cybersecurity as an
organization-wide effort.

IEEE 2030 is a guide for Smart Grid interoperability [335].
It covers energy technology and information technology of
electric power systems, end-use applications and loads. This
document defines the Smart grid interoperability reference
model, which organizes the data exchanges between power
systems, communications and information technology. The
subclause 4.5 briefly discusses security and privacy and
makes many mentions to ISO/IEC 27000 series NISTIR
7628, ‘‘Guidelines for Smart Grid Cyber Security’’.

IEEE 2030.2-2015 is a guide for the interoperability of
grid ESS [336]. It discusses how discrete and hybrid energy
storage systems can be integrated with electric power infras-
tructure. The Clause 8 discusses security and privacy issues
related to interoperability. Even though it is more specific
than 2030-2011, it is still a high level document that con-
tains a compilation of security issues, standards, security
requirements, risk management, security design, and others.
It contains examples of storage applications in bulk genera-
tion, transmission, distribution and BTMalongwith their data
flows.

VII. CONCLUSION
Along with other energy storage technologies, BESS are
a fundamental component of the power grid of the future,
which will be dominated by inverter-based DER. Cyberphys-
ical security of BESS is a complex topic that involves not
only information security concepts, but also needs bridging
gaps between the knowing impacts of cyberattacks to ICS
and their consequences to safety, security, and integrity of
batteries, PCS, IT systems, and power systems.

Even though the area of cybersecurity of grid BESS is still
incipient, there are papers in the literature that show vulner-
abilities in commercial systems, most of which were based
on lack of the adequate implementation of basic cybersecu-
rity controls, such as authentication and encryption, among
others. These security flaws stem from lack of application
of well established cybersecurity best practices. Fortunately,
guidelines and standards related with cybersecurity have
becomemore common and the power industry has recognized
cybersecurity as a priority.

The research interest on cybersecurity of BESS has also
increased. While research on DER security in general was
a more active research area, very few papers were found
Since the start of the research for this review article new
publications have explored the subject. There are still very
few examples of cyberphysical security defenses tailored for
grid BESS. There are methods developed for CPS in general
and for areas where CPS security is more mature, such as
EVs, that could be adapted to provide additional protection
to BESS that require a very high level of reliability or that
are deemed high-risk or critical for a power system. Threat
models for BESS need to be further developed to support risk
assessment of these assets.

Cybersecurity controls are usually costly and increase the
complexity of the implementation of BESS. On the utility
side, companies have improved their security posture by
increasing investment in system security, employing special-
ized cybersecurity teams, and adopting standards and best
practices. However, the weaker link on the grid cybersecu-
rity chain might be in the smaller organizations that operate
DER systems and have limited capacity to implement strong
cybersecurity controls, or even in assets used for demand-side
response owned by end consumers. It is possible that if those
distributed assets are not well secured, systematic attacks on a
large number of DERmight become a realistic scenario given
the vulnerabilities found in security assessments of home
BESS. As a consequence, it is imperative that vendors design
their products with sound cybersecurity controls that mitigate
systematic, internet-borne attacks to the power grid resulting
in damage to battery systems and power system instability.

While standards and regulations provide minimum secu-
rity requirements for organizations operating these devices
and for equipment manufacturers, risk assessment should be
implemented to identify assets at risk, find vulnerabilities
in deployed systems, and prioritize implementation of addi-
tional cybersecurity requirements and controls. For BESS
manufacturers and large system operators, risk assessment
methodologies are effective tools in performing benefit-cost
analysis for each system. Such analyses must be driven by the
system criticality, the consequences of system loss, the risk of
personal injuries, among other relevant aspects.
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