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With the booming and proliferation of 5G wireless network services in the future, a large number of wireless virtual network
resources will emerge, and the densification and heterogeneity of the wireless communication networks that provide services
for them will become the trend of development. To this end, a wireless virtual network resource scheduling model based on
user satisfaction is constructed, and a reinforcement learning-based wireless virtual network resource scheduling mechanism,
IRSUP, is proposed. IRSUP is designed with an intelligent optimization module for user service preferences to address the
personalized needs of user service customization, and a reinforcement learning-based intelligent scheduling module is designed
to address the challenge of joint optimization of multistar resources. Simulation results show that IRSUP can effectively
improve resource scheduling rationality and link resource utilization and user satisfaction, among which service capacity is
improved by 30% to 60% and user satisfaction is more than doubled.

1. Introduction

Network virtualization is currently considered one of the
most promising ways to achieve network innovation; using
network virtualization technology, a variety of network reg-
ulation and control functions can be stripped from the hard-
ware, breaking the original In P (InfrastructureProviders)
and SP (ServiceProvider) one-to-one correspondence model
[1]. The purpose is to unify the management and control of
the network and to improve the efficiency of coordination
and management, and the SP can rent the In P to provide
the required services for users, crossing the barrier of physi-
cal resources and making the network more flexible, and
excel in solving the rigid problem of backward compatibility
of the Internet architecture [2, 3].

With the rapid growth of wireless communications and
services, the natural combination of network virtualization
technology and wireless communications technology has
led to the creation of wireless network virtualization [4].
By applying wireless network virtualization technology, the
more expensive wireless physical underlying resources are
leased and shared by multiple virtual network operators

(VNOs), improving resource utilization and reducing spend.
Wireless virtualization and the capabilities of VNOs are
described in detail in the next section; at the same time,
wireless network virtualization has good potential to solve
the problem of coexistence and interoperability of wireless
network heterogeneity; in addition, wireless network virtua-
lization technology can be more easily ported to new prod-
ucts or technologies [5]. Although wireless network
virtualization has many advantages, there are still many
technical challenges in the research and implementation
process, such as the definition of interfaces between different
layers of the wireless virtual network, signalling control,
resource discovery and allocation, mobility management,
network management and operation, and network secu-
rity [6].

In particular, in solving the problem of resource sharing,
wireless virtualization is different from wired virtualization,
which can accomplish the abstraction and independence of
resources at the hardware level; unlike wired networks that
can establish tunnels on physical devices to achieve virtual
nodes and virtual links, the inherent link broadcast charac-
teristics of wireless communication and the volatility of the

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 4509434, 9 pages
https://doi.org/10.1155/2022/4509434

https://orcid.org/0000-0002-6425-6465
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4509434


channel cannot directly accomplish the abstraction of wire-
less resources; and it is difficult to achieve independence of
resources [7]. In addition, the spectrum resources of wireless
networks are very valuable resources, and due to the limita-
tions of current wireless network technology, there is the
problem of unreasonable allocation of spectrum resources,
resulting in the shortage of resources [8]. The introduction
of wireless network virtualization technology centralizes
spectrum resources and provides a means for effective man-
agement of spectrum resources; similarly, wireless network
virtualization enables multiple wireless virtual networks to
share expensive wireless physical devices and also provides
a platform for resource management for the effective use of
wireless physical device resources. In short, wireless network
virtualization solves the problem of shared coexistence and
efficient reuse of resources, so the management and alloca-
tion of resources are the most important technical issues,
which determine how to embed the wireless virtual network
into the physical underlying network, as well as the good
operation of resources’ update [9].

The research of wireless network virtualization has just
started, the research results are still immature, and the tech-
nology implemented is also very different from that of wired
network virtualization. In recent years, the technology
implementation of wireless network virtualization has
become a research hotspot for scholars and has significant
research significance.

2. Related Work

In recent years, research on wireless network virtualization
has been carried out worldwide in order to promote in-
depth research on wireless network virtualization [10], pro-
posing a holistic implementation architecture on wireless
sensing networks and the ability to provide advanced ser-
vices. This solution enables the decoupling of applications
from wireless sensor network deployments, allowing the
dynamic collaboration of sensor nodes to accomplish new
services or add value to applications beyond the original
deployment [11]. A wireless LTEv_RAN virtualization solu-
tion based on a common platform is presented in [12],
which is based on a common virtualized processing platform
that enables resource sharing and is cost effective, highly
reliable, and easy to deploy. The idea of related base station
virtualization is introduced in [13], which studies the virtua-
lization of base stations for LTE networks in 3GPP. The
study is based on the idea of base station virtualization men-
tioned in [14], but the difference is that instead of introduc-
ing a hypervisor, a resource management system is used to
virtualize the radio access network. In [15], a set of manage-
ment strategies is proposed, from the extraction of wireless
resource information to the formulation of reasonable deci-
sions to the final implementation, with a complete system
and well-defined functions; only by collecting information
from all aspects of the network, such as users, underlying
devices and network conditions, can the information be ana-
lyzed to provide a good solution strategy; and the formula-
tion of each strategy contains a rigorous scientific logic and
is supported by a strong mathematical theory. The imple-

mentation process is also multifaceted and involves close
collaboration between all members of the network [16].
The paper [17] proposes a new heterogeneous network con-
vergence platform based on a centralized access network
architecture, which allows the sharing and unified manage-
ment of processing and wireless resources in heterogeneous
networks on the basis of a centralized resource pool; it also
investigates techniques such as virtualization of base station
resources, on-demand allocation of processing resources,
and dynamic spectrum sharing. The paper [18] proposes a
new business model to serve the convergence of heteroge-
neous networks and explains that a resource management
model can meet customer needs and reasonably utilize the
underlying resources which is the key to effective implemen-
tation of resource allocation. The literature [19] addresses
the problems of poor scalability and autonomy of network
virtualization resource management architecture and
designs a hierarchical virtual network resource management
architecture using a hierarchical and domain-based manage-
ment mechanism.

In summary, wireless network virtualization has
attracted widespread attention in recent years and has made
great progress in just a few years. With in-depth research,
wireless network virtualization still faces many challenges
and requires the hard work and struggle of researchers.
The research of wireless network virtualization technology
has achieved more results, but the architecture for wireless
network virtualization implementation needs to be
improved, especially the research based on different levels
of slicing approach or hybrid approach, the new division of
labor for different roles in the business model, and the estab-
lishment of a perfect virtualization system. At the same time,
on the basis of the new model, the wireless virtual resource
management system should be designed or improved. Wire-
less network virtualization technology still has numerous
problems that need to be solved and has a large research
space. It is necessary to improve the management technol-
ogy of wireless virtual resources in the existing wireless net-
work virtualization architecture.

3. Wireless Network Virtualization

We assume that the architecture is as shown in Figure 1, and
that the system is logically a 3-layer model, with the In P
layer, the virtual layer, and the SP layer from the bottom
up. The virtual layer is responsible for segmenting and reor-
ganizing the physical resources from the In P to form virtual
network resources, i.e., virtual spectrum resources and vir-
tual wireless self-backhaul links. The abstracted virtual
resources are then leased out to SPs belonging to different
virtual networks, and the SPs provide end-to-end custom-
ized services to their registered users through the leased vir-
tual resources. The SPs provide end-to-end customized
services to their registered subscribers through the leased
virtual resources. In order to maximize the total revenue of
the SPs and to meet the rate requirements of each SP, the
virtual network manager in the virtual layer needs to execute
the virtual resource allocation algorithm reasonably and effi-
ciently [20].
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4. System Modelling and Problem Modelling

4.1. Physical Network Model. The instantaneous spectral effi-
ciency of user ku in base station n at scheduling period t can
be expressed as

rnku tð Þ = log2 1 +
Pku

hnku tð Þ
∑N

l=0,l≠n∑ku∈S l
Pku

′hnku ′ tð Þ + σ

 !
, ð1Þ

where Pku
and Pku

′ are the transmit power of user ku and user

ku ′, respectively; hnkuðtÞ and hnku ′ðtÞ are the instantaneous

channel gains from user ku and user ku ′ to base station n,
respectively; Sl represents the set of users served by base sta-
tion l; and σ is the Gaussian white noise [21].

At each scheduling cycle, the virtual network manager
dynamically adjusts the allocation of spectrum resources
based on the channel quality and queue state of each SP user.
Thus, the instantaneous data rate of user ku on time slot t

can be expressed as

Rku
tð Þ = 〠

N

n=0
ynku tð ÞαBrnku tð Þ, ð2Þ

where ynkuðtÞ represents both the connection identifier of the
user ku and the proportion of spectrum resources that the
user receives in base station n, andynkuðtÞ ≠ 0 represents the
user 4 ku connected to base station n. In addition, under a
particular virtual resource allocation strategy, the long time
average expectation and rate of SPk can be defined as

�Rk = lim
T⟶∞

1
T
〠
T

t=1
E 〠

ku∈Uk

Rku
tð Þ

( )
: ð3Þ

In the uplink, a static spectrum allocation is used to
avoid interference problems for small base stations on the
backhaul link. Assume that small base station n is allocated
to bandwidth ratio gn for data return, so that the instanta-
neous return rate of small base station n is

Rn tð Þ = gn 1 − αð ÞB log2 1 + pnh
0
n tð Þ
σ

 !
, ð4Þ

where pn represents the transmit power of small base station
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Figure 1: Wireless network virtualization framework.
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Figure 3: Flow chart of the machine learning scheduling module.
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n in the backhaul link and h0nðtÞ represents the channel gain
from small base station n to the macrobase station.

4.2. Problem Modelling. In the business model of wireless net-
work virtualization, SPs lease the appropriate amount of vir-
tual resources to provide end-to-end services to registered
users. In a virtualized network based on bandwidth slicing,
each SP can schedule users for service and allocate the neces-
sary bandwidth resources to them based on quality of service
requirements [22]. Therefore, the net revenue of each SP can
be defined as the difference between the total revenue earned
by the subscriber for the service provided and the total cost
of resource depletion for leased access link resources and back-

haul link resources, which can be expressed as

Gk tð Þ =U 〠
ku∈Uk

ωkRku
tð Þ

 !
− γkG

a
k tð Þ − Gb

k tð Þ: ð5Þ

The first part of the right-hand side of the above equation
represents the revenue received by the SP for providing ser-
vices to users in the time slot, where Uð•Þ = log ð•Þ is a utility
equation, usually defined as an increasing concave function,
and ωk represents the unit cost charged by the SP to the users
of the service. The second component represents the cost to
the SP of leasing spectrum resources in the access link, γk, rep-
resenting the agreed price between the In P and the SP for the
use of the radio access link. At the time slot, the access side
spectrum resources leased by the SP are

Ga
k tð Þ = 〠

ku∈Uk

〠
N

n=0
ynku•αB: ð6Þ

The third part of the right-hand side of Equation (6) rep-
resents the cost incurred by the SP for leasing a wireless back-
haul link for data backhaul. Since multiple SPs share the same
backhaul link instead of having exclusive access to it, the back-
haul cost per SP depends on the amount of data backhauled
and the amount of backhaul spectrum resources available.
Similar to the results in the literature [20], the SP’s overhead
on the backhaul link at time slot t can be expressed as

Gb
k tð Þ = ρk 〠

N

n=1
gn 1 − αð ÞB ku ∈Uk kk ∈ Snf gZku

tð Þ, ð7Þ

where ρk represents the unit price of the leased backhaul link
resource and Sn represents the set of users served by small
base station n. Since the in-band self-backhaul mechanism uti-
lizes in-band spectrum resources and avoids the need to build
additional infrastructure or develop new band resources for
small base stations, this technique is clearly more economi-
cally efficient than the traditional backhaul method. The
resource scheduling problem can be modelled mathematically
as follows:

P1 : maxy,α�G = lim
T⟶∞

1
T
〠
T

t=1
〠
k∈K

Gk tð Þ
( )

,

s:t:C1 : �Rk ≥ Rk,∀k,
C2 : 〠

ku∈Sn

ynku tð ÞαBrnku tð Þ ≤ Rn tð Þ,∀n, n ≠ 0,

C3 : 0 ≤ ynku tð Þ ≤ 1,∀n, ku,

C4 : 〠
k∈K

〠
ku∈Uk

ynku tð Þ ≤ 1,∀n,

C5 : 0 ≤ α ≤ 1,
C6 : Qku

<∞,∀ku:

ð8Þ
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Figure 4: Average revenue and average queue backlog versus
control parameter V.
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Figure 5: Queue variation for different SP users on consecutive
time slots.
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In the above equation, C1 represents the minimum aver-
age rate guarantee that needs to be provided to each SP during
resource scheduling, Rk, being the minimum rate requirement
for SPk. C2 represents the rate of return that must not be less
than the rate at the access end for any small base station n ∈
f1,⋯,Ng to avoid an infinite backlog of user data in the small
base station that could cause data loss or unnecessary process-
ing delays. C3andC4represent that the sum of the band
resources allocated to the users connected to any base station
must not exceed the bandwidth limit of that base station and
the restriction ofC6ensures queue stability [23, 24].

5. Intensive Learning Scheduling Module

An agent for reinforcement learning generally consists of
three parts: a state perceiver, a learner, and an action selec-
tor. The state perceiver maps the environmental state to
internal perception; the learner updates the agent’s knowl-
edge strategy according to the reward value of the environ-
mental state and the internal perception; the action selector

selects the action a to act on the environment E according
to the current strategy, which will cause the environmental
state of E to change under the action a. The basic principle
is that if an action of the agent is positively rewarded by
the environment (i.e., reinforcement signal), the tendency
of the agent to produce this action in the future will be
strengthened, while on the contrary, the tendency of the
agent to produce this action will be weakened.

The wireless network virtualization resource scheduling
model needs to make efficient and reliable choices between
each wireless network virtualization and each interplanetary
link in order to optimize resource utilization. Therefore,
the reinforcement learning scheduling module can be used
to maximize the resource utilization and resource schedul-
ing rationality of the wireless network virtualization links
[25, 26].

The wireless network virtualization resource scheduling
problem is a dynamic decision making problem, in which
the decision maker (scheduling system) has to be able to
decide on-the-fly whether to process or wait for the current
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Figure 6: Comparison of average SP returns for different virtualization scenarios.
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arriving user services based on the current resource status.
The decision maker has to consider not only the immediate
impact of the decision in the current state, but also the future
impact of the decision. Specifically in the wireless network
virtualization resource scheduling problem, if the decision
maker processes the current subscriber service, it consumes
the wireless network virtualization resources and is likely
to make future tasks with large benefits unable to be exe-
cuted and must wait longer; if the decision maker allows
its subscriber service to enter the waiting queue, it will make
the current subscribers less satisfied. Therefore, the decision
maker needs to consider the attributes of the current user
service and the state of the system resources virtualized by
the wireless network to make a decision.

As shown in Figure 2, each wireless network virtualiza-
tion resource scheduling decision process can be divided
into three steps: obtaining current system resource status
information, business task decision, and system resource sta-
tus information update.

The agent obtains the current wireless virtual network
resource system resource state information SR through the
state perceptron, and then determines the starting wireless
network virtualization set So [27], the ending wireless net-
work virtualization set Sf , and the link set L1 that are likely
to accept the task after matching and analyzing the user ser-
vice request state information WSj with SR, which should
satisfy the following conditions:

∃So, Sf , L1, So, Sf ⊆ S, L1 ⊆ Lr

Bijc
> 0

VBvjs
> 0

WBj ≤ aBik ∩WBj ≤ aBkx ∩WBj ≤ aBqy,

ð9Þ

where S = fi, k,⋯, yg (i etc. is the wireless network virtuali-
zation number, i.e., wireless network virtualization i etc.)

Lr = ik, kx,⋯,gyð Þ,⋯, f p, pt,⋯,xqð Þf g: ð10Þ

At this point, the action selector then selects the corre-
sponding So, Sf , and L1 to execute action a based on the state
perceiver’s mapping of the environmental resource state into
an internally perceived policy.

The agent learner updates the knowledge information by
the current decision maker’s decision and the current
resource state, and the update formula is shown in

Q sk, akð Þ =Q sk, akð Þ + λ R +maxak+1 γQ Sk+1, ak+1ð Þf g −Q sk, akð Þ� �
,

ð11Þ

where sk is the current state, ak is the current action taken,
Sk+1 is the next state, ak+1 is the action taken in the next state,
R is the reward obtained after the execution of action ak, λ is
the learning rate, and γ is the decay factor.

The machine learning scheduling module flow chart is
shown in Figure 3.

Therefore, the machine learning scheduling module can
update the policy and choose the next action in real time
according to the system’s current resources and the current
allocation action, so as to maximize the system’s resource
scheduling benefits.

According to the principles of machine learning, after an
agent’s implementation of the rules ðS, ak, rkÞ, its learner
needs to check the validity of action k (i.e., ak) against what
is running in the actual environment. Its effectiveness can
be tested based on resource utilization and QoS. If ak is the
resource utilization and QoS remains at high values after
running on E, then, the action ak is valid, otherwise ak is
not. In turn, the effectiveness of ak can be used as a reward
function for reinforcement learning R.

Letu1i, u2i, u3ibe the actual utilization of processor, mem-
ory, and link bandwidth, respectively, and counted afterak
running on the wireless network virtualizationi; letb1, b2, b3
be the actual service quality of service in terms of completion
time, transmission rate, and jitter of the service after execu-
tion, respectively; Let 4α1,α2,α3,α4,α5,α6be the weighting fac-
tor, andα1 + α2 + α3 + α4 + α5 + α6 = 1. Then, the reward
function is

R = Ru + Rb, ð12Þ

where Ru, Rb is the reward function for actual resource utili-
zation and service QoS, respectively, which is calculated as
shown in

Ru = u1i ∗ α1 + u2i ∗ α3 + u3i ∗ α3,
Rb = b1 ∗ α4 + b2 ∗ α5 + b3 ∗ α6:

ð13Þ

Let R0 (0 <R0 ≤1) be the threshold of the reward func-
tion and R and C be the corrected amount of the rule reward
degree k (i.e., rk) made by the rule r. Then
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(1) If R ≥ R0, then, the rule reward degree rk = rk + C;
rule r making αk under this E shows an increasing
trend

(2) If R < R0, then, the rule reward degree rk = rk − C;
rule r making αk under this E shows a weakening
trend

The agent will determine the next rule selection action
based on the magnitude of the rule reward degree value.

Therefore, the autonomous learning update strategy
model of reinforcement learning can achieve a closed-loop

resource scheduling mechanism, which integrates the influ-
ence of multiple factors to better update knowledge deci-
sions and achieve reliable and satisfactory resource
allocation.

6. Simulation Results and Analysis

In this subsection, the proposed algorithm is simulated and
validated. we considers a physical network coverage area
for three SPs to provide resource sharing services, where
the physical network consists of one macrobase station and
three small base stations with self-backhaul capabilities,
and the macrobase station is fixed at the center of the area,
and the locations of the small base stations and the users
are randomly deployed. The available bandwidth in the sys-
tem and the transmit power of the user and the small base
station are 20 dBm and 33 dBm, respectively. We evaluate
the performance of the algorithm over T = 1000 cycles, with
each cycle time slot length set too.

First, the performance of our proposed Lyapunov
optimization-based algorithm is evaluated. Figure 4 plots
the average total SP gain and time-averaged queue backlog
versus the control parameters. As shown in the figure, the
average total SP gain gradually increases and plateaus as it
increases. In Lyapunov optimization, the larger the control
parameter, the more the system tends to optimize the pen-
alty function, which in this paper is optimizing the SP aver-
age total return. However, as it increases, the time-averaged
queuing backlog increases almost linearly, due to the inter-
connection between the system revenue and the time delay.
Therefore, in order to make the system work in the ideal
state, a reasonable selection of control parameters is
required.

In addition, to visualize the average queue backlog of
users in consecutive times and to demonstrate the
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convergence of queue stability, we arbitrarily selected three
users belonging to different SPs. As shown in Figure 5, the
horizontal coordinate is the time index and the vertical coor-
dinate represents the time-averaged queue backlog, from
which it can be seen that the average cache queue of SP users
increases first and then gradually tends to smooth out, which
also implies that the Lyapunov optimization-based resource
allocation algorithm proposed in this paper can effectively
guarantee the stability of the system queue; in other words,
it also confirms the effectiveness of our proposed algorithm.

Secondly, we validate the performance of the proposed
algorithm on wireless network virtualization and compare
it with two algorithms, namely, the static resource allocation
(SA-SBL) strategy and the user CSI-based dynamic resource
allocation (CSI-DA-SBL) strategy. For SA-SBL, the virtual
layer allocates a fixed number of virtual resources to each
SP and does not vary over time; for CSI-DA-SBL, the virtual
layer dynamically schedules resources based on the channel
quality of the SP users with the goal of maximizing system
capacity.

Figure 6 shows the variation of the average SP revenue
for different numbers of access users. x-axis represents the
number of users accessed by the system, and y-axis repre-
sents the time-averaged total revenue. As the number of sub-
scribers increases, the average revenue of the SP also tends to
increase, but at a slower rate. This is because even though
access to more users generates more revenue for the SP,
the SP has to pay relatively high resource rental costs to
the In P. In addition, the virtual network manager will allo-
cate the optimal amount of resources to each SP rather than
the full amount available, so the SP’s net revenue will be
somewhat limited. The figure also shows that our proposed
algorithm significantly outperforms SA-SBL and CSI-DA-
SBL because our proposed algorithm jointly considers the
channel quality of the users and the utility of the SPs and
aims to maximize the total system revenue by allocating
the right amount of virtual band resources to different SPs.
In contrast, SA-SBL allocates a fixed amount of resources
to each SP regardless of whether the SP needs it or not,
resulting in a waste of resources and therefore no significant
improvement in the SP’s revenue in this scheme.

Figure 7 shows the relationship between the average util-
ity of users and the number of access users in different sce-
narios, where the user utility is the amount paid by the
user to the SP. It can be seen from the figure that the average
user utility of the proposed algorithm tends to decrease as
the number of access users increases. This is because the
more dense the system is, the proportion of users with poor
channel conditions will increase, and in order to ensure the
delay performance of these users, the proposed algorithm
will allocate relatively more resources to them to avoid an
infinite queue backlog; thus, the average rate obtained by
all users in the system will be slightly reduced.

Figure 8 depicts the average queue backlog versus packet
arrival rate in different scenarios. For an arbitrary average
packet arrival rate, our proposed virtual resource allocation
scheme has a lower queue backlog. This is because our pro-
posed algorithm dynamically allocates resources at each time
slot in conjunction with the user’s cache state, thus ensuring

that all queues in the system are smoothed out, and thus, our
proposed algorithm has better latency performance.

Finally, we tested the performance of the backhaul
mechanism and compared two backhaul schemes, namely,
the wireless self-backhaul (FBB) mechanism with a fixed
band cut ratio and the wired backhaul (WB) mechanism,
where in the FBB scheme, the band ratio between the access
and backhaul links is fixed for each time slot, while the tra-
ditional WB mechanism enables small base stations to trans-
mit data from associated users over fiber or digital subscriber
lines to macrobase station or core network. Next, the perfor-
mance of the different schemes on backhaul will be evalu-
ated in terms of both SP average total utility and In P
average utility.

As can be seen from Figure 9, our proposed dynamic in-
band self-backhaul mechanism can bring more benefits to
both SPs and In P. Since the FBB mechanism uses a statically
configured band cut on the radio backhaul and access links,
the self-backhauling small base stations are unable to match
the backhaul and access capacity, wasting a certain amount
of band resources and reducing the benefits for In P and
SP. Although WB can provide larger backhaul capacity, the
cost of backhaul will also increase, and In P’s backhaul rev-
enue will be used to build backhaul equipment, so the SP
and In P revenue in the WB mechanism is significantly
lower than the other two options.

7. Conclusions

In the face of increasingly complex network environments
and the scarcity of wireless resources, there is an urgent need
for new scalable wireless network technologies, and network
virtualization technology has great potential. We propose a
machine learning-based resource scheduling mechanism
for wireless virtual networks and design an intelligent opti-
mization module for user service preferences in response
to the personalized needs of user service customization.
The results show that the scheme in this paper can effectively
improve indicators such as resource scheduling rationality,
link resource utilization, and user satisfaction.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
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