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Abstract 

Algorithmic bias indicates the discrimination caused by al-
gorithms, which occurs with protected features such as gen-
der and race. Even if we exclude a protected feature induc-
ing the unfairness from the input data, the bias can still ap-
pear due to proxy discrimination through the dependency of 
other attributes and protected features. Several methods 
have been devised to reduce the bias, but it is not yet fully 
explored to identify the cause of this problem. In this paper, 
non-discriminated representation is formulated as a dual ob-
jective optimization problem of encoding data while obfus-
cating the information about the protected features in the da-
ta representation by exploiting the unbiased information 
bottleneck. Encoder learns data representation and discrimi-
nator judges whether there is information about the protect-
ed features in the data representation or not. They are 
trained simultaneously in adversarial fashion to achieve fair 
representation. Moreover, the algorithmic bias is analyzed 
in terms of bias-variance dilemma to reveal the cause of bias, 
so as to prove that the proposed method is effective for re-
ducing the algorithmic bias in theory and experiments. Ex-
periments with the well-known benchmark datasets such as 
Adults, Census, and COMPAS demonstrate the efficacy of 
the proposed method compared to other conventional tech-
niques. Our method not only reduces the bias but also can 
use the latent representation in other classifiers (i.e., once a 
fair representation is learned, it can be used in various clas-
sifiers). We illustrate it by applying to the conventional ma-
chine learning models and visualizing the data representa-
tion with t-SNE algorithm. 

Introduction 

Discrimination is the unfair treatment of individuals based 

on specific features, also called sensitive attributes such as 

gender and race [Helm, 2016; Shipman and Griffiths, 

2016]. It has been found that machine learning, which has 

significantly led to constructing a model capable of decid-

ing the labels of novel data, can lead to unexpected results 

with bias [Dwork et al., 2012; Feldman et al., 2015; Kami-

ran and Calders, 2010; Koene, 2017; Luong et al., 2011; 

Zemel et al., 2013]. Even machine learning algorithms 

have amplified algorithmic bias [Dressel and Farid, 2018]. 

However, algorithmic bias cannot be solved by removing 

the sensitive variables from the input. This problem is 

called 'proxy discrimination'. For example, even if we de-

lete race information, it is possible to derive race by zip 

code.  

The methods of mitigating bias are divided into three 

categories, as shown in Figure 1: pre-processing, in-

processing, and post-processing [Calmon et al., 2017]. Pre-

processing is to solve the problem by eliminating the bias 

present in the training data itself [Calmon et al., 2017; Ed-

wards and Storkey, 2016; Grgic-Hlaca et al., 2018; Hajian, 

2013; Louizos et al., 2017]. In-processing is to reduce the 

bias by adding a constraint to the learning algorithm even 

if there is a bias in the data [Fish et al., 2016; Kamishima 

et al., 2011; Zafar et al., 2017; Zhang et al., 2018]. Post-

processing is to ensue decisions themselves [Hardt et al., 

2016]. A more in-depth study is needed because of the lack 

of analysis on the cause of the algorithmic bias, suggesting 

only a fragmentary solution like fair representation or clas-

sifier. Some studies analyzed data as biased and proposed 

metrics to evaluate algorithmic bias but lack the theoretical 

background of the cause [Zafar et al., 2017; Zhang et al., 

2018].  

We formulate the problem of the algorithmic bias as a 

dual objective optimization that confuses the protected 

feature in latent space and fairly encodes the data for un-

biased representation by using the information bottleneck 

[Alemi et al., 2017]. We propose an unbiased information 

bottleneck method to reduce the association of the protect-

ed attributes with the latent variable as shown in equation 

(1). 

 max ℒ𝐼஻ = ,ሺܼܫ 𝑋ሻ − ,ሺܼܫ  ሻ (1)ܣ

where ܫ represents the mutual information, 𝑋 is the data, ܼ 

is the latent variable and ܣ means the protected attribute. 

Through the equation (1), we can maximize the relation-

ship between representation and data features and at the 

same time minimize the relationship with features that 

cause bias. To minimize the ܫሺܼ, ሻܣ , we construct two 

models: encoder to learn data representation by projecting 

data into the latent space and discriminator to judge wheth-

er there is information about the sensitive attributes in the 

data representation. They are trained in adversarial and 
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achieve fair representation with the output of the encoder. 

To prevent the data from being distorted, i.e., to maximize 

the ܫሺܼ, 𝑋ሻ, the decoder reconstructs the data with the out-

put of the encoder so that the encoder should be trained to 

better represent the information in the data on the latent 

space. Besides, the algorithmic bias is analyzed from the 

bias-variance dilemma, a typical error analysis metric in 

machine learning. We also demonstrate theoretically that 

the difference in bias of each protected feature can be 

solved by achieving a fair representation, proving the va-

lidity of our method. To evaluate the performance of the 

model, we conduct several experiments on the well-known 

benchmark datasets.  

The main contribution of this paper is summarized as 

follows.  

⚫ It is the first attempt to analyze the cause of the algo-

rithmic bias from the bias-variance dilemma perspec-

tive to the best of our knowledge. 

⚫ We prove theoretically that the algorithmic bias can be 

solved by learning fair representation.  

⚫ With the proposed unbiased information bottleneck 

method with adversarial learning, we are able to train 

the fair representation that can be used for transfer 

learning. 

⚫ Achieving the highest performance in various datasets, 

the proposed algorithm is proved to be fair without da-

ta-dependency compared to other known techniques. 

The rest of this paper is organized as follows. In Section 

2, we introduce the research for solving the algorithmic 

bias in three aspects. The work we have done in this paper 

and the proposed model are presented in Section 3 and the 

evaluation is performed in Section 4. Section 5 presents the 

summary and some discussion. 

Related Works 

Several works have been conducted to recognize and solve 

the problem of algorithmic bias. The approach to solve it 

can be categorized into three types as mentioned in the 

previous section. We summarize the studies for each ap-

proach in Table 1. 

The solution through pre-processing is to preemptively 

block the algorithmic bias by eliminating the biases present 

in the data. Hajian proposed a method to solve indirect bias 

as well as algorithmic bias with multiple metrics for com-

puting discrimination [Hajian, 2013]. Edwards and Storkey 

presented a method to learn the fair representation to solve 

the algorithmic bias and applied it to the image anonymiza-

tion to remove the text in the image [Edwards and Storkey, 

2016]. Louizos et al. achieved a fair representation through 

variational autoencoder, one of the methods of learning 

data representation [Louizos et al., 2017]. Calmon et al. 

proposed a solution of the algorithmic bias by introducing 

three important criteria to be addressed in the pre-

processing approach [Calmon et al., 2017]. Grgic-Hlaca et 

al. proposed a method to select features for procedurally 

fair learning [Grgic-Hlaca et al., 2018]. 

The above studies have the advantage of pre-blocking 

the bias, but they have the disadvantage of losing the char-

acteristics of the data and lowering the performance. 

Therefore, research has been carried out to achieve fairness 

in the learning algorithm. Kamishima et al. proposed a 

method of solving algorithmic bias through a regulariza-

tion approach based on analyzed unfairness [Kamishima et 

al., 2011]. Fish et al. achieved fairness through a technique 

of shifting decision boundaries [Fish et al., 2016]. Zafar et 

al. proposed a method to add a regularization term called 

disparate mistreatment to the learning algorithm [Zafar et 

al., 2017]. Zhang et al. used the prediction results to teach 

the model to be fair [Zhang et al., 2018]. 

Hardt et al. defined a metric for evaluating the degree of 

unfairness to use post-processing techniques to solve algo-

rithmic bias in a post-hoc manner [Hardt et al., 2016]. Alt-

hough most of the studies proposed a method to solve algo-
Figure 1. Schematic diagram of the approaches to solve the algo-

rithmic bias.  

Category Description Authors Pros & Cons 

Pre-

processing 

Preprocessing 

training data  

Hajian (2013), 

Edwards (2016), 

Louizos (2016), 

Calmon (2017), 

Grgic-Hlaca (2018) 

 Prevent bias through sophisticated prepro-

cessing 

 Possible to resolve bias present in data 

 Occur individual distortion that loses feature 

of the data  

In-

processing 

Modifying 

learning algo-

rithm with con-

straints 

Kamishima (2011), 

Fish (2016), 

Zafar (2017), 

Zhang (2018) 

 Use complete data 

 Applicable regardless of data 

 Instability due to constraints added to the 

learning algorithm 

 Impossible to resolve bias present in data 

Post-

processing 
Post-hoc Hardt (2016) 

 Achievable of zero bias 

 Applicable to all data and models 

 User intervenes to analyze results and control 

decision boundary 

Table 1. The summary of the related works. 



rithmic bias, they lack the cause of the problem and the 

evaluation of the validity of the method. In this paper, we 

attempt to analyze the algorithmic bias in terms of bias-

variance dilemma, and theoretically prove that we can 

solve this problem through fair representation learning. We 

also show that the algorithmic bias can be solved by con-

structing a model in adversarial learning. 

Proposed Method 

Overview 

As shown in equation (2), bias-variance dilemma shows 

the conflict in trying to minimize the components of error 

at the same time; bias and variance [Geman et al., 1992; 

Vijayakumar, 2007].  The bias term evaluates how similar 

the approximate function is to the real function, and the 

variance term evaluates how complex the approximation is. 

We will demonstrate that the algorithmic bias occurs be-

cause of the difference in bias values of each protected 

feature. We will also prove theoretically that we can reduce 

the difference in bias for each sensitive feature by making 

the representation fair. If we construct an objective func-

tion that reduces such a difference as equation (3), it be-

comes intractable to learn from the data that is not separat-

ed. We modify this so as to prove that the fair representa-

tion reduces the difference between bias values of protect-

ed features. Fair representation is achieved through adver-

sarial learning of the encoder and discriminator by using 

the unbiased information bottleneck, and detailed learning 

process will be followed. 

 

ℒ = 𝔼x∼ࣲ [ቀݕ − ݂̂ሺݔሻቁଶ]  = 𝔼x∼ࣲ[݂ሺݔሻ − ݂̂ሺݔሻ]ଶ
       +𝔼 [(݂̂ሺݔሻ − 𝔼௫∼ࣲ  [݂̂ሺݔሻ])ଶ], = Biasሺ݂̂ሻଶ +  𝑖ܽ݊𝑐݁ሺ݂̂ሻݎܸܽ

(2) 

 
ℒ = 𝔼x∼ࣲ [ቀݕ − ݂̂ሺݔሻቁଶ]  +[Bias+(݂̂) − ଶ[(݂̂)−ݏ𝑖ܽܤ

, 

(3) 

where ࣲ  is the space of data, ݔ is a sample of data, ݕ is 

real label corresponding to ݔ,  ݂ is a real function,  ݂̂ is an 

approximated function, and Bias+ and Bias−  are expecta-

tions of the difference between approximated and real 

functions with only positive and negative protected fea-

tures, respectively. Chen et al. also provided the approach 

to define the algorithmic bias from the viewpoint of bias-

variance dilemma, but they just demonstrated the relation-

ship between them [Chen et al., 2018]. We not only associ-

ate them but also derive the solution based on it.  

Analysis on Algorithmic Bias 

It is demonstrated from the perspective of bias-variance 

dilemma that algorithmic bias can be solved through fair 

representation, unlike previous studies. Figure 2 shows the 

relationship between the bias for each protected feature and 

the algorithmic bias. The data representation is shown us-

ing the t-SNE algorithm [Maaten and Hinton, 2011]. We 

confirm that many points whose protected feature ܽ  is 

positive exist in a space where the actual label ݕ is positive, 

so the trained model predicts that ݕ = ͳ for data with ܽ =ͳ (i.e., Bias+(݂̂) is bigger than Bias−ሺ݂̂ሻ). We formulate 

an objective function as equation (4) because the algorith-

mic bias can be solved by learning the same bias value for 

each sensitive feature. However, since it is intractable, we 

derive equation (8) from equation (4).  

 
𝔼x∼ࣲ+[݂̂ሺݔሻ − ݂ሺݔሻ]        ≈ 𝔼x∼ࣲ−[݂̂ሺݔሻ − ݂ሺݔሻ] (4) 

 
⇔ 𝔼x∼ࣲ+[ℎ̂ ∘ ݃̂ሺݔሻ − ℎ ∘ ݃ሺݔሻ]        ≈ 𝔼x∼ࣲ−[ℎ̂ ∘ ݃̂ሺݔሻ − ℎ ∘ ݃ሺݔሻ] (5) 

 
⇔ 𝔼x∼ࣲ+[ℎ̂ ∘ ݃̂ሺݔሻ] − 𝔼௫∼ࣲ−[ℎ̂ ∘ ݃̂ሺݔሻ]        ≈ 𝔼x∼ࣲ+[ℎ ∘ ݃ሺݔሻ] − 𝔼௫∼ࣲ−[ℎ ∘ ݃ሺݔሻ] (6) 

 ⇔ 𝔼x∼ࣲ+[ℎ̂ ∘ ݃̂ሺݔሻ] ≈ 𝔼௫∼ࣲ−[ℎ̂ ∘ ݃̂ሺݔሻ] (7) 

 ⇐ 𝔼x∼ࣲ+[݃̂ሺݔሻ]  ≈ 𝔼௫∼ࣲ−[݃̂ሺݔሻ] (8) 

where  ݃ and ℎ are real functions of feature extractor and 

classifier, respectively, functions with hat symbol represent 

approximated functions, and ࣲ+ and ࣲ−are the spaces of 

data with positive and negative sensitive features, respec-

tively. Because functions of classifier are not always in-

vertible, we represent the left arrow in equation (8).  

As a result, if the feature extractor results (i.e., data rep-

resentation) have similar distributions for each of the pro-

tected features, the difference in bias is reduced, resulting 

in mitigating algorithmic bias. 

Fair Representation via Adversarial Learning of 

Information Bottleneck 

There have been many issues of intractable formula when 

achieving fair representation through equation (1) [Chen et 

al., 2016; Alemi et al., 2017]. We can obtain the similar 

results by maximizing the lower bound to maximize ܫሺ𝑋, ܼሻ, which represents the association between data and 

Figure 2. t-SNE visualization for bias verification present in data 

itself. Blue color corresponds to positive sensitive features where-

as orange color corresponds to negative protected features. The 

more reddish the background, the denser the positive real label. 



latent variables. Inspired by Chen et al., we derive the low-

er bound of ܫሺ𝑋, ܼሻ as shown in equations (9) to (12). 

,ሺܼܫ  𝑋ሻ (9) 

 = 𝔼௭∼௤ሺ௭|௫ሻ [𝔼௫′∼௣ሺ௫|௭ሻ[݈݃݋ ܲሺݖ|′ݔሻ]] +  ሻ (10)ݔሺܪ

 ൒ 𝔼௭∼௤ሺ௭|௫ሻ [𝔼௫′∼௣ሺ௫|௭ሻ[݈݃݋ ܳሺݖ|′ݔሻ]] +  ሻ (11)ݔሺܪ

 = 𝔼௫′∼𝑃(௫′),௭∼௤ሺ௭|௫ሻ[݈݃݋ ܳሺݖ|′ݔሻ] +  ሻ (12)ݔሺܪ

where ݌ and ݍ represent the decoder and encoder, respec-

tively, ܲ and ܳ mean real and approximated distributions, 

and ܪ is the entropy. From equation (10) to equation (11), 

we use the fact that Kullback-Leibler divergence is non-

negative. Let the first term of equation (12) be ℒXZ. 
At the same time, we should minimize the ܫሺܼ, ሻܣ  to 

achieve the equation (1). Inspired by Alemi et al., we can 

minimize the ܫሺܼ,  ,ሻ by reducing the upper bound of itܣ

and we derive it from equations (13) to (17). 

,ሺܼܫ   ሻ (13)ܣ

 = ∫ ሻݖሺ݌ሻݖ|ሺܽ݌ ݃݋݈ ሻݖሺ݌ሻܽ|ݖሺ݌  (14) 

 = ∫ ሻݖሺ݌ሻݖ|ሺܽ݌ ݃݋݈ ሻݖ|ሺܽ݌ − ∫ ሻݖሺ݌ ݃݋݈  ሻ (15)ݖሺ݌

 ൑ ∫ ሻݖሺ݌ሻݖ|ሺܽ݌ ݃݋݈ ሻݖ|ሺܽ݌ − ∫ ሻݖሺ݌ ݃݋݈ ݉ሺݖሻ (16) 

 = ∫ ሻݖሺ݌ሻݖ|ሺܽ݌ ݃݋݈ ሻݖሻ݉ሺܽ|ݖሺ݌  (17) 

where ݉ሺݖሻ is a variational approximation. However, one 

critical issue in this approach is the difficulty of choosing 

the proper approximator ݉ሺݖሻ. We propose another formu-

lation of the upper bound based on information bottleneck 

theory [Tishby et al., 2000; Tishby and Zaslavsky, 2015]. 

As shown in Figure 3, we define the additional model ݐ, 

called latent transfer, that takes latent variable ݖ from en-

coder and outputs an intermediate representation ݎ. Conse-

quently, a modified upper bound of ܫሺܼ,  ሻ can be obtainedܣ

as: 

,ሺܼܫ  ሻܣ = ܫ ቀܼ,  ቁ (18)(ሺܼሻݐ)ܦ

               ൑ ,ܼ)ܫ  ሺܼሻ) (19)ݐ

               ൑ ∫ ሻݖሺ݌ሻݖ|ݎሺݐ ݃݋݈ ሻݎሺݏሻݖ|ݎሺݐ  (20) 

where ݏሺݎሻ is a variational approximation. The first ine-

quality holds thanks to the Markov property [Tishby and 

Zaslavsky, 2015]. Let the equation (20) be ℒAZ, and we can 

rewrite the equation (1) as follows: 

 max ℒ𝐼஻ ൑ ℒ𝑋௓ − ℒ஺௓ (21) 

Using this approach, to solve the algorithmic bias 

through fair representation learning as we have proved in 

the previous section, the encoder and discriminator are 

learned in adversarial. The architecture of the proposed 

method is illustrated in Figure 3. The objective function for 

the three models is as follows. 

 ℒ௙೐,௙೏ = 𝔼௫∼ࣲ [ −ℒ𝑋௓ + ℒ஺௓+𝔼௔̃∼𝑈ሺ଴,ଵሻ [݈ ቀܽ̃, )ܦ ௘݂ሺݔሻ)ቁ]] (22) 

 ℒD = 𝔼ሺ௫,௔ሻ∼ࣲ×𝒜 [݈ ቀܽ, )ܦ ௘݂ሺݔሻ)ቁ], (23) 

where ௘݂, ௗ݂, and ܦ are functions of encoder, decoder, and 

discriminator, respectively, 𝒜 is the space of sensitive fea-

tures, ݈ is a binary function of measuring the reconstruction 

or categorical loss, ܽ̃ ∼ ܷሺͲ,ͳሻ means random sampling of 

zero or one, and 𝒟୏୐ is a Kullback-Leibler divergence to 

make the result distribution as simple as we want. 

Several works were proposed to achieve the fairness by 

modifying the learning process of generative adversarial 

autoencoder and adversarial autoencoder, similar to the 

method proposed in this paper [Edwards and Storkey, 2016; 

Mardras et al., 2018; Wadsworth et al., 2018; Zhang et al., 

2018; Goodfellow et al., 2014; Makhzani et al., 2015]. 

They proposed a method of training encoder to make dis-

criminator to classify the sensitive features as opposite 

with data representation, which can learn the information 

about the protected features. However, we first propose an 

unbiased information bottleneck method and train an en-

coder to make discriminator to randomly classify the pro-

tected features with  ܽ̃ ∼ ܷሺͲ,ͳሻ  term so that the infor-

mation about the sensitive attribute disappears on data rep-

resentation. Discriminator classifies projected latent varia-

bles from data with protected features, so that the encoder 

learns to construct a fair representation independent of the 

sensitive attribute for fooling the discriminator. Besides, 

their approaches are in-processing, resulting in unavailable 

fair representation. Our optimization also converges since 

it is equivalent to the original objective function as shown 

in equation (24).  

 

 

minG maxD [ 𝔼௫∼௣೏𝑎𝑡𝑎ሺ௫ሻ[log ሻ]+𝔼௭∼௣𝑧ሺ௭ሻݔሺܦ [𝔼௔∼𝑈ሺ଴,ଵሻ [ቀܽ −  [[[ቁ(ሻݖሺܩ)ܦ

⇔ minG maxD [ 𝔼௫∼௣೏𝑎𝑡𝑎ሺ௫ሻ[log ሻ]+𝔼௭∼௣𝑧ሺ௭ሻݔሺܦ [ቀͳ −  [[ቁ(ሻݖሺܩ)ܦ

(24) 

Figure 3. The architecture of the proposed method. To train a 

discriminator, sensitive feature ܽ is sampled from 𝒜. Encoder is 

trained to project data into fair representation with  ܽ̃  from ܷሺͲ,ͳሻ. When the fair representation is obtained, only the models 

inside the dashed line are learned. When solving the classification 

problem fairly, the output value from the encoder becomes input 

to the classifier. 



The objective function converges when ݌ௗ ≈ -௚ are distributions of real and generated data, re݌ ௗ and݌ ௚, where݌

spectively [Goodfellow et al., 2014]. We can map pairs of 

real and fake in the generative adversarial networks to 

pairs of positive and negative of sensitive features, so the 

convergence point is 𝔼௫∼ࣲ+ሺݔሻ ≈ 𝔼௫∼ࣲ−ሺݔሻ . The algo-

rithm for learning the fair representation ௘݂ሺݔሻ is as follows. 

where ߠ௙೐ , ௙೏ߠ , and ߠ஽ are parameters of encoder, decoder, 

and discriminator, respectively, and ߟ is a learning rate. As 

the generative adversarial network converges when ݌ௗ +ࣲ݌ ௚, our model can converge when݌≈ ≈  .−ࣲ݌

In addition, the fair representation, which is the result of 

the proposed method in this paper, is not subject to the 

model in classifying the actual label in representation be-

cause there is no term associated with the classifier in the 

learning process. The algorithm for classifying data repre-

sentations into real labels with other classifiers ܥ is as fol-

lows.  

where ݈ is a binary function measuring the difference be-

tween real label ݕ and calculated label  ̂ݕ = )ܥ ௘݂ሺݔሻ). If 

we use a machine learning classifier instead of deep learn-

ing, we use an algorithm that learns the classifier instead of 

the parameter update method on line 5. 

Experiments 

Dataset and Experimental Settings 

We use the well-known benchmark datasets such as Adults, 

Census, and COMPAS to evaluate the performance of the 

proposed method compared to other known techniques.1 

The details of the datasets are described in Table 2. We 

show the size of the final features by one-hot encoding of 

the categorical attributes in each data in the third column. 

In Census dataset, class-imbalance is solved by under-

sampling technique. In the COMPAS dataset, "Caucasian" 

and "African-American" are used as the protected features. 

If the decile score is greater than 5, we set the actual label 

to a positive value; otherwise, we set it to a negative value. 

The layers used for encoders, decoders, and discriminators 

are fully-connected and use rectified linear unit as an acti-

vation function [Nair and Hinton, 2010]. We set the binary 

function ݈ as mean squared error when used in reconstruc-

tion and as cross-entropy when used in classification. We 

compare the Base model, which is the same to our method 

without adversarial learning, the variational fair autoen-

coder (VFAE) proposed by Louizos, and the adversarial 

model proposed by Edwards to demonstrate the superiority 

of the proposed method [Edwards and Storkey, 2016; 

Louizos et al., 2017]. 

Bias Reduction 

To quantitatively evaluate the algorithmic bias, we use the 

well-known metrics such as the equality of opportunity and 

the equality of odds as shown in equations (25) and (26) 

[19]. The Opportunity measures devaluation as the differ-

ence in True Positive Rate (TPR) for each protected feature. 

The Odds measures over-evaluation as the difference in 

TPR and False Negative Rate (FNR) for each protected 

feature. 

 

Opportunity = |Σ௫∈ࣲ+𝕝௙(ݔ|ݕ)=ଵΣ௫∈ࣲ+𝕝௬=ଵ − Σ௫∈ࣲ−𝕝௙(ݔ|ݕ)=ଵΣ௫∈ࣲ−𝕝௬=ଵ | (25) 

 Odds = |Σ௫∈ࣲ+݂ሺݔ|ݕሻΣ௫∈ࣲ+𝕝 − Σ௫∈ࣲ−݂ሺݔ|ݕሻΣ௫∈ࣲ−𝕝 | (26) 

 
1 Adult & Census datasets: https://archive.ics.uci.edu/ml/datasets/ 
COMPAS dataset: https://kaggle.com/danofer/compass 

Data # of data 
# of 

features 

Protected 

features 

Real 

label 

Adults 32,561 102 Gender Income 

Census 37,136 389 Gender Income 

COMPAS 11,742 16 Race 
Risky 

score 

Table 2. The details of datasets used in this paper 

Algorithm 1 Training fair representation 

Input: Data ࣲ and corresponding sensitive feature 𝒜 

Output: Fully trained encoder ௘݂ 

1: Initialize ௘݂, ௗ݂,  ܦ

2:   for epochs do 

3:      for batches do 

4:          Sample ݔ, ܽ, ܽ̃ from ࣲ, 𝒜, UሺͲ,ͳሻ respectively; 

௙೐ߠ   :5 ← ௙೐ߠ − ߟ 𝜕ℒ೑೐,೑೏𝜕𝜃೑೐ ሺݔ, ܽ̃ሻ; 

௙೏ߠ   :6 ← ௙೏ߠ − ߟ 𝜕ℒ೑೐,೑೏𝜕𝜃೑೏ ሺݔሻ; 

஽ߠ    :7 ← ஽ߠ − ߟ 𝜕ℒವ𝜕𝜃ವ ሺݔ, ܽሻ; 

8:      end for 

9:   end for 

10: return ௘݂ 

Algorithm 2 Classifying data with fair representation 

Input: Data ࣲ, corresponding label ࣳ, and classifier ܥ 

Output: Fully trained classifier ܥ 

1: Initialize ܥ 

2:   for epochs do 

3:      for batches do 

4:          Sample ݔ, ,ࣲ from ݕ ࣳ respectively; 

஼ߠ   :5 ← ஼ߠ − ߟ 𝜕𝑙𝜕𝜃಴ ቀݕ, )ܥ ௘݂ሺݔሻ)ቁ; 

8:      end for 

9:   end for 

10: return ܥ 



We conduct the experiment with 10-fold cross validation, 

and the result of evaluation with each metric is shown in 

Figure 4. The proposed model achieves better fairness on 

all datasets relative to the different models. The numerical 

results are shown in Tables 3 and 4. The performance of 

the proposed model was statistically significant at the 95% 

significance level except for four cases, and all the results 

were significant at the 90% significance level. The trade-

off between discrimination and utility is also likely to oc-

cur in the proposed model and this problem will be ad-

dressed for future research. In this paper, we analyze that 

the algorithmic bias occurs due to the difference of the 

Models Base VFAE 
Edwards 

et al. 
Ours 

Adult dataset 

Average 0.1765 0.1669 0.0421 0.0077 

Std. dev. 0.0128 0.0119 0.0129 0.0091 

p-value 
1.11×ͳͲ−ଵ଻ 

1.43×ͳͲ−ଵ଻ 

1.87×ͳͲ−଺ 
- 

Census dataset 

Average 0.4203 0.3357 0.2944 0.2297 

Std. dev. 0.0090 0.0497 0.0720 0.0955 

p-value 
1.06×ͳͲ−ସ 

5.20×ͳͲ−ଷ 

6.09×ͳͲ−ଶ 
- 

COMPAS dataset 

Average 0.2942 0.3153 0.1076 0.0577 

Std. dev. 0.0277 0.0287 0.0844 0.0497 

p-value 
2.88×ͳͲ−9 

3.89×ͳͲ−ଵଵ 

7.19×ͳͲ−ଶ 
- 

Table 3. The numerical results of experiments. We verify the 

performance with Odds metric and conduct t-test. 

Models Base VFAE 
Edwards 

et al. 
Ours 

Adult dataset 

Average 0.0851 0.1987 0.0576 0.0098 

Std. dev. 0.0132 0.0328 0.0274 0.0084 

p-value 
1.20×ͳͲ−ଵଵ 

6.12×ͳͲ−9 

2.02×ͳͲ−ସ 
- 

Census dataset 

Average 0.1961 0.2448 0.1884 0.1314 

Std. dev. 0.0190 0.0770 0.0600 0.1114 

p-value 
5.83×ͳͲ−ଶ 

1.09×ͳͲ−ଶ 

9.91×ͳͲ−ଶ 
- 

COMPAS dataset 

Average 0.2891 0.3038 0.1184 0.0400 

Std. dev. 0.0239 0.0250 0.0959 0.0636 

p-value 
1.40×ͳͲ−଻ 

3.55×ͳͲ−9 

2.01×ͳͲ−ଶ 
- 

Table 4. The numerical results of experiments. We verify the 

performance with Opportunity metric and conduct t-test. 

Figure 4. The experimental results of base, variational fair autoencoder, model proposed by Edwards et al. and the proposed model with 

respect to three datasets. We compare them with two metrics; equality of opportunity and odds, and our model has the best fairness com-

pared to others. Look at the figures after zoon-in. 



biases (i.e., |ܤ𝑖ܽݏ+ −  by the protected feature in (|−ݏ𝑖ܽܤ

the bias-variance. Therefore, we show in Figure 5 that the 

proposed method reduces the difference of bias by protect-

ed feature, which means indirectly lowering the intractable 

loss in equation (2) with our learning algorithm.  

Fairness Latent Variable 

The results of the proposed method for solving algorithmic 

bias through fair representation are depicted in Figure 6 

using the t-SNE algorithm. Note that the model proposed 

by Edwards et al. belongs to in-processing approach so that 

we could not use fair representation using it. The distribu-

tion of raw data exists in an unknown pattern and is sepa-

rated by protected features, whereas the distribution of data 

representation becomes simple using VFAE. However, in 

data representation via VFAE, data can be distinguished 

according to a protected feature. We can observe that the 

data representation independent of the protected feature is 

trained by using our method. 

Since the fair representation learned through the pro-

posed model has non-discrimination characteristics in itself, 

the classification result is not biased regardless of the clas-

sifier. We classify the real labels by inputting the learned 

fair representation to various machine learning algorithms 

such as logistic regression (LR), decision tree (DT), and 

random forest (RF), and the results are shown in Figure 7. 

Surprisingly, even if we bring the pre-trained fair represen-

tation by the proposed method, results for all the machine 

learning algorithms used in the experiment has the best 

fairness in the proposed method. In addition, except for DT, 

accuracy is reduced by only about 2%. Comparisons and 

analysis using more classifiers will be proceeded further in 

the future. 

Conclusions 

In this paper, we address the need for solving algorithmic 

bias problem. Fairness is achieved to some degree by ad-

versarial learning of encoder and discriminator for fair rep-

resentation through the proposed method. We analyze the 

cause of the algorithmic bias from the perspective of bias-

variance dilemma and prove that it can be solved through 

fair representation. The proposed method learns the repre-

sentation independent of the classifier including deep 

learning, because the bias has the lowest value when the 

output of the encoder is input to classifiers. 

We demonstrate that the cause of algorithmic bias is due 

to the difference of biases for each sensitive feature in bias-

variance, and we apply adversarial learning as a way to 

reduce the difference. However, since this process is dual 

optimization, it leads to unstable learning. In the future, we 

will try to find a way to reduce bias differences more sta-

bly. We also need to evaluate the scalability of the pro-

posed method for fair representation in other domains such 

Figure 5. Evaluation of model performance by bias reduction 

result. Y-axis represents a difference between bias values for 

each protected feature. 

Figure 6. t-SNE visualization from the Adults dataset on: (a) data itself, (b) representation with base model, (c) representation with 

VFAE model, and (d) the proposed model. It can be seen that the representation of method except ours can be easily separated with 

protected features.  

Figure 7. Performance of learned fair representation in the proposed method. 



as image and text. 
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