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Abstract

Misusing and benefiting from the development in technology for communication, criminal

and terror groups have recently expanded and spread into global organizations and activities.

Fortunately, it is possible to benefit from the technology to fight against terror and crimi-

nal groups by tracing, identifying, surrendering, and preventing them from executing their

bloodily plans. Indeed, it is very affordable to capture various kinds of data which could be

analyzed to predict potential criminals and terrorists. Data comes in various formats from

text to images, and may become available incrementally due to dynamic sources. This leads

to what has been recently classified as big data which has attracted considerable attention

from the industry and the research community. Researchers and developers involved in this

domain are trying to adapt and integrate existing techniques into customized solutions which

could successfully and effectively handle big data with all its distinguishing characteristics.

Alternatively, tremendous effort has been invested in developing new techniques to cope with

big data for situations where existing techniques neither individually nor as an integrated

group could address the shortcomings in this domain. Realizing the need for effective so-

lutions capable of dealing with criminal and terror groups could be mentioned as the main

motivation to undertake the study described in this thesis.

The main contribution of this thesis is an early warning system that uses different sources

of data to identify potential criminals and terrorists (hereafter both criminals and terrorists

will be meant when any of them is mentioned in the text). The process works as follows.

Criminal profiles are analyzed and their corresponding criminal networks are derived. This

automates and facilitates the work of crime analysts in predicting events that may lead to

disaster. We used face images as a data source and performed different studies to determine

the accuracy and effectiveness of current face recognition and clustering algorithms in identi-

fying people in uncontrolled environments, which are actually the environments encountered

in real situations when dealing with criminals and terrorists. We trained our own face recog-

nition algorithm using convolutional neural networks (CNN) by pre-processing the input

ii



images for better recognition rates. We showed how this is more effective than frontalized

profile face images. We designed a queuing system for surveillance camera monitoring to

raise an alarm when unknown people who pass through a monitored area turn into potential

suspects. We also integrated different data sources such as social media, news, and official

criminal documents to extract criminal names. We then generate a criminal profile which

includes the activities that a given criminal is involved in. We also linked criminals together

to build a criminal network by expanding the coverage and analyzing the collected data. We

then proposed several unique criminal network analysis techniques to provide better under-

standing and knowledge for crime analysts. To achieve this, we added more functions related

to criminal network analysis to NetDriller which is a powerful social network analysis tool

developed by our research group. We also designed an algorithm for link prediction which

better detects if a link between two nodes will exist in the future. All these functionalities

have been well integrated into the monitoring system which has been developed and well

tested to demonstrate its applicability and effectiveness.

Keywords: criminal networks, terror networks, early warning, link prediction, clustering,

classification, face recognition.
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Chapter 1

Introduction

Over history, humans felt the need to capture and keep various types and volumes of data

ranging from classical text, to images, voice, etc. Always, new sources and domains of

data/knowledge emerge as a result of the rapid development in personally or publicly used

equipment, e.g., telephone, television, washing machine, car, plane, satellite, hand-held de-

vices, sensors, etc. In response, researchers and practitioners realized the need to catch up

by developing techniques capable of maximizing the benefit from the enormous data gener-

ated by technology. Improving computing power and storage capacity are not to cope with

the rapid change and its associated needs. Thus, improve and powerful algorithms should

be seen as the major players who should dig deep in the data to capture and identify all

valuable nuggets. In this sense, my research focuses on developing an early warning system

capable of collecting data from different sources used to identifying suspects and predicting

events which require raising alarm for authorities to take timely action which may lead to

avoiding or preventing a disaster. Such a system is severely needed because criminals and

terrorists do exist and their number is increasing faster than ever before, whether based on

ethnicity, racism, religion, or affected by economic crisis. Criminology and terror are global

problems that cannot be ignored nor any kind of tolerance is acceptable.
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1.1 Problem Definition and Motivation

Recent development in technology has facilitated effective and robust automated monitoring

of specific locations, persons, instruments, etc. Automation is an attractive approach to

complement and sometimes replace the human factor in monitoring. For instance, a video

captured by a surveillance camera may be directly analyzed by a human expert who may set

alert as warning for certain exceptional or outlier cases which need further timely attention.

Also, a domain expert may manually trace and analyze a set of social media traces to identify

certain incidents or bodies who should receive further consideration; the same applies to

traditional media where the process mainly involves document analysis. It is even important

to use an image as input and locate as much as possible related data available in different

formats from various sources, including social media, traditional media, domain specific

archives, etc. It is equally important to use the latter sources to locate existing photos of a

specific person who should be investigated further. All these activities may be automated

by developing and integrating some advanced computing techniques from machine learning,

image processing, text processing and social network analysis.

Fortunately, huge amounts of data are collected and can be analyzed for knowledge

discovery. However, existing techniques are not advancing at enough speed to catch data

collection rate and volume. As a result, researchers and practitioners are still struggling to

develop new methods capable of better analyzing existing data for maximized benefit. In

fact, developing new techniques is a continuous ongoing effort which requires either adapting

and adjusting existing techniques or developing new techniques to serve new domains. In

other words, one technique which is popular and attractive today may become obsolete in

the near future. Accordingly, researchers and practitioners should be on duty to provide

timely replacement by techniques that satisfy emerging needs.

The objective of this PhD thesis is to develop a system capable of identifying potential

criminals/terrorists or suspicious subjects in order to avoid/prevent their actions which may

lead to a disaster. Keeping in mind that data is streaming from a variety of sources and
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in different formats, a robust system should be capable of integrating various data types,

including images captured by surveillance cameras, social media data, traditional media

data, data from domain specific archives, and domain experts knowledge. In particular,

this research will concentrate on identity resolution based on some initial data available to

discover all possible information that will help in understanding, to the best level possible,

the character and behavior of a specific person or group. One possible scenario may be

described as follows. Given an image of the face of a person who has been witnessed more

than expected in a scene, it is required to investigate existing data sources to find more

information related to the specific person.

In case of a crime, it will be possible to identify specific suspects with a higher degree of

confidence based on the amount of information captured and analyzed. Finding others who

are connected to a given suspect is also important for a comprehensive study by authorities.

Once a network is constructed, it is possible to incrementally adjust the network as more

information becomes available. It is also possible to identify within a network key actors

at various levels. Then, authorities may become interested in studying the behavior of the

network once key actors at each level are removed from the network. This allows authorities

to understand how the network restructures and what could be done to dissolve or disconnect

actors in the network as quick as possible.

Combining data from a variety of sources is very attractive and highly contributes to

a more robust outcome despite difficulties associated with the process, e.g., heterogeneous

domains, different scales, missing values, noise, etc. These obstacles and the like could be

overcome by utilizing some advanced machine learning techniques. Once the data is ready

for processing, it becomes possible to produce some valuable results which may guide and

shape the decision making process. Techniques to be used in the analysis will be borrowed

from a variety of disciplines, including machine learning, image processing, text analysis,

and social network analysis.

This research has the following components:
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1. data collection from various sources, including social media, traditional media, surveil-

lance cameras, etc.

2. image analysis and recognition,

3. intelligent data analysis using clustering, classification and frequent pattern mining,

4. search and matching of images and information,

5. link prediction for possible connections to exist or disappear in future,

6. studying network structure and restructuring after certain actors are removed.

My research focuses on identifying influential actors in a social network and will then inves-

tigate how a network will restructure in case first, second, third, etc. level influential actors

are removed from the network. This will guide authorities to develop specific strategies to

deal with influential actors at each level and within the network as a whole.

Images are captured and normalized by concentrating on faces captured by surveillance

cameras. Then, the features of each face are extracted to form a feature vector. All feature

vectors of existing faces can then be clustered to help in speeding up the matching of a new

face once captured.

Text collected from social media, archives, traditional media, etc. is processed to identify

key terms and persons. Clustering and frequent pattern mining based techniques have been

developed to analyze text. For instance, we construct an adjacency matrix where each tweet

is a row and each term, word or entity is a column. Such a matrix is analyzed using clustering

or frequent pattern mining techniques to find the relationship between tweets or between

terms. This would reveal important knowledge related to relevant tweets, terms, etc.

1.2 Contributions

This research has the following contributions:
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• An early warning system capable of highlighting potential threat and hence avoiding,

preventing or at least reducing the possibility of attacks leading to disasters.

• Capturing a face image and locating related information from the available sources,

e.g., social media, archive, traditional media, etc.

• Performing a study on applying face clustering with a different clustering method

• Improving the Netdriller tool by adding more capability to analyze criminal networks,

the same new features could be used to analyze any other type of network which has

some common characteristics with terror networks; these include biological networks,

co-workers networks, etc.

• Capturing and analyzing text, whether tweets or traditional documents, to identify

some relevant terms, keywords, entities, etc.

• Improving face recognition rate by re-training models with pre-processed face images

• Employing machine learning, image processing, text analysis, and social media analysis

techniques in a fully working system to help authorities in handling cases related to

terror and criminology.

1.3 Organization of the Thesis

The rest of this thesis is organized as follows. Chapter 2 lists the background and relevant

literature related to different parts of the developed system . In Chapter 3, we perform a

study on clustering algorithm and feature vector extraction techniques which work the best

on the problem of clustering faces. In Chapter 4, we evaluate the performance of using

different face detection and recognition techniques; we also evaluate their performance in

an uncontrolled multi-view environment. In Chapter 5 we study the effect of applying face

rotation to reconstruct faces from profile views to frontal ones using different frontalization
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methods to achieve a better face recognition rates on the profile views by training our own

CNN model to extract features from faces. In Chapter 6 we developed a link prediction

algorithm to find and predict hidden links between entities in a social graph. In Chapter 7

we cover NetDriller which is a social network analysis tool we extended by adding: (1) func-

tionalities to construct social networks from different social media sources (2) more analysis

components to help in building networks to guide analysts in visualizing and analyzing crim-

inal networks. In Chapter 8, we developed an early warning system that recognizes people

automatically in a surveillance camera environment using a queuing bases system. We also

analyzed social media text of a recognized person to then construct the person’s network

from individuals mentioned with him/her in the text. Further analysis will allow security

experts to mark this person as a suspect or innocent. In Chapter 9, we propose a system

that extracts criminals’ information and their corresponding network using Web sources,

such as online newspapers, official reports, and social media. Chapter covers a summary,

conclusions, and future research directions of this thesis.
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Chapter 2

Background and Relevant Literature

2.1 Text Mining and Analysis

Traditional applications have focused on retrieving and processing raw data or data available

from database systems [3]. With the surge of data and information in the web, text mining

has been employed for information retrieval to facilitate information access rather than

merely analyzing existing data. Moreover, text mining is used to further process the retrieved

data [78].

In this thesis, we used text mining to analyze criminal data collected from different sources

such as newspapers, online social media, and police reports. The purpose of applying text

analysis on these data sources is to extract from the text criminal incidents and criminal

personnel involved. The extracted information is then used to create criminal profiles based

on their involvements along with their criminal graph.

Several frameworks had been implemented to provide the basic functionality used to

analyze text. These frameworks use natural language processing (NLP) which is concerned

with using computational learning techniques to understand text [63]. Frameworks such

as Stanford CoreNLP [108], GATE [35], NLTK toolkit [17] provide a standard NLP pre-

processing pipeline which includes the following:
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• Sentence Segmentation: Usually, the first step in NLP processing is identifying sen-

tences and analyze them individually.

• Tokenization: After identifying the sentences, tokenization is used to identify individual

words in the sentence.

• Part-Of-Speech (POS) Tagging: For every identified word, POS tagging will label the

word as its corresponding POS tag, whether it is a noun, verb, adjective, etc.

• Named Entity Recognition (NER): This is an important step in the NLP toolkit to

identify named entities such as people (criminals), places, and organizations.

2.2 Clustering

Clustering is an unsupervised classification of patterns or observations into their correspond-

ing groups (clusters) [73]. Clustering had been addressed and used in many fields where pat-

tern analysis is needed to distribute similar or same data categories into one group without

knowing in advance what the labels of the data points are.

Clustering has been applied in pattern recognition and has been successfully used in many

different fields. Face clustering analysis has not received enough attention as the clustering

of faces not only depends on the clustering algorithm used, but also on the feature extraction

technique employed. A variety of feature extraction techniques described in the literature

can be applied as a preprocessing step for face clustering, but there is no widely accepted

feature representation technique for face representation.

Several studies (e.g., [64], [180]) have evaluated the performance of a feature representa-

tion technique in association with a single clustering algorithm. For instance, Hoe et al. [64]

used Spectral clustering to evaluate the performance of local gradients with pixel intensity

as feature vector for face representation. Zhao et al. [180] used Hierarchical clustering to

cluster photos in a personal gallery. They used a combination of features to represent a face
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image based on information extracted from faces, bodies and context information. Zhu et al.

presented a new clustering algorithm specifically for face clustering [182]; it is called Rank

Order distance clustering. Clustering is achieved by measuring the dissimilarity between two

faces based on their neighborhood information.

Other studies investigated the effect of using feature representation techniques in combi-

nation with clustering algorithms. For instance, Heisele et al. [59] classified faces using Sup-

port Vector Machine (SVM) to evaluate three different feature representation techniques,

namely component-based method and two global methods for face recognition. In their

evaluation, they used the ROC curves of these feature representation techniques for formal

and rotated faces. They determined that the component based method outperformed the

two global methods. While in [121] they presented analysis similar to our study by check-

ing the performance of different feature extraction techniques and clustering algorithms.

They used component based features and compared with a commercial face matcher. Af-

ter extracting features from a face, they then applied three different clustering algorithms,

namely K-means, Spectral clustering, and Rank Order distance which we have used in this

study. They used two datasets for their experiments, namely Pinellas County Sheriff’s Office

(PSCO) and Labeled Faces in the Wild (LFW) dataset. Their results show that commercial

face matcher outperformed component based for rank order clustering, but they couldn’t run

the commercial face matcher on K-means nor Spectral clustering because the feature vectors

are not provided by the commercial product. They also showed that Rank Order clustering

performs better than K-means and Spectral clustering.

2.3 Criminal Network Construction and Analysis

A criminal network/graph shows interactions between criminals as present in the analyzed

domain or text. A criminal graph is defined as G = (V,E,W ), where V is the set of vertices

representing criminals. For the work described in this thesis, we used text as the main
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source to extract names which form vertices in the graph. For every name detected by NER,

a vertex is created in the graph with the criminal’s name as the label. E is the set of edges

representing the existence of a relationship between criminals. An edge is created between

two criminal nodes if they are mentioned in the same article or post. Several other works,

e.g., [9, 29], used “mentioned in the same document” to create an edge between two nodes.

W denotes weights of the edges in the graph. Weights are important to show how strong is

the tie between two nodes. Methods such as co-occurrence is used to get the weight between

two criminals; it is the number of times two criminals have been mentioned in the same text.

Modeling criminal interaction and mentions in text is important because it provides analysts

with network visualization. They will see a criminal network and associated interactions in

a clear way, and they will further investigate people in the network by applying network

analysis techniques.

Anwar et al. [9] proposed a framework to extract criminal information using text mining

from chat logs data. In their method, they benefited from chat log data collected from

a criminal computer seized by a forensic investigator from a crime scene. After collecting

and normalizing the chat data, their framework applies n-gram technique to extract the

set of vocabulary in the logs. Then they extracted key information from these n-grams by

identifying sets of key terms and key users who have a dominating role in the chat logs. As

a result, they built a social graph based on the interaction of users in the chat log, where

nodes in the graph are criminal names mentioned in the chat logs and edges in the graph

represent whether criminals were mentioned in the same chat session. They analyzed the

constructed social graph to determine communities which exist in the criminal network. For

this, they applied several clustering techniques, such as k -means, hierarchical agglomerative

clustering, and Markov clustering. The challenge with this framework is the assumption that

access to criminals computers and their chat log data is possible.
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2.4 Image Processing and Face Recognition

Face recognition has been at the center of image processing work in recent years, specifically

in the field of biometrics. It involves two procedures, first face detection is applied on a

given image to search for locations of faces in the image. The second procedure is face

identification. Given a detected face location, face identification verifies the identity of the

specific person.

2.4.1 Face Detection

The last two decades witnessed considerable work on face detection, and a significance

progress has been made over the past few years. An early method created by Viola and

Jones [163] provides fast and accurate face detection. The method detects a face region

by using boosted cascade detectors and simple features (Haar) to determine and extract

features from an image. Other face detection methods were also proposed in the literature,

such as the Histogram of oriented gradient (HOG) [36], which divides an image into grid

cells and then computes the feature vector of the image using the gradient descriptor. While

using these methods provides fast and accurate detection rates for frontal images, they fail

when it comes to multi-view faces or faces in an uncontrolled environment. This is because

of the nature of Haar and gradient features which is weak in describing face features in un-

controlled environments where several challenges may rise under various illumination, pose,

and expression conditions.

Many other research efforts focused on enhancing these detectors to be able to detect pro-

file faces by creating multiple face detectors for different poses of the face, e.g., [170], [68], [79].

Due to the recent development in graphic cards, high computation is now available to

create complex feature extraction techniques capable of representing objects well even in

uncontrolled environments. Recent techniques for face detection make use of deep convolu-

tional neural network as the architecture to detect and extract features of faces. The success
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of using deep neural network in speech recognition and image classification shaped and en-

couraged research efforts on face detection. One of the first efforts to use deep convolutional

neural network (DCNN) for face detection was the work done by Zhang et al. [179]. They

collected many different face images from different datasets containing different poses of

around 120,000 faces, and then trained a DCNN with 4 layers on this dataset. They used

this trained model, however, as a post filter for a boosting based multi-view face detector

which is used for face identification given an input image.

Other convolutional neural network (CNN) based methods such as the one described

in [42] trained a model based on fine tuning AlexNet [90] with face datasets for face identifica-

tion, and then used a sliding window to detect the region of the face. Their method recorded

a receiver operating characteristic (ROC) value of around 80% on the FDDB dataset [74]. In

another work, Li et al. [99] created a cascade of six CNNs for face detection. First, regions

are extracted from a test image from the first CNN called 12-net using a sliding window of

size equal to 12. After this, a CNN is used for alignment. The authors repeated these two

procedures for 34 and 48 net CNNs. Their method recorded a ROC value of around 85%.

Girshick et al. [47] proposed a region based CNN called R-CNN. Their work is based

on region proposal and object identification using CNN. Given an input image, the first

step is to extract regions where each region might contain an object desired to be detected

using a region proposal method. This step is not included in the CNN model. Accordingly,

any region proposal method can be applied on the test image. Selective Search [162] and

EdgeBox [186] methods are widely used for region proposal. Each extracted region will then

be warped and fed into the trained CNN model which decides whether the region contains

the desired object or not. While this method has proven to be accurate, it has a slow test

time because of the need to run full forward pass of CNN for each proposed region. To tackle

this problem, Girshick et al. introduced Fast R-CNN [46], where the entire test image is fed

only once to CNN. First, the region proposal method is applied on the test image, then the

whole image is fed to CNN where the extracted regions are mapped from the original image
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to the convolutional feature maps inside CNN. While Fast R-CNN produced good accuracy

like R-CNN, using a generic region proposal method, such as Selective Search and EdgeBox

still consume a considerable amount of time. These general hand-crafted region proposal

methods can be faster and more accurate by using deep learned features to extract regions.

For this reason, Faster R-CNN has been proposed [133]. Faster R-CNN uses the same CNN

structure already described, but also inserts a Region Proposal Network (RPN) after the last

convolutional layer of CNN. RPN is trained to produce region proposals directly; no need

for external region proposals.

Faster R-CNN is applied on the face detection problem in [76]. This paper uses a pre-

trained ImageNet CNN model, VGG16 [146], to train a Faster R-CNN face detection model

on WIDER face dataset [174] which contains 12,880 images and 159,424 faces in the training

set. Their model reached almost 90% accuracy on FDDB dataset.

2.4.2 Face Identification

The main process in face identification is to find a representation of the face where faces

of the same person have more similar representation than those of other people. Finding

a representation of the face is done by a process called feature extraction where a feature

vector is computed from a face image in an n-dimension vector. These feature vectors are

then used to do the face identification process. Several feature extraction techniques have

been developed, they can be divided into two categories, namely hand-crafted and learned

features.

Hand-crafted features work by taking an input image and then follow a predefined algo-

rithm to look for key points in the image and extract features based on the location of the key

points. Famous hand-crafted feature extraction techniques such as SIFT [103], SURF [13],

and LBPH [4] have been described in several papers [44], [15], [41], [27] as effective approaches

to represent faces. Based on this, classification is done to verify test images. Other works

such as the one described in [122] extract face features by applying Gabor wavelet feature
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extraction technique followed by PCA. They then use the SVM classifier model to verify test

faces. The authors in [127] compared the usage of two feature techniques on face images.

The first technique uses pixel intensity features and normalization then applies blurring to

the image with Gaussian filters to describe a face. The other technique is called V1-like

features using Gabor wavelets. They applied these features on the LFW dataset and then

applied face identification using the multi kernel learning classification technique.

Some recent methods applied face recognition in the wild by either training one model [141,

154] or multiple pose specific models [109] to learn feature extraction models. These rep-

resentation learning methods make use of neural networks due to their great performance

in other object recognition domains [144]. Like face detection neural network models, the

model is trained on millions of face images. However, instead of identifying face features for

detection, face recognition models train CNN so that different faces of the same person will

output similar feature vectors. Masi et al. [109] tackles pose variation by training multiple

pose-aware specific models (PAMs). They use deep convolutional neural networks to learn

representations of faces at different pose values. First, they apply landmark detection on

the input face to classify it into profile or frontal face. Then, they extract corresponding

features at different PAMs to fuse the features. Taigman et al. from Facebook introduced a

method they called DeepFace [154] which uses a neural network model to learn face repre-

sentations from large training datasets (order of millions). The innovation of their method

is that they implemented 3D modelling for all faces as a pre-processing step to align faces

before feeding them to the neural network to learn better face representation. Schroff et al.

from Google also created a face feature extraction technique based on neural networks called

FaceNet [141]. Like DeepFace, their model is trained on millions of private images where

faces are taken in an uncontrolled environment. The difference, however, is that FaceNet

doesn’t use any kind of 2D or 3D alignment, instead they make use of simple scaling and

translation techniques on images. The method, however, uses a triplet loss learning tech-

nique on each learning step of the neural network so that the representation is a vector
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where the Euclidean distance between the vectors is the distance between the images. Both

DeepFace and FaceNet achieved state-of-the-art accuracy results on face identification on

LFW dataset 9̃7%.
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Chapter 3

Combining Feature Extraction and

Clustering for Better Face

Recognition

In this chapter, we study the performance of face clustering approaches using different feature

extraction techniques. This study will highlight best practices for handling faces of terrorists

and criminals in an approach which is intended to trace and red flag potential cases. Given as

input images containing faces of people, face clustering divides them into K groups/clusters

with each group containing images expected to represent almost the same person. Face

clustering is very important especially in forensic investigations where millions of images are

available in crime scenes to be investigated. We study the performance of face clustering

by first choosing different feature extraction techniques to capture information from faces.

Feature extraction techniques are employed to check which face representation works better

in describing faces as input to clustering algorithms. We also used Rank Order clustering

algorithm which is known for its good accuracy when clustering face images along with

other traditional clustering techniques. We evaluated the performance of feature extraction

techniques and clustering algorithms using four datasets (JAFFE, AT&T, LFW, and YaleB);
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each imposing different challenges for face clustering with varying image environment and

for datasets of different sizes. These datasets challenge clustering algorithms and feature

extraction techniques in run time and clustering accuracy. Experimental results show the

effectiveness of Rank Order clustering in terms of accuracy for small datasets while its run

time performance degrades for larger datasets. K-means performed poorly on LFW dataset.

OpenFace performed the best in describing face images especially on large datasets compared

to other feature extraction techniques. The latter method reported high accuracy margin is

big and acceptable feature extraction time.

3.1 Introduction

Face recognition involves detecting and verifying persons’ identity by processing digital im-

ages and frames extracted from videos. Face recognition systems are becoming more pop-

ular due to rapidly advancing technology which made it affordable to capture and store

large number of images at low cost. They have various applications and benefits, including

homeland security where video surveillance systems detect and recognize criminals or in-

truders. Video surveillance systems that are able to recognize people from a captured video

stream are becoming more important especially with incidents related to crimes, e.g., the

Boston marathon attack [86]. In such incidents, thousands of images are collected by video

surveillance cameras and then inspectors analyze faces residing inside frames.

Clustering of people plays an important role during the investigation of crimes. In crowd

areas a large number of persons may pass in a specific location where a video surveillance

system will keep on capturing image frames which can be in the order of millions. The same

person may appear hundreds of times in frames which are not necessarily all consecutive.

Thus, clustering of people will be perfect to apply for the following two main reasons:

• Filtering Data: By excluding images where no person is detected in surveillance camera

frames.These images should be discarded during the investigation. The remaining
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images will be trimmed to concentrate only on persons appearing in frames, mainly

their faces.

• Organizing Data: Here images of the same person in different location scenes will be

identified to belong to the same cluster. This way, an investigator interested in tracking

a specific person will only concentrate on a specific cluster and may proceed to identify

and investigate other related suspects.

In order to cluster people in video frames, we use face as the identifier because a face is the

most distinctive key to person’s identity [24]. Clustering faces is a challenging process and

dependable not only on the clustering algorithm invoked, but also on the feature extraction

technique used. Both have several challenges to cope with. Feature representation challenges

are inherited from limitations of visual features due to several factors, including low resolution

of face images, changes in illumination between images, capturing a person from different

viewpoints, cluttered background, etc. While clustering challenges may attributed to the fact

that expected number of people in an input frame is not known in advance. This may cause

a problem for some clustering techniques, mainly those which require number of clusters

as input. Another issue is that number of images of different people is unbalanced. For

instance, some people may appear in a few frames while others may exist in many frames;

this aspect is challenging for some clustering techniques as discussed in Section 3.2.3.

Face recognition has recently received considerable attention as evident by the number

of face recognition algorithms described in the literature. However, clustering of face im-

ages has not received enough attention yet. As a result, existing literature lacks on efforts

which investigate appropriate match between feature extraction techniques and clustering

algorithms. Motivated by this, the work described in this chapter evaluates the performance

of various feature extraction and clustering techniques using a number of datasets of face

images. By doing so, we seek to have a better idea on which feature extraction technique

works better with a given clustering algorithm with respect to time and clustering accuracy.
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The rest of the chapter is organized as follows. Section 3.2 describes the methodology

used in face clustering along with feature extraction and clustering algorithms to be used in

performance evaluation. Section 3.3 presents the datasets used in the evaluation. Section 3.4

includes the experiments and results. Section 3.5 is conclusions.

Figure 3.1: Face clustering overall methodology

3.2 Methodology

As shown in Figure 3.1, the general methodology of clustering faces consists of four main

stages. The first step is to acquire a face dataset from any appropriate source which may be a

video surveillance camera. The datasets we used for this purpose is mentioned in Section 3.3.

After attaining the image collection, the next step is to pre-process and filter the images to

concentrate only on faces of people. Then, feature extraction techniques are applied on the

processed faces to get a feature vector of each image/face. The last step, is to cluster the

extracted feature vectors. More detail on each step is explained below.

Figure 3.2: Pre-processing steps example

3.2.1 Pre-Processing

Face pre-processing of input images involves three major steps as depicted in Figure 3.2.
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1. Detect Face Region: The first step is to apply face detection over the image in

order to get the face region of a person. By applying face detection, we eliminate

extra details in the image and focus only on the face of the person. We have used

dlib’s implementation [82] of Histograms of oriented Gradients (HOG) face detection

method as described in [36]. The output of this method is a face image of size 96×96

pixels.

2. Face Landmark Detection: After the face region is extracted, we compute face

landmarks as shown in Figure 3.2. We have used dlib’s implementation of face pose

estimation as presented in [80]. In their work, they have made an ensemble of regression

trees to estimate landmark positions of a face from an image. They achieved high

quality and fast predictions. The output from this method is 128 points that represent

head pose.

3. Face Alignment: The last step performed is to align the head position straight with

no rotation while keeping same eye, nose and mouth position for all images. This step

is important so that all faces are properly aligned because a slight variation in face

alignment would be enough to trigger a false positive match with another person in

the dataset. A face is aligned by using landmarks detected to put the eyes, mouth and

nose at similar location for every image so that the features extracted for every face

will have almost same face position. This is done by doing affine transformation of

faces with the help of landmarks to normalize and align faces at the same position.

3.2.2 Feature Extraction

After completing the pre-processing stage, face images become ready to extract their features.

Extracting features of an image corresponds to building a feature vector which represents

its important pixel information. These feature vectors are to be used in the clustering

process. There are several feature extraction techniques that can be applied to the face.
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Currently, the top feature extraction technique is the one based on convolutional neural

networks developed by Google’s FaceNet [141]. In their work, they use up to 200 million

private images of people to train a deep neural network to learn a feature vector of a face

image and map it to a compact Euclidean space. Using this method, the similarity measure

between two faces is simply the squared L2 distance between the two images.

In our analysis, we chose the following image feature extraction techniques. Then, we

study the effect of using each of these feature extraction techniques with the clustering

models.

• SIFT [103]: Scale-invariant feature transform (SIFT) method was developed by D.Lowe

in 2004. SIFT extracts key-points of an image and then computes its descriptors. The

algorithm to detect key-points involves four major steps: Scale-space extreme detec-

tion, key-point localization, orientation assignment, and key-point descriptor genera-

tion. Scale-space is found using an approximate Laplacian of Gaussian (LoG) with

difference of Gaussian.

SURF [13]: Speeded-Up Robust Features (SURF) method came out in 2006 as a

speeded up version of the SIFT algorithm. It does its speed up by using approximation

algorithms to improve every step of the sift algorithm.

• BRISK [98]: Binary Robust Invariant Scalable Key points (BRISK) was developed

in 2011 to make feature extraction effective and faster than previous methods such as

SIFT and SURF. BRISK samples patterns out of concentric rings and then applies

Gaussian smoothing. Building the descriptor is done by performing intensity compar-

isons.

• DAISY [158]: this method was developed in 2010. It depends on histograms of

gradients like SIFT for key-point descriptor, but also uses a Gaussian weighting and

circularly symmetrical kernel.
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• KAZE [7]: developed in 2012, this method analyzes and and describes an image by

operating in a nonlinear scale space. The nonlinear scale space is build efficiently by

means of Additive Operator Splitting (AOS) schemes, which are stable for any step

size and could be parallelized.

• LBPH [4]: Local Binary Patterns Histograms (LBPH) feature extraction method can

be described with the following steps:

– Extract local features from images: This is done by not considering the whole

image as a high-dimensional vector, instead describe only local features of a face.

Features extracted this way will have low dimensions.

– Summarize the local structure in an image by comparing each pixel with its neigh-

borhood.

– Take a pixel as center and threshold its neighbors accordingly.

– Divide the LBP image into m local regions and extract a histogram from each.

The corresponding feature vector of the face is obtained by concatenating local

histograms. These histograms are called Local Binary Patterns Histograms and

the feature vectors of all images have the same size (size of the histogram).

• OpenFace [8]: The last feature extraction technique is OpenFace’s implementation of

FaceNet from Google. FaceNet yields the highest accuracy reported so far, the model

and the data used in training remain private. For this purpose, OpenFace target was

to implement the same neural network model model of FaceNet and train it with 500k

images from public datasets.

All these feature extraction methods, except for LBPH and OpenFace, identify local

features in an image and calculate its descriptor as its feature vector. This local features

property of images would lead to feature vectors of different sizes. However, to classify faces,

all images should have feature vectors of the same size. To overcome this problem, we follow
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Figure 3.3: Feature extraction process

the feature extraction process proposed in [129] and highlighted in Figure 3.3. This feature

extraction process has three main components.

1. Image Feature Extraction: The first step of the feature extraction process is to

get as input face images and apply one of the general feature extraction methods

described above to get corresponding feature vectors. These feature vectors may vary

in size across different images.

2. K-means Clustering: After having the feature vectors of all face images, the next

step is to map them into corresponding feature vectors of equal length. This is achieved

by clustering the features using K-means to obtain K bins (where K is set to 200).

As a result, every feature from the original feature vectors will be assigned a label of

its cluster, in the range 1 to 200. These labels are used to build for each image a

feature vector of fixed size K. This is done by iterating over original features of every

image and increase the ith entry of its new feature vector where i is the label of a given

original feature.
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3. Principle Component Analysis: The last step in the general feature extraction

process is to reduce the dimensionality of the feature space produced based on K-means

as described in step 2. Here, principal component analysis (PCA) is applied on the new

feature vectors and leads to s features per image. PCA is a statistical method where

given a set of feature vectors of possibly correlated variables, it converts correlated

variables into a set of linearly uncorrelated variables called principal components. This

will eliminate unnecessary features from the feature space and will lead to more efficient

clustering of the actual face images.

3.2.3 Applying Clustering Techniques

The last step in the process is to apply clustering algorithms on the produced feature vectors

such that images of each person end up in a separate cluster. We have used in this study three

of the clustering algorithms described in the literature, namely K-means [54], Spectral

clustering [120], and Rank-Order clustering [182].

K-means and Spectral clustering are the most widely used clustering algorithms. Both

algorithms require specifying number of clusters as an input parameter. This requires know-

ing in advance the number of people who appear in the video surveillance system, which is

a serious restriction in several applications, e.g., forensic investigation. Moreover, K-means

suffers because the final result highly depends on the initial seeds of the clusters. This makes

it difficult to handle clusters with varying density, size and shape. Spectral clustering, on

the other hand, can handle non-uniform distribution of data, but its complexity is high and

usually performs poorly with noisy data [182]. Noise may come from the detection of faces

in the various frames and will badly affect the performance of the clustering algorithm.

Rank-Order clustering method successfully tackles the problems associated with K-means

and Spectral clustering. This method checks neighborhood of a face to determine its cluster.

The method defines a new distance measure based on the dissimilarity in the neighbor-

hood structure. Zhu et al. also claimed that their algorithm can handle non-uniform data
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distribution and it is robust to noise [182]. The algorithm has three major steps:

1. Initialize Clusters: each face image forms a cluster on its own.

2. Candidate Merging: compute the Rank Order distance between every pair of clus-

ters Ci and Cj. If it is less than a threshold t then mark the two clusters as a candidate

merging pair.

3. Transitive Merge: transitively merge all candidate merging pairs; then update the

distance between clusters and loop back to the second step until no further merging is

possible.

Figure 3.4: (a) presents the JAFFE dataset, as seen all the images are taken in a controlled
environment with the difference being the expression shown by the female. (b) presents the
AT&T dataset where the face images are also taken in a controlled lab environment with
difference in facial features and expressions for each person. (c) presents the LFW dataset,
this dataset has a collection for each person images from the web. As seen the images are not
related to a scene and the image for a person is taken in different time frames (old/young).
It presents a unique challenge to face recognition, as also another people can interfere in
the image as shown in the sample. (d) presents the YaleB dataset, the dataset is taken in a
controlled environment but the challenge here is with the illumination of each image different
such that some images are unrecognizable even for humans.

25



3.3 Datasets

We have used four datasets to evaluate the feature extraction techniques and the clustering

algorithms described in the previous section. Each dataset has a different set of images to

cluster, and each has it’s own challenges exhibited for face recognition.

3.3.1 JAFFE

The Japanese Female Facial Expression (JAFFE) [106] database contains 213 images posted

by 10 Japanese females. This dataset challenges face clustering by showing different facial

expressions for each female in the dataset, these include happy, sad, angry, disgust, fear,

surprise, and neutral. Examples from the JAFFE dataset are shown in Figure 3.4.a.

3.3.2 AT&T

The AT&T dataset [139] contains a set of faces collected at the University of Cambridge. The

dataset contains 400 face images of 40 distinct persons, 10 images per person. The challenge

for this dataset is to recognize people where each image was captured at different times

with varying lightning scenes, different facial expressions, different facial details (glasses/no

glasses) and different face alignments. An example of the dataset is shown in Figure 3.4.b.

3.3.3 LFW

The Labeled Faces in the Wild (LFW) dataset [183] contains 13,233 images of faces collected

from the Web, representing 5,749 persons. As shown in Figure 3.4.c, faces in this dataset

are very challenging for face recognition algorithms as they were captured in the wild with

varying conditions, the size of the clusters are varying in size and density because 1,680 of the

pictured persons have two or more distinct photos in the dataset, some have tens of images

and others have only one image. Given these challenges, this dataset could be classified as

the hardest used in this study.
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3.3.4 Extended YaleB

The Extended Yale Face Database B (Yale B) [97] is the largest dataset used in this study

with 16,128 gray-scale images of 28 individuals. Every person has 9 poses, where each pose

has 65 images with a different facial expression or configuration. A sample of the dataset is

shown in Figure 3.4.d.

3.4 Experiments & Results

In this section, we evaluate the performance of different clustering algorithms using several

feature extraction methods on the four datasets mentioned in the previous section. We first

present results of the pre-processing step, then we show performance of the feature extraction

techniques and how this affects the clustering algorithms based on running time. Lastly, we

show the performance of the clustering algorithms for every feature extraction technique

based on clustering accuracy. All experiments were run on a single machine with Intel Core

i5-2400 CPU @ 3.1GHz with 8GB of RAM.

3.4.1 Face Pre-Processing Results

Recall that the second step of the methodology described in Section 3.2.1 is to detect the

face region in an image using HOG descriptor for face detection. Table 3.1 reports for

each dataset, the original number of images the dataset has against the number of faces

detected from our HOG face detector. All images from JAFFE dataset were successfully

detected. We were able to apply pre-processing steps on them. This is expected with this

dataset because it was captured in a controlled environment where the difference between the

images is just facial expressions. However, face detection accuracy decreased drastically for

AT&T and YaleB datasets, scoring 75% and 55%, respectively. Even though both datasets

were captured in a controlled environment, HOG detector failed to identify faces with low

illumination where their features can be hardly seen. This is why almost just 55% of YaleB
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Table 3.1: Pre-processing face detection accuracy

Original Detected Percentage
JAFFE 213 213 100%
AT&T 400 300 75%
YaleB 16,380 9,0371 55.17%
LFW 13,233 13,176 99.54%

dataset has been detected; almost half the images of this dataset have low illumination. As

for LFW dataset which includes faces captured in an uncontrolled environment as shown in

Figure 3.4, we were able to detect almost the whole dataset with 99.54% detection accuracy.

Having excellent accuracy in detecting LFW dataset is very important because these images

were taken in the wild and many different applications such as video surveillance systems

capture images in a similar environment.

3.4.2 Feature Extraction Runtime

In this section, we report the running time results of the feature extraction process. It is

very important to study the time required to extract the features and cluster the images

because there are time critical application where time is essential factor in deciding which

method to use clustering results are acceptable.

As mentioned in Section 3.2.2, first each of SIFT, SURF, KAZE, DAISY, and BRISK

extracts features of a face, then K-means and PCA are applied on the result to assign equal

number of features for all images. To apply LBPH and OpenFace, we just have to get

features from the given image.

Table 3.2 reports the run time for extracting features by the different extraction tech-

niques for the listed datasets. Table 3.2 includes the following columns. ”Extract Feature”

time is common to all techniques and refers to the total time needed to extract features.

”K-means” and ”PCA” reveal the time needed by the feature extraction techniques. ”To-

tal” is the total time required by the features extraction techniques, K-means and PCA. As

shown in Table 3.2, as the dataset size increases, the run time for the extraction techniques
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increases. From these results,

it can be seen that SURF and KAZE are the fastest methods to extract features from

images, they are closely followed by LBPH, and then OpenFace. While other methods take

significantly more time to extract features for datasets. The difference margin is quite clear

in case of LFW dataset where LBPH, SURF, DAISY and OpenFace completed the process

between 6 to 118 minutes, while KAZE needed almost 20 minutes, SIFT needed almost an

hour and a half, and BRISK completed in around 2 and half hours. As detailed in the table,

BRISK took so much time because of the extraction technique it uses, where the method

needed considerable time to process a single image and get its features. While SIFT is not so

slow in the extraction process, it slows down when it moves to the K-means step to produce

clusters. The reason behind this is that SIFT generates a huge feature vector describing one

image. So, applying K-means on all features of every image requires a lot of time.

Table 3.2: Feature extraction run time. Every table reports related to a dataset, a comparison
of the run time of the three different clustering techniques used in this study. The results are
shown in the format of H:MM:ss, where H is hour, M is minutes, and s is seconds. Values
marked as ”-” indicate that the clustering algorithm did not finish in a matter of running
for 1 day.

(a)

JAFFE Extract Features K-means PCA Total
SIFT 0:00:13 0:00:23 0:00:01 0:00:37
SURF 0:00:02 0:00:01 0:00:01 0:00:05
KAZE 0:00:19 0:00:04 0:00:01 0:00:24
DAISY 0:00:03 0:00:02 0:00:01 0:00:06
BRISK 0:02:22 0:00:03 0:00:01 0:02:26
LBPH 0:00:05 - - 0:00:05
OpenFace 0:00:09 - - 0:00:09

(b)

AT&T Extract Features K-means PCA Total
SIFT 0:00:19 0:00:55 0:00:02 0:01:15
SURF 0:00:04 0:00:02 0:00:01 0:00:07
KAZE 0:00:26 0:00:04 0:00:02 0:00:32
DAISY 0:00:05 0:00:03 0:00:01 0:00:09
BRISK 0:03:19 0:00:02 0:00:01 0:03:22
LBPH 0:00:08 - - 0:00:08
OpenFace 0:00:19 - - 0:00:19

(c)

YaleB Extract Features K-means PCA Total
SIFT 0:07:51 0:43:37 0:00:15 0:51:43
SURF 0:02:16 0:00:49 0:00:15 0:03:20
KAZE 0:12:43 0:01:44 0:00:14 0:14:41
DAISY 0:02:22 0:01:44 0:00:12 0:04:18
BRISK 1:41:21 0:08:02 0:00:16 1:49:39
LBPH 0:03:30 - - 0:03:30
OpenFace 0:07:19 - - 0:07:19

(d)

LFW Extract Features K-means PCA Total
SIFT 0:12:37 1:13:25 0:00:22 1:26:14
SURF 0:06:10 0:01:14 0:00:20 0:07:44
KAZE 0:17:30 0:02:27 0:00:20 0:20:17
DAISY 0:03:30 0:02:38 0:00:17 0:06:25
BRISK 2:29:25 0:06:41 0:00:23 2:36:29
LBPH 0:07:04 - - 0:07:04
OpenFace 0:11:52 - - 0:11:52
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3.4.3 Clustering Results

In this section, we first show a study similar to that discussed in the previous section. Here,

we analyze clustering time for different feature extraction techniques and clustering tools.

As mentioned earlier, the importance of a clustering algorithm should compensate between

run time and clustering accuracy.

Clustering run time is reported in Table 3.3. Run time is not reported for some clustering

techniques, especially on large datasets. This is because we show only results for clustering

algorithms that finished in at most one day time.

For the first 3 datasets described in Section 3.4.1, namely JAFFE and AT&T, corre-

sponding results for all the feature extraction techniques are shown in Table 3.3(a,b,c); these

three dataset are the smallest in size in terms of the number of face images. Clustering run

time for these three datasets is very fast; it is almost identical for K-means and Spectral

clustering, taking almost a second each for all feature extraction techniques. On the other

hand, the results show that Rank Order clustering is significantly slower than the other 2

clustering methods.

As reported in Table 3.3-a for the JAFFE dataset, the performance of Rank Order

clustering ranges between 12 to 18 seconds for all feature extraction techniques except forthr

LBPH method. However, it took 49 seconds to complete the clustering for LBPH extraction

technique. This is because the number of features generated by LBPH is larger than that

of the others. Actually, LBPH constructs a feature histogram for every region in an image.

The difference between the performance of LBPH and other methods can be clearly seen

in Table 3.3.b. To finish the clustering process, the other methods needed from almost a

minute, while LBPH took 2 minutes .

Concerning the two datasets, LFW and YaleB, K-means finished successfully on all the

feature extraction techniques. Spectral clustering terminated successfully on YaleB dataset

but failed on LFW. On the other hand, Rank Order clustering couldn’t finish running for

both YaleB and LFW datasets. LBPH was again the slowest taking more than 3 hours to
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complete on LFW dataset, while running time of the other feature extraction techniques like

k-means ranged from 1 to 2 minutes.

Table 3.3: Clustering run time. Every table reports results of a dataset, comparing run time
of the three clustering techniques used in this study. The results are shown in the format
of H:MM:ss where H is hour, M is minutes, and s is seconds. Values marked as ”-” indicate
that the clustering algorithm did not finish in a matter of running for 1 day.

(a)

JAFFE SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 0:00:01 0:00:01 0:00:01 0:00:01 0:00:01 0:00:01 0:00:01
Spectral 0:00:01 0:00:01 0:00:01 0:00:01 0:00:01 0:00:01 0:00:01
Rank Order 0:00:17 0:00:15 0:00:12 0:00:18 0:00:17 0:00:49 0:00:12

(b)

AT&T SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 0:00:01 0:00:01 0:00:01 0:00:01 0:00:01 0:00:02 0:00:01
Spectral 0:00:02 0:00:02 0:00:02 0:00:02 0:00:02 0:00:03 0:00:03
Rank Order 0:01:03 0:01:24 0:01:06 0:01:00 0:01:14 0:02:10 0:00:57

(c)

YaleB SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 0:00:03 0:00:02 0:00:02 0:00:02 0:00:02 0:01:36 0:00:02
Spectral 3:13:32 3:04:31 3:03:43 4:44:03 3:03:20 5:09:30 4:11:15
Rank Order - - - - - - -

(d)

LFW SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 0:01:40 0:01:03 0:01:36 0:00:23 0:01:13 3:07:41 0:02:22
Spectral - - - - - - -
Rank Order - - - - - - -

Concerning clustering accuracy, our aim is to determine the best feature extraction tech-

nique used for face recognition and the best performing clustering technique based on the

extracted features. We evaluated the accuracy of the clustering results based on the con-

fusion matrix of the set of class labels predicted by the clustering algorithm for which true

values are known from the dataset. To calculate the adjacency matrix, we use external valid-

ity indices which were designed to measure the similarity between two partitions (predicted

labels vs true labels). This method’s confusion matrix as described in [116], represents the

count of pairs of points based on whether they belong to the same cluster or not by consid-

ering the two partitions. For each pair in the predicted partition, we check whether these
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pairs have the same label or not and based on that populate the four entries in the confusion

matrix, i.e., true positive, true negative, false positive and false negative counts.

After getting the confusion matrix, we calculate precision and recall by considering images

in each cluster produced by the clustering algorithm and compare them with the correspond-

ing ground truth. A given cluster C may contain some face images which are indeed members

of C based on the ground truth and some other face images which should have not been

included in C. Precision is the proportion of face images that were correctly classified as

members of C, i.e., the number of correct faces in C divided by all faces in C. On the other

hand, recall considers face images in the ground truth to determine their proportion correctly

classified in C, i.e., it is the number of face images correctly classified in C divided by the

number of all face images which should have been classified in C according to the ground

truth. We also calculate F-measure which is a summary statistic that combines precision

and recall as given in Equation 3.1.

F = 2× Precision×Recall
Precision+Recall

(3.1)

Clustering accuracy results are presented in Table 3.4 for all the datasets and clustering

algorithms applied on the feature extraction techniques. Figure 3.5, shows how clustering

accuracy of Rank Order clustering varies for different threshold values.

Table 3.4 reports accuracy results obtained by applying the different clustering algorithms

on each feature extraction technique mentioned above. Values of best clustering accuracy for

each clustering algorithm are shown in bold font. Table 3.4.a shows the results obtained for

JAFFE dataset. The best result in this table is obtained by using Rank Order clustering with

OpenFace feature extraction technique (82%). This is followed by using Spectral clustering

on LBPH method (80%). We can conclude from this table that OpenFace technique has on

average the highest accuracy across the three different clustering techniques. Second best

performing method is LBPH, while BRISK performed on average the lowest.This conclusion

is further supported in Table 3.4.b where the difference margin becomes clear as the dataset

32



size increases.

The best clustering results belong to OpenFace using Rank Order clustering (94.78%). In

this table and all following tables, it is possible to notice that the best results for K-means,

Spectral and Rank Order clustering have been obtained using OpenFace technique. Another

conclusion which could be noticed from this table is that Rank Order clustering gave on

average the best results compared to the other clustering algorithms.

Table 3.4.c shows clustering results for YaleB dataset which has almost 9 thousand images

after pre-processing. In the table, we miss the values of Rank Order Clustering which was

giving the best results in the previous table. This is because Rank Order clustering could

not finish in one day. The results show a big gap when using OpenFace compared to the

other feature extraction techniques, reaching 60%.

Spectral clustering with OpenFace reached 75% while the best result shown by the other

methods is LBPH (8%). Table 3.4.d reports accuracy results for LFW dataset where only

K-means finished in a day. OpenFace reported best results, its accuracy was just 1.41%,

while accuracy for the other techniques ranges from 0.01 to 0.24%. This is because LFW

dataset has imbalanced cluster sizes, and algorithms like K-means would fail when applied

on this kind of datasets.

Figure 3.5 shows Rank Order clustering results in terms of precision, recall, and F-

measure for JAFFE and ATT&T image sets. This figure shows that having low threshold

will result in high precision almost 100%, while recall is low. And while the threshold of

the clustering increases, precision starts to decrease, recall gets higher and F-measure always

goes up to a certain threshold then back down with the margin of precision and recall getting

high.

This can be explained as follows, for a low threshold most images will be merged together

to belong to the same cluster. Having high precision means most retrieved images have the

same label. Low recall means smaller percentage of images from a target cluster have been

retrieved. As the threshold increases, less images will be considered to belong to the same
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Table 3.4: Clustering accuracy. Every table reports results of a dataset, comparing the
accuracy of the different feature extraction techniques with the three clustering techniques
used in this study.

(a)

JAFFE SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 78.87% 74.64% 68.3% 58.02% 55.46% 65.4% 78.46%
Spectral 73.88% 70.07% 75.6% 55.5% 50.9% 80.16% 63.28%

Rank Order
64.68%
(22)

66.4%
(26)

74.14%
(22)

63.59%
(26)

40.64%
(21)

71.61%
(25)

82.14%
(21)

(b)

AT&T SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 56.05% 35.16% 40.91% 48.1% 23.71% 37.55% 83.83%
Spectral 50.33% 34.62% 35.82% 39.65% 18.59% 35.53% 77.45%

Rank Order
52.15%
(24)

41.03%
(19)

44.82%
(16)

49.76%
(13)

26.22%
(15)

57.22%
(11)

94.78%
(19)

(c)

YaleB SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 6.63% 4.73% 5.5% 5.49% 4.72% 8.46% 65.84%
Spectral 6.66% 4.83% 5.53% 6.64% 4.29% 6.65% 75.11%
Rank Order - - - - - - -

(d)

LFW SIFT SURF KAZE DAISY BRISK LBPH OpenFace
K-means 0.16% 0.01% 0.16% 0.17% 0.05% 0.24% 1.41%
Spectral - - - - - - -
Rank Order - - - - - - -

cluster. Number of clusters will increase such that person B will have a cluster with some

noise, i.e., recall will increase, while some of person A images will end up in other clusters

(due to False Positives) leading to lower precision.

3.5 Conclusions

We have performed a study on different feature extraction techniques to determine which one

is better to use in Face clustering. In addition to feature extraction techniques, we also used

three clustering algorithms to see which clustering algorithm performs the best on features

extracted by the feature extraction techniques.

For this purpose, we have used four datasets, each with its own challenges in the face
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recognition problem and with varying sizes. We did our experiments on a single machine and

noted down the results based on both run time and clustering accuracy. From the experi-

ments and results, we concluded that the best clustering algorithm is Rank Order clustering,

but due to its time complexity we could not manage to run it for large datasets. As for time

complexity, K-means run time is massively better than Rank Order clustering and Spectral

clustering. Spectral clustering is even faster than Rank Order clustering. Concerning the

best feature extraction technique, it was OpenFace which performed the best when used with

Rank Order clustering. Not only accuracy levels were great by good margins, also feature

extraction time was acceptable and in a good range comparing to the other techniques.
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Figure 3.5: Figure of all the rankorder results ith varying thresholds
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Chapter 4

Multi-view Face Detection and

Recognition for Effective

Identification of Social Entities

Traditional face recognition systems are designed to perform well on images captured in a

controlled environment. However, images of people are generally taken in an uncontrolled

environment with varying illumination, occlusion, face poses, expressions and in cluttered

backgrounds. This is especially true for cases when images are captured unintentionally

like in a social gathering where capturing frontal faces with good characteristics is almost

impossible. Most of the current research on face recognition works on face images taken in an

uncontrolled environment where most evaluation tests are performed on the LFW dataset.

This dataset, however, consists mainly of frontal faces which may be rarely encountered in

real life. This makes testing the performance of face recognition algorithms on profile faces

insufficient. In this chapter, we explain the different state-of-the-art algorithms for face

recognition including face detection and identification techniques. We then apply state-of-

the-art detection and recognition on an uncontrolled environment dataset (LFW) and also

on a dataset which consists of multi-view faces with varying poses (FEI). We also conducted
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several experiments to test the performance of such techniques in an uncontrolled and multi-

view system on two datasets (LFW and FEI). Our results show that face recognition on

frontal faces in an uncontrolled and controlled environment performs well with high accuracy

(9̃6%). The performance of face recognition on just profile faces, however, reports lower

accuracy results (72%), which can be improved when comparing profile to frontal faces as

well (8̃0%).

4.1 Introduction

Applications of face recognition span over and could satisfy the needs of a variety of fields,

including homeland security, criminal identification, authentication of identity, among others.

People in a social gathering may be captured occasionally and hence frontal faces will be

rarely encountered in images. Another example where frontal face are rarely encountered is

an environment where side views are captured for persons passing by a surveillance camera.

These incomplete images may be captured adjusted and recognized to link then to specific

entities who may range from famous to suspicious. Completing the phase of a person to the

level that allows us to recognize him/her may lead to some serious benefits, including find a

suspect and then investigating his/her behavior and network, influence, etc.

Indeed, face recognition is becoming more important with the recent advances in tech-

nology where images are analyzed at high frequencies and where millions of images are

uploaded and stored daily throughout different social media platforms, surveillance cameras,

etc. Due to the new advances in the development of graphic cards, they have been heav-

ily involved in computation phases; where complex feature extraction techniques are now

adopted with the use of deep convolutional neural networks. These networks are currently

applied on most image processing areas, such as speech recognition, text classification, and

image classification.

Applying face recognition is a challenging process for both detection and identification.
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Face detection challenges include: (1) having images where faces are occluded and partially

visible, (2) changes in illumination, (3) low resolution of face images, (4) changes in pose of

faces, and (5) having a cluttered background. While face identification inherits the difficulties

of face detection, it also contains challenges such as the lack of face images of one person to

represent him/her in several conditions and having different face expressions. While there

has been several studies on the area of face recognition in an unconstrained environments,

the performance of face recognition where faces are in multi-view environment has not yet

received considerable attention. Multi-view face images are images where a person’s face is

shown in several positions (frontal and profile views). In this chapter we apply state-of-the

art face detection and identification techniques to test the performance of these techniques

not only in an uncontrolled environment, but also in a multi-view face scenarios. Test results

reported in this chapter are promising.

The rest of this chapter is structured as follows. The methodology for face recognition is

presented in Section 4.2. Section 4.3 reports results from the experiments conducted to test

the performance of face recognition in uncontrolled and multi-view environments.

4.2 Methodology

The methodology we follow for face recognition is depicted in Figure 4.1. Given any image,

first we apply multi-view face detection on these images to get the location of the face in

terms of its coordinates x and y, in addition to its height and width, all four dimensions

form a bounding box. We use Faster R-CNN model trained on WIDER dataset described

in [76]. After the bounding box of a face is extracted from an image, the next step is to do

face alignment. This step is necessary due to the way the CNN model for feature extraction

is built. We have used OpenFace [8] method as an implementation of FaceNet CNN model.

Since OpenFace uses open source datasets to populate the model, the datasets are small

in size compared to Google’s training data used to develop that model which is in the order
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Figure 4.1: Overall face recognition methodology

of millions. Empowered by the size of the training dataset, FaceNet can handle challenges in

the input dataset such as localization and face poses. In OpenFace implementation, however,

they make use of a heuristic by preparing every image for training in order to have same

landmark location. This is why it is important to have the alignment step just before the

CNN for feature extraction. The steps for face alignment are shown in Figure 4.2. First

landmark detection is applied on the face detected using the method described in [124].

After that, 2D affine transformation is performed to make the landmarks places in the same

location for every image.

Figure 4.2: Face alignments steps example

The final step after face alignment is to forward the aligned faces into the CNN model for

feature extraction. This process will output a feature vector of the face. The training model

of FaceNet applies a CNN architecture to learn features of the face. The most important

part of their method is how they train the system as a whole by introducing the triplet loss

to the learning phase. After CNN extracts features of the face, the triplet loss method is

applied. Triplet loss embeds a face image into a d-dimensional Euclidean space. Given an

anchor image with two other images, one belonging to the same person of the anchor image

and the other belongs to a different person, the learning phase will update the weights of the

architecture such that the Euclidean distance between the images of the same person is less

than the distance between the anchor image and the image of the different person. When

40



comparing two face images with each other, the squared Euclidean distance is calculated

between the corresponding two feature vectors to get the distance between these two images

as a representative of the similarity measure.

4.3 Experiments & Results

We tested the face detector and identification models on two datasets, namely, the Labeled

Faces in the Wild (LFW) [70] and the FEI face database [157]. The LFW dataset contains

more than 13,000 images of 5,749 different individuals collected from the Web. The collected

faces were taken in an uncontrolled environment, under variations in pose, illumination, age,

facial expression, occlusion, etc. The faces were collected using Viola-Jones face detector,

i.e., most faces are frontal ones. On the other hand, the FEI face database contains 2,800 face

images of 200 individuals. Each person has 14 images taken in a homogeneous background

in a frontal position with profile rotation of up to about 180 degrees making this dataset

good for testing the multi-view face recognition. Example of the two datasets are shown in

Figure 4.3.

Figure 4.3: The first row shows sample of LFW dataset where faces of the person are taken
in an uncontrolled environment in different time instances. The second row shows FEI face
database where face images of the person are taken in a controlled environment with a
varying rotation of up to 180 degrees

First, we run the face detector on the two datasets where the detector successfully de-
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tected all the images in the datasets. After that, we take two samples of the images, one with

the faces being aligned as discussed in Section 4.2 and another sample without alignment.

This is because it is also interesting to note down the difference in the accuracy results if

we apply alignment prior to face recognition. Then for each data sample, we extract the

feature vector of the face images. For the multi-view face recognition evaluation, we split

the experiment data into five sections for the FEI face database:

• Contains only frontal faces : to test the performance of the recognition only on frontal

faces.

• Contains only profile faces : to test the recognition accuracy on just profile faces.

• Contains all images : all images of the dataset are included.

• Contains profile faces vs all : to compare profile faces on one side with all images in

the dataset (profile and frontal), this experiment is done to check if performance of

recognition on profile faces is improved when having frontal faces to test on.

• Contains frontal faces vs all : to compare frontal faces on one side with all images in

the dataset (profile and frontal).

The evaluation is done by computing the squared Euclidean distance between every face

image in the data split with every other face image in the split. Then a threshold is used

such that if the distance between any two given images is less than the threshold then we

predict that these two images are for the same person. Otherwise, if the distance is greater

than the threshold then we predict that the two images belong to different people. If the

prediction we do is true and these pair of images belong to the same person in the ground

truth then the prediction is true, otherwise if the images are for different people then the

prediction is false.

This evaluation method is done for the FEI face database because face images contain

profile faces. As for the LFW dataset, we only consider the case where all images are
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compared with each other to get the overall accuracy with and without alignment.

The evaluation is done by varying the threshold from 0 to 4 with a step size of 0.1. When

the threshold value is 0, we predict that all combinations of images in the data split belong

to different people, and 4 means that we predict that all pairs of images belong to the same

person. By varying the threshold we can generate a set of true positives and false positives

and report the ROC curve results. In a ROC curve, the true positive rate is plotted in

function of the false positive rate for the mentioned different steps of threshold. The area

under the ROC curve is a measure of how well the threshold can distinguish between same

and different people images.

The ROC curves for different evaluation sections are shown in Figure 4.4. Each ROC

curve in this figure shows one section of the evaluation for both aligned and not aligned

faces. As expected, aligned faces in all experiments show better ROC value than the not

aligned ones where the margin of difference between aligned and non-aligned faces is larger

in frontal faces test compared to profile faces. This is due to the alignment method used

which performs better for frontal faces. The first curve shows the ROC for frontal faces of

the FEI dataset which has accuracy of 97% when the faces are aligned. On the other hand,

when testing only profile faces, we get lower accuracy of 72% as shown in the second ROC

curve. The third curve shows the result when comparing profile faces against all other faces

in the FEI dataset which shows better result with ROC value of 79%. This shows that using

only frontal faces shows high accuracy value, while using only profile faces to recognize a

person is not as good. Moreover testing profile faces against frontal and profile faces gives a

better result. The fourth curve show the ROC score when frontal faces are tested with all

the other ones, the ROC value is 84%. The last two curves show when testing all faces of

FEI and LFW datasets. The results show 84% ROC score for FEI while LFW shows a value

of 96%. This is because the LFW dataset consists of mostly frontal faces while using profile

faces in the FEI dataset makes the ROC score lower.
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Figure 4.4: Receiver Operating Characteristic (ROC) curves of the FEI and LFW datasets
as mentioned in Section 4.3

4.4 Conclusion

In this chapter, we have studied the performance of face recognition on face datasets in an

uncontrolled and multi-view environments. We first discussed traditional and new techniques

used to apply face detection and identification. After that we used in our face recognition

methodology the face detection method discussed in [76] which trains a deep learning model

using the faster R-CNN model trained on the WIDER dataset. The latter set contains

thousands of face images collected under extreme cases varying scale, pose, occlusion and

illumination of faces. After detecting the bounding box of the face, we apply simple affine

transformation to align faces which are then fed to the feature extraction CNN model. We

also used the state-of-the-art deep learning model technique described in [141]. This was

trained on publicly available datasets for extracting features of face images for the purpose

of person identification.

For our experiments, we used two datasets that exhibit the challenges of detecting and

identifying faces in an uncontrolled and multi-view environments. For the uncontrolled

face images, we have used LFW dataset which contains faces in the wild consisting mostly
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of frontal faces. The results show high accuracy score on LFW dataset with alignment

equal to 95%. To evaluate face recognition in a multi-view environment, we have used FEI

face database which contains for each person, profile and frontal faces. We have split the

evaluation experiments into five different sections as described in Section 4.3. The accuracy

of testing just frontal faces outperforms the accuracy of using just profile faces. The accuracy

score increases when comparing profile faces against frontal and profile ones. This shows that

while frontal face recognition under difficult conditions perform well, using only profile faces

to apply face recognition still needs to be improves by mixing the training data with frontal

faces to achieve higher accuracy score.
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Chapter 5

Face Reconstruction from Profile to

Frontal Evaluation of Face

Recognition

One of the main challenges in face recognition is handling extreme variation of poses which

may be faced for images collected in labs and in the wild. Recognizing faces in profile

view has been shown to perform poorly compared to using frontal view of faces. Indeed,

previous approaches failed to capture distinct features of a profile face compared to a frontal

one. Approaches to enhance face recognition on profile faces have been recently proposed

following two different trends. One trend depends on training a neural network model

with big multi-view face datasets to learn features of faces by handling all poses. The

second trend generates a frontal face image (face reconstruction) from any given face pose

and applies feature extraction and face recognition on the generated face instead of profile

faces. Recent methods for face reconstruction use Generative Adversarial Networks (GAN)

learning model to train two competing neural networks to generate authentic frontal view

of any pose preserving person’s identity. For the work described in this chapter, we trained

a feature extraction neural network model to learn representation of any face pose which
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is then compared with each other using Euclidean distance. We also used two recent face

reconstruction techniques to generate frontal faces. We evaluated the performance of using

the generated frontal faces against the posed counterparts. In the conducted experiments,

we used three face datasets that contain several challenges for face recognition having faces

in a variety of poses and in the wild.

5.1 Introduction

Face recognition has received significant interest in the past few decades due to its various

important real world applications, including identity verification, video surveillance, mon-

itoring, etc. Advances in face recognition resulted in continuously redefining the problem

as new technologies and data become more available. Early face recognition work focused

on recognizing people faces in controlled conditions where images are collected in a lab set-

ting with defined parameters such as illumination, face rotation, pose variation, background,

occlusion etc. The approaches described in [4, 161] handled face recognition by designing

methods for extracting local descriptors from face images. They achieved good results for

testing on face images taken in controlled environment.

Research on face recognition then evolved to identify faces in unconstrained environ-

ments. For this purpose, several benchmark data sets, such as Labeled Faces in the Wild

(LFW) [70], have been proposed for this problem where previous face recognition algorithms

performance dropped significantly. Current methods,e.g., [26, 141, 154, 150, 149] used recent

development in deep learning, especially convolutional neural networks (CNN), to learn a

network model which extracts faces. Deep learning have proved to provide very accurate

results in differentiating and identifying people faces in unconstrained environment. They

reported around 99% accuracy, which is better than what humans can achieve (97%) [92].

The current challenge facing face recognition is the ability to recognize faces not only

in an unconstrained environment, but also with varied and extreme poses of faces. This
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problem is referred to as pose-invariant face recognition (PIFR). Though LFW dataset was

collected in an unconstrained environment, most faces are near frontal and don’t reflect much

pose variation. Applying state-of-the-art algorithms resulted in 10% performance loss when

applied on frontal to profile faces as shown in [142]; human performance drops slightly. This

is due to the nature of profile faces. Having more than half of a face not shown may lead to

a dramatic increase in intra-person variances where different people can look the same for

the recognizing algorithms.

Recently, several methods, e.g., [55, 176, 160, 71] have been proposed to tackle pose

variation in face recognition by applying face frontalization, which refers to the process of

synthesizing frontal face images given a face image of any pose in any environment. For

the work described in this chapter, we evaluate the performance of using different face

frontalization techniques and their effect on face recognition compared to training a CNN

model to learn features from any pose. We first train a face recognition model based on [141].

A deep neural model is learned from faces collected from CASIA-WebFace [175] to extract

features of faces. Then, we experiment whether any of the newly designed methods for

face frontalization could improve the performance of face recognition compared to using

profile faces in face verification. We used several challenging data sets for the conducted

experiments, namely FEI [157], FERET [126] and IJB-A [84] face data sets which provide

pose variance and faces collected in unconstrained environment.

The rest of this chapter is structured as follows. Section 5.2 presents related work on face

recognition and face frontalization methods for face identification techniques. The methodol-

ogy for face recognition using different face frontalization methods is described in Section 5.3.

Section 5.4 covers the experiments conducted to test the performance of face recognition in

uncontrolled and multi-view environments using three datasets on frontalized and original

faces. Section 5.5 concludes the chapter.
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5.2 Related Work

Recent methods proposed for pose-invariant face recognition can be classified into two main

categories. One category aims at developing a model that learns pose-invariant features given

a face image of any pose. The other category applies face frontalization or face rotation to

get a frontal view of any pose face image which will then be used for face recognition.

Several methods attempted to apply pose aware face recognition either by training one

model, e.g., [141, 150] or multiple pose specific models, e.g., [109]. Methods which use one

joint model for training pose aware face recognition handle pose variations and the effect

of profile faces by learning a deep neural network where face images in order of tens of

millions are used for training. These are private images that the community doesn’t have

access to. Other methods, such as Masi et al. [109] tackle pose variation by training multiple

pose-aware specific models (PAMs). They use deep convolutional neural networks to learn

representations of faces for different pose values. First, they apply landmark detection on an

input face to classify it into profile or frontal face. Then they extract corresponding features

at different PAMs to fuse the features.

Other approaches used face frontalization techniques either by applying face rotation

using 2D [69, 167] and 3D [184, 55] alignment techniques, or by learning deep neural net-

work [176, 185]. The work described in [55] used 3D modelling by first extracting location

of features on the face and then applying hard frontalization by having a 3d model of a

general face and map the extracted features into a face. The method described in [184]

meshes a face image into a 3D object and eliminates the pose and expression variations us-

ing an identity preserving 3D transformation. Then they apply an inpainting method based

on poission editing to fill the invisible region caused by self occlusion. The work described

in [176] applies face rotation by training a deep neural network which takes a face image

and a binary code encoding a target pose and generates a face image with the same identity

viewed at the target pose. Experiments are within +-45 poses of faces; they did not consider

extreme poses. Frontalized faces generated from these neural network models, however, are
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with no significant details in faces, making the generated faces very general This leads to

losing texture information and hence poor performance for using these faces in experiments.

The latest face frontalization methods, .e.g., [160, 71] use variations of the learning model

created by Goodfellow et al. [49], called Generative Adversarial Network (GAN), which is

used to generate new images by estimating a target data distribution [38]. GAN is imple-

mented by training two neural networks (generator, discriminator) continuously in a min-max

two player game fashion. The generator model learns to generate new images by mapping

from a latent space to a particular data distribution. The discriminator learns to classify

whether an image belongs to the original set of images or it is generated by the generator.

Generator network objective is to increase the error rate of the discriminator such that the

generated images are very close to the original ones. While the discriminator network objec-

tive is to successfully classify images into either artificial (from generator) or real (original).

This is why it is called adversarial learning as both are being trained to compete against each

other. Several architectures of GAN have been recently proposed and successfully applied

in computer vision tasks, such as image super resolution [94, 177], image synthesis [38, 131],

image to image translation [72], etc.

Motivated by the success of GANs in generating realistic images, couple of works [160,

71] have been proposed to apply face frontalization using GAN network architecture. The

work escribed in [71] proposed synthesizing frontal faces by using a two pathway GAN

(TF-GAN) to process global and local features. Local features correspond to detecting

four landmarks on a face (left eye, right eye, nose tip, mouth) and then aggregating the

positions of these landmarks into a general face model. The global path uses an encoder

decoder structure to extract features of all the face. After that, feature map fusion is used

to merge the features into one single frontal face, which is then fed to Light CNN [171] for

face identification and verification. The work described in [160] proposed a disentangled

representation learning GAN (DR-GAN) to perform both face frontalization, and to learn

a generative representation of a non-frontal face. They proposed an encoder-decoder GAN
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Figure 5.1: The overall methodology for face frontalization from any pose into a frontal one.
First face detection is applied to get face boundaries, after that the face is frontalized to get
frontal view features of the image which are then used for recognition

structure to learn face representation using the encoder. This representation is used with

noise and pose degree to generate a frontalized face. They trained DR-GAN using Multi-

PIE [51] and CASISA-Web Face [175]. They evaluated the results on Multi-PIE (faces angled

between +-60 ◦), CFP [142] and IJB-A [84] datasets.

5.3 Methodology

The overall methodology followed for face frontalization and recognition is depicted in Fig-

ure 5.1. The methodology consists of three major components.

5.3.1 Face Detection

As our approach is intended to perform face recognition in multi-view face images, a multi-

view face detector is required as the first step. We trained a CNN model to perform face

detection on WIDER face dataset [174]. WIDER dataset contains thousands of face images

collected under extreme cases with varying scale, pose, occlusion and illumination of faces.

We used the recently proposed MobileNet-v1 [67] CNN network architecture to train a neural

network on WIDER dataset. MobileNet-v1 has been designed using depth-wise separable

convolutions to provide drastic decrease in model size and training/evaluation time without

affecting detection performance. To get better detection accuracy, we pre-processed every

image in the training data of WIDER dataset before training our detector model. We

generated four different views for every image in the dataset, and then fed the images to the
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Figure 5.2: Image manipulation for training: (a) an original image from WIDER dataset;
(b) a rotated version of the image shown in (a); (c) - (g) versions of the image in (a) using
different gamma levels, namely 0.5, 1.5, 2, 2.5, and 3, respectively.

learning model. The various image types we generated from every image are listed below.

They are illustrated in Figure 5.2.

• Adjust Gamma Degree: The gamma degree controls the lightning effect in an image.

For our training, we adjusted the gamma level to these four values: 0.5,1,1.5,2 and 2.5

to have variety of effects ranging from dark to light illumination. This leads to images

covering different periods of a day.

• Rotate Image: We also rotated images to get different angles of faces in the training

set.

By using these pre-processing steps for training, we improved the performance of the

detector on WIDER dataset from 75% to 80%.
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5.3.2 Face Frontalization

After detecting the face region, we applied face frontalization to get a frontal and aligned face

image from any given face pose. Extracting features of the frontalized face and evaluating

its performance will test how realistic the generated frontalized faces are. Different face

frontalization techniques were discussed in Section 5.2. For our study described in this

chapter, we have chosen DRGAN [160] and Effective Frontalization (EF) [55] techniques

which are publicly available.

• DRGAN [160]: This method uses GAN learning architecture to generate frontal face

images along with a feature vector extraction method. They modified the original

GAN architecture by introducing a generator encoder-decoder structure ,not only to

learn realistic frontal face generation, but also to learn feature vector representation

for faces.The target is to have closer cosine similarity between vectors of various views

of the face of the same person. In our study, we use DRGAN for feature extraction

and also to generate a frontal face. This generated face is then used as input to our

feature extraction technique.

• Effective Frontalization [55]: This method as illustrated in Figure 5.3, rotates any given

face into frontal one by first applying landmark detection to locate local features of

the face (eyes, mouth, nose, chin). It then estimates a 3D shape of the face, get what

parts of the face are invisible, completes the face by using symmetry of visible parts.

5.3.3 Feature Extraction

Before applying person verification which corresponds to check whether two face images

belong to the same person or not, feature extraction is needed such that faces of the same

person have more similar representation than those of different people. Various feature

extraction techniques exist, they can be divided into two categories: hand-crafted and learned

features.
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Figure 5.3: Effective frontalization rotation technique

Algorithms for hand-crafted features take an input image of a face and follow some

predefined steps to locate key-points in the image. They extract features based on the

location of the key-points. Hand-crafted feature extraction techniques such as SIFT [103],

SURF [13], and LBPH [4] have been used by several studies, e.g., [44], [15], [41], [27].

For techniques which incorporate learned features, a model is trained based on an image

dataset to automatically extract features of a certain object. Recent learned face image

representations use neural network model due to its great performance in other object recog-

nition domains [144]. Taigman et al. introduced DeepFace [154] which uses a neural network

model to learn face representation from large training datasets (order of millions). The inno-

vation of their method is that they implement 3D modelling for all faces as a pre-processing

step to align faces before feeding them to the neural network to learn better face represen-

tation. Schroff et al. created a face feature extraction technique based on a neural network

model called FaceNet [141]. Like DeepFace, their model is trained on million of private

images where faces are taken in an uncontrolled environment. However, the difference is
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that FaceNet doesn’t use any kind of 2D or 3D alignment. Instead, they use simple scaling

and translation techniques on the images. Further, the method uses a triplet loss learning

technique on each learning step of the neural network so that the representation is a vector.

Then, the Euclidean distance between the vectors is the distance between the images. Both

DeepFace and FaceNet achieve a state-of-the-art accuracy of 9̃7% on face identification on

LFW dataset.

For this work, we trained our own CNN. In particular, we trained the Inception-Resnet-

v1 [152] network architecture on MS-Celeb-1M [52] face dataset. The training implemen-

tation follows the method described in FaceNet [141], and using the triple loss learning

technique for our training.

5.4 Experiments & Results

In this section, we explain the conducted experiments and show evaluation results of different

face frontalization techniques. We report on their effect on face recognition compared to not

using any frontalization. In the rest of this section, we will list the datasets used in the

evaluation, types of the conducted experiments, and the obtained results.

5.4.1 Datasets

We have used three datasets for the evaluation described below. Samples of these datasets

are shown in Figure 5.4.

• FEI [157]: The FEI face dataset contains a set of face images taken between June 2005

and March 2006 in a lab environment. There are 14 images for each of 200 individuals,

a total of 2,800 images. Images were collected with a homogeneous background taken

in a 180 degrees covering all views of the face, The age of people in the collected images

is between 19 and 40 years old with distinct appearance and hairstyle.
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Figure 5.4: Sample of the image datasets used; variations in each dataset are illustrated. (a)
a sample of FEI dataset where images are taken in a controlled environment. (b) corresponds
to FERET dataset where images are taken in controlled environment and at different time
sessions. (c) sample from the IJB-A dataset where faces are collected in the wild with
different poses and facial appearance.

• FERET [126]: The FERET database was originally collected to provide large face

database to the research community. It was collected between August 1993 and July

1996. The database contains 1,564 sets of images for a total of 14,126 images that

includes 1,199 individuals and 365 duplicate sets of images. Every set is collected for

a person with several images ranging from pose degree -90 to 90 degrees. A duplicate

set is a second set of images of a person already in the database where images in the

latter set were taken on a different day. Images of some people are taken over the span

of 2 years. This ensures different facial features of the same person to be included in

the experiments.

• IJB-A [84]: The IARPA Janus Benchmark-A (IJB-A) contains 25,813 images of 500

subjects collected in an uncontrolled environment. Faces in IJB-A dataset contain

several poses with semi-profile faces unlike LFW [70] dataset which contains mostly

frontal poses. This dataset is considered one of the most challenging face datasets since
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images are collected in an uncontrolled environment (illumination, background, pose

variation, etc) with varying pose of individuals and facial appearance.

5.4.2 Experiments

To evaluate the performance of the face frontalization techniques mentioned in Section 5.3.2,

for every test face image we apply the following alignment steps:

• No Alignment: This step considers the face image output from the face detector without

applying any face frontalization technique. It directly extracts features from the image.

This step is important to check whether not using any face frontalization technique is

actually better.

• DRGAN: We use the features extracted (DR-FV) from DRGAN and the frontalized

image (DR-Image) to extract its features using our trained feature extraction technique.

• Effective Frontalization: We use two rotated images output for a given face as shown

in Figure 5.3, namely symmetric (EF-Sym) and non symmetric face (EF-NonSym).

For FEI and FERET datasets, we evaluated the performance of the face frontalization

technique by running the following tests.

• Frontal Faces: We generate a subset of the datasets using only frontal faces. We

evaluated the accuracy of this subset of faces by getting one random frontal face from

every person and then testing all these subset images whether they belong to the same

person or not. Using this evaluation subset, the performance of the methods is expected

to be high since the faces are frontal.

• Profile Faces: We followed the same procedure as for frontal faces described above, but

this time using profile faces subset from these datasets. The performance in this subset

is where most face feature extraction techniques fail and we are trying to improve.
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• Angled Faces: In this experiment, we split faces into subsets depending on the angle

of every face, such that every face with the same angle is in the same subset. We then

compare all these subsets of angled faces to a set of one frontal face of every person

and calculate the accuracy of every angle set. In this experiment, extreme poses are

expected to perform lower than other poses.

As for the IJB-A face dataset, it provides 10 splits of face verification instances. Each

split contains tens of thousands of face images pairs. Face verification is done when two

images are fed to a system which should decide if these two images belong to the same

person or not. From the result, we can derive the confusion matrix of the verification system

to calculate the accuracy of the different frontalization techniques on each split.

A sample of original faces with their corresponding generated faces are shown in Fig-

ure 5.5. We show samples for two different people taken from the FEI dataset ranging from

-90 to +90 degrees of face pose. The effective frontalization method as shown in tFigure 5.5

(Sym and NonSym faces) performs poorly for angles greater than 45 degrees as the 3D mod-

elling fails to complete the missing half of the face. However, it performs reasonably good

when most of the face is visible. DRGAN has not reported good results even for frontal

faces; the output of the method is mostly a new generated face which sometimes may be

very off.

5.4.3 Results

Table 5.1 reports accuracy results for frontal face subsets of FEI and FERET datasets. These

accuracy results (100% and 9̃7%, respectively) are the best for both datasets when faces are

directly used (with no alignment). This is something expected for frontal faces. Using

DRGAN, the feature extraction technique (DR-FV) performed second best with accuracy of

92.55% on FERET dataset. On the other hand, using the faces generated from this method

reported slightly lower accuracy, 90.14%. However, by using the effective frontalization

technique, accuracy levels dropped into the range of 70% for FERET dataset. Accuracy is
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Figure 5.5: Sample of the different face frontalization techniques output using two people’s
set of images

higher on FEI dataset compared to FERET because the latter dataset contains face images

taken at different time instances. This resulted in different facial features, and made it a

harder dataset for face recognition.

Table 5.2 shows accuracy results for profile faces from FEI and FERET datasets. As

expected, the performance is lower on profile faces than it is on frontal ones. The results

reported in Table 5.2 demonstrate how using unaligned faces has produced high accuracy on

both datasets comparable to using frontal ones (9̃9%). However, for frontalized faces, the

performance dropped significantly to around 80% when DRGAN was used and to around

40% by using effective frontalization method on FERET dataset. From experimenting with

FEI and FERET datasets, it can be easily realized that using a neural network feature

extraction method on any pose image performs well and better than using frontalization

techniques when trained on a large dataset. Although frontalization techniques performed
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lower than the original images, DRGAN performed well enough on both datasets, around 98

and 82%, respectively.

Tables 5.3 and 5.4 shows in detail at what angles of faces does different frontalization

techniques perform for FEI and FERET datasets, respectively. From the reported results,

it can be easily seen that from angle 45 to -45, the results are good for DRGAN and no

rotation, while FR performed poorly in general. Going to extreme poses at 90 and -90, the

accuracy of no rotation is the best followed by the features extracted from DRGAN, while

using frontalized faces performed very poorly.

Table 5.5 shows recognition results of IJB-A across the ten splits. Some interesting

results have been reported for this dataset. Using frontalized images, DRGAN performed

comparably very good (8̃5%) across all splits compared to using no alignment (8̃8%). On the

other hand, feature vector extraction from DRGAN (which performed well for the previous

datasets) reported very poor (1̃9%) in an uncontrolled environment (wild). The effective

frontalization technique, however, reported on average around (4̃4%) for both symmetric

and non symmetric faces output from the method.

Table 5.1: Frontal set accuracy

Frontal No Alignment DR-FV DR-Image EF-NonSym EF-Sym
FEI 100 99 99 98 94.5
FERET 96.88 92.55 90.14 78.67 71.23

Table 5.2: Profile Accuracy

Frontal No Alignment DR-FV DR-Image EF-NonSym EF-Sym
FEI 99.5 99.5 98 74.5 69
FERET 98.05 93.84 82.38 45.62 36.43

5.5 Conclusions

Interest in face recognition has evolved in recent years to tackle the problem of identifying

faces in the wild. Faces in the wild are captured in an uncontrolled environment (public
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Table 5.3: FEI Angular Results

Angle No Alignment DR-FV DR-Image EF-NonSym EF-Sym
-90 82 71 43 14 8.5
-75 100 94 76.5 28 16
-45 100 98.5 91.96 42.7 45.68
-25 99.5 99 95.5 64.5 49
25 100 99.5 95.5 63.5 63
45 100 99 93.5 44 44.5
75 99 95.98 81.9 18.1 17.59
90 93.5 75.5 58.5 11.5 6.5

Table 5.4: FERET Angular Results

Angle No Alignment DR-FV DR-Image EF-NonSym EF-Sym
-90 56.66 40.41 22.46 4.63 2.71
-45 95.39 85.12 62.05 18.22 12.46
-15 98.6 88.82 84.63 54.29 44.11
15 99.2 91.42 84.83 56.29 45.91
45 95.54 83.28 60.76 23.3 14.05
90 55.35 41.05 23.36 7.97 3.6

places) where faces can be captured in an any pose, occluded, cluttered, etc. Early face

recognition methods that reported good results for faces captured under certain prespecified

conditions are not directly applicable to current datasets which contain faces in uncontrolled

environments and in multi-view scenarios. To satisfy this purpose, recent methods are capa-

ble of handling the multi-view face recognition problem either by training one neural network

model with huge number of faces to extract representative features of every person or by

applying face frontalization to get a frontal face of any given input face. A frontal face can

be later fed into a feature extraction model. Challenges facing face frontalization techniques

include generating a frontal face that has enough details and representation of the human

face even in extreme poses where more than half of the face is not visible. Face frontalization

methods either use 3D modelling of a face and try to complete a face from existing facial

features or use neural networks to generate new frontal face images (GAN).

In this study, we analyzed the performance of recent face frontalization techniques com-

pared to using profile faces as it is the case in different types of challenging datasets. The

61



Table 5.5: IJBA verification results

Split No Alignment DR-FV DR-Image EF-NonSym EF-Sym
1 86.71 21.16 83.63 42.99 44.26
2 88.39 18.81 85.48 45.22 46.69
3 90.26 16.16 87.92 40.74 43.23
4 87.54 20.07 84.78 42.46 44.79
5 89.71 18.58 86.48 42.57 44.03
6 89.05 17.62 86.53 42.43 44.00
7 88.81 17.43 86.53 41.48 43.69
8 89.45 18.02 86.27 42.87 44.54
9 88.13 18.75 85.35 41.78 44.06
10 88.19 18.79 85.17 43.82 45.52

results reported in Section 5.4.3 demonstrated that using frontalized faces leads to better

performance in controlled environments and with several pose variations. However, the same

process performs poorly when the angle of the face is more than 75 degrees compared to

the good accuracy result given while using no alignment for the face. Also, using frontalized

faces from uncontrolled environment has produced poor performance. This shows that still

for face recognition, training one model to extract features of faces is expected to perform

better than current methods for frontalized faces. While frontalized faces can be consid-

ered as a visualization technique for analysts to better view of the identity and not for face

recognition purposes.
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Chapter 6

Link Prediction by Network Analysis

Link prediction refers to the process of mining and determining whether a link between

two nodes in a given network may emerge in the future or it is already present but hidden

in the network. Link prediction may be categorized under the class of recommendation

systems, e.g., finding or predicting link/recommendation between users and items. Thus,

efficient link prediction in social networks is the focus of the study described in this chapter.

Finding hidden links and extracting missing information in a network will aid in identifying

a set of new interactions. We developed a technique for link prediction by exposing the

benefits of social network analysis tools and algorithms. We used popular network models

commonly used by the research community for testing our algorithm accuracy against well-

known algorithms leading to similarity measures. We also decided on using a graph database

to model the network for providing better scalability and efficiency compared to storing graph

information in a relational database. The experimental results reported in this chapter

demonstrate how the proposed algorithm outperforms traditional link prediction algorithms

described in the literature.
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6.1 Introduction

In the recent surge and evolution of the world wide web, many opportunities arose for analyz-

ing user-generated data, where the term big data became a buzz word and is now used almost

everywhere, e.g., high volume of data is available at all times in the Internet. Content of the

available web based data, is mostly generated from on-line social networks and e-commerce

web applications, among others. Domain specific data encapsulates either homogeneous or

heterogeneous actors and the links connecting them leading to a n-mode network, where n is

number of heterogeneous groups of actors. For instance, data generated from social networks

relates mostly to interactions between users/visitors of the networks, where people are mod-

eled as nodes and a friendship relationship is reflected as links connecting people. On the

other hand, data generated from e-commerce websites models items (clothes, food, electron-

ics, etc.) and people as nodes to reflect items viewed and bought by people. Accomplished

purchase may suggest linking people to items. This behavior of interaction, whether between

people or people and items, may be modeled as a social network. A social network can be

viewed as a graph where a vertex represents a person or an item, and an edge corresponds to

the underlying relationship between vertexes, e.g., friendship, collaboration, among others.

One of the attractive areas for network analysis is collaborations in research where re-

searchers mostly coauthor papers reporting their findings. Collaboration between authors

may last short or long leading to a number of coauthored papers over a period of time.

Thus, collaboration may be modeled modeled as a social network, and hence can be rep-

resented as a graph G(V,E) where V is set of nodes or vertexes representing authors and

E is set of edges or links that exist only between researchers who have coauthored at least

one paper. Building such a network or the similar, e.g., whether representing scholars or

friends on Facebook or other networking sites, provides the possibility of analyzing and may

be predicting or uncovering hidden links in the graph. The latter predictions may highlight

a possible fruitful collaboration between potential researchers and hence would lead to a

recommendation system (RS) which may bring to the attention of target researchers the
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importance of initiating a collaboration.

A recommendation system is an important mechanism which assists people in exploring

items of their interest by guiding them into the specific set of available items in a system’s

directory. This kind of systems do their recommendations and predictions based on users

preferences and behavior. A separate profile is built for each user and items previously

searched for or preferred by a user would help a recommender system in deciding what

similar products to recommend. Recommendation systems are used in different domains

and are very common in websites such as Google, Amazon and other e-commerce websites

in order to recommend to their users some suggested searches or guide them in buying new

items. For example, Amazon recommendation system works by getting a list of items “user

A” searched for and viewed, then uses this historical information and checks what other users

examined and purchased while also looking at the same set of items. After this step, the

recommendation system will use the set of similar items for recommendations to the selected

user. Recommendation systems are also used nowadays in social networking platforms such

as Facebook and others to help in suggesting friends. This is done by predicting hidden

links between actors and use some common features between users of social media. Such

information may lead to new friendships between individuals in a social networking platforms

such as Facebook, Twitter, etc. In a similar settings, scientists are in need of different

collaboration partners, i.e., experts in a specific topic similar to their research field. Indeed,

research interests, co-citation and bibliographic coupling have constitute some key metric

and measure in searching for potential collaboration within a network.

Link prediction is also extensively used and important in the security domain. Since

criminal activities occur in groups, finding a criminal may lead to identifying his/her whole

criminal partners. Such that we can build a criminal network where nodes represent criminals

and relationships represent an involvement of two criminals in an act. Performing link

prediction in this kind of network will help governments, intelligence agencies and other

security companies to identify criminals and unveil possible actors involved.
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Motivated by the above description, the work described in this chapter tackles the issue

of relating nodes in a general social network and then making appropriate suggestions by

finding hidden links in the analyzed network. Completing this work will help in:

• Uncovering hidden relationships between nodes

• Categorizing and filtering the network

• Predicting links between nodes

The method described in this chapter has been tested on some benchmark networks. The

reported results demonstrate the applicability and effectiveness of the proposed approach.

The rest of the chapter organized as the following. Section 6.2 reviews the most popular

previous works. The proposed method is described in Section 6.3. Section 6.5 presents the

conducted experiments, the evaluation process and the results. Section 6.6 is conclusions

and future research directions.

6.2 Related Work

A considerable amount of research work cover recommendation systems and link prediction,

and how they may be applied in different fields. For example, in [164] the authors worked

on rating prediction and recommendation of items for users. They carry out the ratings

prediction by treating individual user-item ratings as predictors of missing ratings. The final

rating is estimated by fusing predictions from the following sources: predictions based on

ratings of same item by other users, predictions based on different item ratings made by same

user, and ratings predicted based on data from similar users ratings of similar items. Also

in [66], the authors built an algorithm FolkRank ranking scheme which generates personalized

rankings of items in a folksonomy, and recommends users, tags and resources. The basic

idea is to extract communities of interest from folksonomy, which are represented by their

top tags and most influential persons and resources. Once these communities are identified,
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interested users can find them and participate in. This way community members can more

easily get to know each other by using link prediction. Furthermore, [40] proposed two new

improved approaches for link prediction: (1) CNGF algorithm based on local information

network, and (3) KatzGF algorithm based on global information network.

There are also several efforts that investigate expert recommendation for business in-

stitutions, e.g., [66, 58]. [125] developed an expert recommendation system called ICARE,

which recommends in an organization experts to work with. The focus of the work does not

include relations between authors from their publications and citations, it rather considers

organizational level of people, their availability and their reputation. [132] investigated effec-

tiveness of a recommender system for a European industrial association in supporting their

knowledge management, foregone a field study, and interviews with the employees. Experts

were defined according to their collection of written documents which were automatically an-

alyzed. Additionally, a post-integrated user profile with information about their background

and job is used. Using bookmarking services of individual users in building user profiles

provides further information about users interests and confirm their recommendations.

Research on link prediction can also be found in [156], where authors proposed a super-

vised machine learning framework for co-offence prediction. The authors build a network of

criminals and offenders first, then they started to find hidden links between known criminals

and potential ones by relating offenders to socially related, geographically-related, or ex-

perience related criminal cooperation opportunities. Additionally, [14] proposed a new link

prediction algorithm to predict links in large-scale two-mode social networks. Based on topo-

logical attributes introduced in the chapter, the score (or likelihood) of a link between two

nodes can be measured. And they defined link prediction as a two class discrimination prob-

lem. Thus, a supervised machine learning approach is applied using these attributes to learn

a prediction model. Finally, they validated their results on real datasets which are DBLP bib-

liographical database and bipartite transaction graph of an on-line music e-commerce site.

[5] developed another successful work using supervised learning for prediction; BIOBASE
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and DBLP networks are used to validate the model.

Another domain of link prediction in the research domain is to recommend possible fu-

ture partnership to authors who never worked together before. Using this link prediction,

the system will suggest people from other domains to work on similar projects, and this

may lead to a fruitful partnership to the benefit of the community. However, the focus of

the research is mostly focused on homogeneous networks of authors. [21] modeled a social

network of authors for recommending collaborations in academic networks. They presented

two new metrics for their social network, namely institutional affiliation aspect and the ge-

ographic localization information. They analyzed how these metrics influence the resulting

recommendations. [30] proposed a new way for scholar recommendations based on commu-

nity detection. They used SCHOLST data set in order to build a network of authors who

are clustered into communities based on their research fields. then they calculated friendship

scores for each community in order to do co-author recommendation based on communities.

[37] introduced two approaches for link prediction in heterogeneous networks. In the first

algorithm called unsupervised multi-relational link predictor (MRLP), they extended the

well-known Adamic/Adar approach. Secondly, they used their previous research based on

homogeneous networks in this study by extending for heterogeneous networks. A supervised

framework for high performance link prediction (HPLP) show that a supervised approach

is superior to others, including MRLP. [155] proposed a methodology based on modularity

analysis of heterogeneous YouTube dataset. Finally, [130] analyzed disease-gene networks.

[57] focused on author link prediction, where authors are also modeled as nodes in a

social network. What makes this work interesting is the selection of links between authors

where bookmarking services are included in edge identification along with author co-citation

and bibliographic coupling measurements. They argued how it is important to consider

bookmarking along with the other metrics for better link prediction. [151] developed a

methodology to predict co-author relationship among authors in heterogeneous bibliographic

network. They tested their algorithm on DBLP bibliographic network and according to their
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results prediction can be improved using logistic regression-based co-authorship prediction

model based on meta path-based topological features. These are the combination of different

meta paths and measures.

Discovering new hidden links in a social network is not a trivial task. In [102], when

recommending new friendships in a traditional social network, the number of friends in

common can be used to estimate the social proximity between users ground model to smooth

the rating predictions. [101] showed how to evaluate developed methodologies in order to

select the best technique. For more detailed information on this topic, the reader may refer

to the review reported in [100, 104].

6.3 Methodology

6.3.1 The Algorithm

In our algorithm, we used centrality measures and path information to predict new links

between nodes. Eigenvector centrality points popular nodes in a network. However, unpop-

ular nodes (with not many connected links) may be more informative and discover strong

links due to rarity in real networks. Betweenness centrality shows whether a certain part

of a network is centralized or not. Centralized networks have a higher betweenness value

since they have controller nodes to which everyone is connected. This situation will lead to

less interaction between nodes because their connections will be over central nodes. Decen-

tralized networks can have more shortest paths and can be more flexible. Also, we are not

only looking for common neighbors while predicting new links to get information. The path-

passed approach can provide more information compared to locally dealing with nodes in a

network. Hence, close nodes will serve more possible connections, we are only considering

shortest paths between nodes, meanwhile gaining from the complexity.
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∑
z∈s.pathsu,v

∑
x∈V (z)

exp(−ceigen(x)) · cbetw(x)−1

length(z)
(6.1)

where nodes u and v satisfy {u, v ∈ V |eu,v ∈ E} in a given network G(V,E). (V ) and (E) are

sets of vertices and edges, respectively. z is a shortest path, denoted s.paths, between u and

v; x ∈ V (z). ceigen(x) is eigenvector centrality of node x, and cbetw(x) represents betweenness

centrality of node x. length(z) shows number of hops in path z between nodes u and v.

(a) Case 1 (b) Case 2

Figure 6.1: Illustrative example of our prediction algorithm on a simple network. Size of
nodes represent eigenvector centrality (larger size means higher value), while color of nodes
shows betweenness centrality (more reddish means higher value).

Case 1: In Figure 6.1a, shortest paths between 0 and 4 pass via nodes 2 and 6, while

shortest paths from 0 to 3 pass via nodes 1 and 2. Node 2 is common for both cases. In

this situation, the edge from 0 to 4 is more probable than the edge from 0 to 3 since node

6 has lower eigenvector and betweenness centralities compared to node 1. In our algorithm,

we used exp(x) function to avoid negative values and higher weight for rare neighbors. Also,

the difference using exp is insignificant when the value is small, while it is larger when the
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value is large. The number of hops is 1 in this case since there is no shorter path of length

2.

Case 2: In Figure 6.1b, the edge from 0 to 2 is more probable than the edges from 0 to

3 and from 0 to 5 since it has many more shortest paths than the others.

6.3.2 Graph Database

In the implementation of our algorithm, we have used a graph database to store the graph

network data. Traditionally storing data in a relational database dominated due to its high

performance. But recently data types have changed in the Internet more towards social

networking and big data domains; this involves complex interconnected information. Thus,

storing and manipulating complex data has become an issue using traditional relational

databases. This motivated for the development of several database structures like graph

databases. A graph database provides a method or a tool to model and store a graph related

data by focusing on the relationship between entities and attributes of the nodes as basic

constructs of a data model [145].

We have used Neo4j tool which is an open source graph database based on Java com-

bining graph storage services and a high performance scalable architecture for graph based

operations. In our work, we used Java libraries provided by Neo4j to create and store the

datasets. We also used the graph based methods in the library in order to get the shortest

paths between nodes, eigenvalue and betweenness centralities of each node.

6.4 Datasets

The best way to test our algorithm is to apply it on real-world networks to check if we can

successfully predict links between real entities. Accordingly, we have applied our algorithm

on six well-known real-world network data sets where the number of nodes and edges are
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shown in Table 6.2:

• Zachary Karate Club [178]: is one of the most popular networks in terms of community

structure. This network corresponds to members of a karate club at a US university

in the 1970s; members are friends. This club has induced fights between its members

such that members were split in half. This makes it a perfect real scenario network for

link prediction on a member to check to which group he belongs.

• Dolphin Social Network [105]: is an undirected social network of frequent associations

between 62 dolphins in a community living off Doubtful Sound.

• Les Misérables [88] :is a network corresponding for co-appearance of characters in the

novel Les Misérables. It is interesting to test on this network as there are several

communities to apply link prediction on them.

• Books About US Politics (orgnet.com): is a network of books about US politics sold

by Amazon where edges between books represent frequent co-purchasing of books by

same buyers.

• Word Adjacencies [119]: is an adjacency network of common adjectives and nouns in

the novel David Copperfield by Charles Dickens.

• American College Football [48]: is a network of American football games between

Division IA colleges during regular season in Fall 2000.

6.5 Experiments and Results

After collecting the data sets related to the various networks, the following steps are applied

to run our algorithm which will output the confusion matrix for the evaluation code:

1. Randomly remove δ percentage of edges
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Figure 6.2: Clustering coefficient analysis of datasets.

2. Run the algorithms presented in Section 6.1 on the new network and get the corre-

sponding confusion matrix

3. Calculate eigenvalue and betweenness centralities for all nodes in the network

4. Run our proposed algorithm

5. Select value α, which serves as a threshold for the algorithms predicted results

The results shown in Tables 6.3, 6.4, 6.5, 6.6, 6.7 and 6.8 are average results where

for each network we perform Step 1 of removing edges randomly 10 times. Moreover, we

chose 3 different values of δ for removing 10%, 30% and 50% of the edges. We decided

on these values based on clustering coefficient analysis. This analysis may help in finding

missing links between nodes, called structural holes. High degree nodes will have lower local

clustering values in this analysis which means more structural holes will exist in the network

so that central nodes will collect all the flow of information and reduce alternative paths. In

Figure 6.2, we can see that we got more less local clustering values for 0.7 and 0.9 to the edge

removal percentage. In addition, we experimentally used α = 0.1 in all tests as threshold

value for accepting an edge as predicted. We did this testing for the networks by choosing
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Figure 6.3: Path distance distribution of datasets.

` = 5, which is the maximum depth used in all algorithms to search for a shortest paths

between two nodes. In Figure 6.3, we figured the path distance distribution of the datasets

to show why we chose 5 as maximum depth. As shown for all networks, the performance

of the algorithms are close to each other but our algorithm most of the times reports better

values for the evaluation metrices than the other algorithms. In the various tables, I means

δ = 0.1, II means δ = 0.3, and III means δ = 0.5.

According to these tables, our precision and F1-score values are better than others in

many cases by considerable margins. However, it is hard to decide which algorithm is better

than others from accuracy results since the results are close to each other by small fraction.

Also, we can clearly see from specificity results that we are not predicting non-existing links

since our results are the higher compared to others. And our dataset is imbalanced which

means that the number of negative examples (FP + TN , connections not to be predicted)

is not close to the number of positive examples (TP + FN , connections to be predicted).

Because of this, our sensitivity values are low since we have many false negatives by having

more positive examples than negative examples.

To further check into how our algorithm is functioning and the advantage of using social

network analysis in investigating the results of link prediction, we show in Figure 6.4 a sample
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Figure 6.4: Example of our prediction algorithm on the Karate Network with 30% of the
edges removed.

run of our algorithm on the Karate network with 30% of its edges removed. After removing

edges, we ran the evaluation metrics we presented above to investigate the behavior of

different algorithms compared to ours. In order to explain how our algorithm is predicting

different than others, we used the color of the nodes to represent betweenness values on

a white-red scale where white corresponds to low betweenness while red represent high

betweenness. We also used size of the nodes to represent eigenvalues where the size of a

node is directly proportional to its eigenvalue.

After running the algorithms on this network, we show edges which were successfully

predicted by our algorithm as blue dashed lines; these edges connect nodes 32-33, 8-33,

15-32 and 20-32. All other algorithms have predicted the link between nodes 32 and 32

except Leicht-Holme-Newman algorithm. This is because these nodes have a large number

of common neighbors (5) facilitating the prediction of this edge. While none of the other

algorithms predicted the existence of the other edges which were successfully predicted by

our algorithm, except for Katz which predicted the edge between nodes 8 and 32. This

reported result is due to the fact that there is no common neighbors between nodes 8-33, 15-

32 and 20-32. Thus, the other algorithms failed to predict these links. While our algorithm
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successfully predicts the mentioned links because it does not only use common neighbors

between two nodes but also considers the sum of all shortest paths between the two nodes.

6.6 Conclusions

In this chapter, we tackled the problem of predicting the existence of links in a graph by

using network analysis. Finding hidden relationships between actors in a network has vari-

ous advantages in predicting different future partnership, collaboration, etc. that based on

the actors properties can help and accomplish a new trend in the research domain. It also

provides the ability to unveil already existing links between people. For example, detecting

series of related criminals for security reasons. By performing link prediction using social

network analysis, we are able to benefit from existing graph theory algorithms that provide

good analytical solutions to the problem. We used a combination of shortest path, between-

ness and eigenvalue centralities for the link prediction algorithm. We showed with examples

how our algorithm can perform better on real-world data sets than other link prediction

algorithms which mostly focus on common neighbors for prediction.
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Table 6.1: The eleven similarity metrics used in link prediction; set Γ(u) represents neighbors
of node u in the network, and |Γ(u)| shows degree of node u.

Algorithm Description

Adamic/Adar
∑

z∈Γ(u)∩Γ(v)
1

log|Γ(z)| This index measures similarity with
counting of common neighbors z be-
tween nodes u and v by weighing the
less-connected or rare neighbors more.

Jaccard |Γ(u)∩Γ(v)|
|Γ(u)∪Γ(v)| Common neighbors are divided by to-

tal number of neighbors of u and v. It
looks for uniqueness in shared neigh-
borhood.

Dice 2|Γ(u)∩Γ(v)|
|Γ(u)|+|Γ(v)| Common neighbors are divided by their

arithmetic mean. It is a semimetric ver-
sion of Jaccard.

Katz
∑∞

`=1 β
` ·
∣∣paths`u,v∣∣ This index looks for path lengths and

counts by weighting shorter paths be-
tween nodes more heavily. Parameter
β ∈ [0, 1] controls the contribution of
paths. And ` represents the length be-
tween nodes. Smaller values for β will
decrease the contribution of higher val-
ues for `.

Common Neighbors |Γ(u) ∩ Γ(v)| This index measures the number of
shared neighbors.

Preferential Attachment |Γ(u)| · |Γ(v)| New connections are directly correlated
with high degree of neighbors.

Salton |Γ(u)∩Γ(v)|√
|Γ(u)|·|Γ(v)|

Common neighbors are divided by their
geometric mean.

Resource Allocation
∑

z∈Γ(u)∩Γ(v)
1
|Γ(z)| It is so similar to Adamic/Adar.

While this index takes linear form,
Adamic/Adar takes log form. But, this
index is inversely more proportional to
higher common neighbors.

Hub Promoted |Γ(u)∩Γ(v)|
min{|Γ(u)|,|Γ(v)|} Common neighbors are divided by min-

imum degree of neighborhood.

Hub Depressed |Γ(u)∩Γ(v)|
max{|Γ(u)|,|Γ(v)|} Common neighbors are divided by

maximum degree of neighborhood.

Leicht-Holme-Newman |Γ(u)∩Γ(v)|
|Γ(u)|·|Γ(v)| Common neighbors are divided by

square of their geometric mean.
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Table 6.2: Data Set Networks Size

# nodes # edges

Zachary Karate Club 34 78
Dolphin Social Network 62 159

Les Misérables 77 254
Books About US Politics 105 441

Word Adjacencies 112 425
American College Football 115 613
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Chapter 7

NetDriller Version 2: A Powerful

Social Network Analysis Tool

Social network analysis has gained considerable attention since Web 2.0 emerged and pro-

vided the ground for two-ways interaction platforms. The immediate outcome is the availabil-

ity of raw datasets which reflect social interactions between various entities. Indeed, social

networking platforms and other communication devices are producing huge amounts of data

which form valuable sources for knowledge discovery. Hence the need for automated tools

like NetDriller capable of successfully maximizing the benefit from networked data. Most

datasets which reflect kind of many to many relationship can be represented as a network

which is a graph consisting of actors having relationships among each other. Many tools exist

for network analysis inspired to extract knowledge from a constructed network. However,

most of these tools require users to prepare as input a dataset that inspires the complete

network which is then displayed and analyzed by the tool using the measures supported.

A different perspective has been employed to develop NetDriller as a network construction

and analysis tool which does some tasks beyond what is normally available in existing tools.

NetDriller covers the lack that exists in other tools by constructing a network from raw data

using data mining techniques. In this chapter, we describe the second version of NetDriller
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which has been recently improved by adding new functions for a richer and more effective

network construction and analysis. This keeps the tool up to date and with high potential to

handle the huge volume of networks and the different types of raw data available for analysis.

Before diving into the details of this chapter, I would like to thank all students who

participated in the development of NetDriller in various capacities. Without their efforts I

would not have been able to expand and heavily use NetDriller as part of my research. I

especially thank previous PhD and MSc students Keivan Kianmehr, Negar Kockookzadeh

and Atieh Sarraf who in addition to their major contribution to the first version of NetDriller,

supervised various groups of undergraduate and graduate students who developed various

components of NetDriller as part of their course work in CPSC 572/672.

7.1 Introduction

In the first version of NetDriller as described in [89], we presented a social network analysis

tool that helps researchers and analysts in creating and analyzing social networks. A social

network is a graph where nodes represent actors and edges reflect and inspire a relationship

between these actors. With the help of NetDriller, many raw data types such as transactions,

scholar, social media, organization structure data, etc. can be converted into social networks

and properly analyzed.

The actors in a social media can be homogeneous where all nodes correspond to same

entity (people, organizations, roles, etc.) This type of a network is called one-mode social

network, while having two entities in the same graph is called two-mode network [165]. The

edges in a social network reflect the type of relationship the actors have among each other.

In one mode networks, the edges may represent friendship for social media data while edges

may represent a works-on relationship in two mode networks where actors form two disjoint

sets like employees and projects.

Whether it is a one or two mode network, NetDriller can help an analyst in constructing
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the social network from the raw data by using two data mining techniques namely clustering

and association rule mining. After constructing the social network, analysis measures are

applied on the network to perform knowledge discovery in order to identify key characteristics

of this network. Social network analysis (SNA) measures are mostly inspired from graph

theory, statistics and linear algebra. These measures are used to study a network at node

and network levels, identify communities among nodes, predict what links can exist in the

future state of the network, etc.

NetDriller has been developed by our research group in 2009 to cover the social network

development and analysis that lacks in most other tools. The project has been under constant

updates and new functionalities are always added to the tool to cover the needed areas in

the social network analysis domain. We make use of our expertise in machine learning and

data mining to provide additional capabilities in network construction. The project has been

developed in Java so that it can be platform independent to run on any operating system.

The system makes use of the Jung library 1 for network visualization and Weka tool [53] to

apply data mining techniques.

The rest of this chapter is organized as follows. Section 7.3 shows the user interface and

the basic social network analysis measures covered in NetDriller. In Section 7.4, we present

the new functions that we added to NetDriller 2.0 making it a better social network analysis

tool. Section 7.5 is conclusions.

7.2 Brief Overview of Existing Similar Tools

Several tools have been developed for social network analysis both for commercial and re-

search purposes, e.g., [143]. In this section, we briefly cover some of the well known SNA

tools. NetMiner 2 is a commercial software which visualizes and analyzes networks to ex-

tract information from a given network. The tool allows the imports of big networks with

1Jung: http://jung.sourceforge.net/ Accessed on 07/09/2017
2NetMiner http://www.netminer.com Accessed on 03/10/2017
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3D visualizations. Data mining is integrated in the analysis to classify, cluster and apply

recommendation for the nodes in the network. Node centrality measures are also used to

determine their importance.

Ucinet [20] is a commercial social network analysis tool that treats networks as matrices

for data imports and for applying matrix algebra. Analysis techniques such as centrality

measures, groups identification and graph theory techniques are provided in the tool.

Gephi [12] is a popular social network analysis tool. It is an open source tool and provides

network visualization using several layouts and SNA techniques. The tool offers the common

metrics to calculate centrality measures, community detection and shortest paths. The tool

also provides the functionality to view the network changes over time.

NodeXL [147] is a free, open-source SNA tool that can be added as a template for

Microsoft Excel. This tool is interesting as people who are used to excel can get their data

into matrix format in excel and then apply SNA measures on their network using excel.

NodeXL provides features to calculate graph metrics, import networks from social media,

zoom and scale the network, and dynamic filtering of nodes.

7.3 The User Interface

NetDriller provides a simple user friendly interface that helps any user in importing and

generating social networks for further analysis. The program can run on a standard personal

computer making it available for any user. With the integration of data mining, any raw

dataset can be converted into a social network using the tool.

Figure 7.1 shows the main interface of NetDriller once the application is launched. The

”Data” menu is enabled where users can import a network or a raw dataset. If the user

imports a network, then all the analysis tools will be enabled. Importing a raw dataset

however, will enable the ”Network Construction” menu which converts the raw data into a

social network using either clustering or association rule mining. We have added two new
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Figure 7.1: NetDriller Interface

import options for the user to import social media data and web search data. We will discuss

this further in Section 7.4.

After importing/constructing the network, it is displayed in the main panel as shown in

Figure 7.2. The network is shown in terms of the nodes with their corresponding labels,

and edges between the nodes with their corresponding weight. After that users can choose

to apply SNA techniques on the network to identify the most important nodes using the

”Metrics” menu. Other analysis techniques are present in the ”Analysis” menu to find

bridges and cliques in the loaded network, for folding and inverting the network, etc.

7.4 New Unique Functionalities

In this section, we describe the new main functionalities added to NetDriller. These new

functions include adding new network construction techniques from various data sources and

also improving the analysis applied on social networks.
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Figure 7.2: Network Interface

7.4.1 Network Construction

In the first version of NetDriller, we have used novel techniques to build a social network of

actors from raw data. Techniques such as clustering and association rule mining were used

to generate social networks from raw data. In this second version of NetDriller, we have

added two more novel ways to construct social networks form social media and the web.

One of the most important steps in social network analysis is to first correctly construct the

social network from the available data. By providing several sources of data as new options

to generate networks, we make our tool more attractive for those who need to apply SNA

on these new sources of raw data.

Twitter Data Network Construction

With the ongoing rise of social media, it is now very important to generate social networks

from a list of social media posts. Motivated by this, in the second version of NetDriller, we

added a new function that allows users to generate several key social network datasets from
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Figure 7.3: Centrality Measures Calculations

a given list of social media posts. Given a set of posts from twitter or online review forums

(hereafter called tweets), the data is then processed to produce interrelated datasets which

includes:

• a dataset of key terms and the relationship between them based on their co- occurrence

in same tweets

• a dataset of tweeters (persons who posted some tweets) and relationships between them

based on common terms in their tweets.

• a dataset for two-mode network between tweeters and key terms to show terms written

by each tweeter.

The user can import the social media posts by clicking on the ”Parse Twitter Data”

option in the ”Data” menu. This will then open a new dialog box for this purpose as shown

in Figure 7.5. As reflected in the figure, the user first uploads the social media posts, then

he/she specifies the important keywords that the network is built upon. We also provide the
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Figure 7.4: Centrality Measures Calculations

functionality for the user to choose start and end dates of the tweets to be included in the

posts analysis. This is a very important step to filter tweets while monitoring major events

that occur. Usually while analyzing major events, the analysts like to split the analysis of

the tweets to before, during and after the occurrence of the event to see the emotions of the

people in different times of the event. To include all tweets in the analysis the user should

not specify any time entry. The last option is to choose what type of network the user wants

to generate from the tweets as mentioned above.

We also implemented a twitter crawler such that given any set of keywords, we go to the

twitter API and collect tweets so that analysis can be done on.

Web Network Generator

We designed web crawler such that after importing a labeled network into Netdriller and

after ranking nodes using the centrality measures, nodes can then be selected to apply web

crawling on them. Every node that is selected starts a new search tree that is processed

by the web crawl function. The crawl function takes some root node and a depth value.
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Figure 7.5: Twitter Data Import and Options

When a new Crawler object is instantiated, one should provide a maximum value for the

search depth, which is stored in the max depth attribute. This value corresponds with the

maximum height of the search tree rooted at the provided node (given by the string start).

Thus, given some node, crawl function will recurse for at most max depth layers. On each

layer of the search, at most three new nodes are added, and each of these nodes are connected

with the provided root node. For instance, suppose the root node is Alice, and max depth =

2. Then the system will find three names most closely-related to Alice and add them to the

network. Suppose these names are Bob, Clarence, and Deborah. Then Bob, Clarence, and

Deborah will be added to the net- work graph, and will be connected to Alice with weights

given by their frequency values found in documents related to Alice. Then, crawl will be

recursively called with roots Bob, Clarence, and Deborah, and the three most closely-related

names to each of these nodes will be added to the graph and connected to their respective

roots (for a total of nine new nodes for this layer). The search will then terminate, since

the maximum depth value has been reached (with respect to the original root node, Alice).

This search tree is shown without edge weights below.
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We collect these information from the web using Google’s CustomSearch API 3. The term

provided (root) is passed to this API, and links are extracted from the returned structure.

Each link is processed and entity recognition us applied to extract names from the text.

Whenever a name is seen, its frequency is updated and is reflected on the wight of the edge.

Figure 7.6: Web Crawler

7.4.2 Incremental Network Modification

Most existing network analysis tools do not consider dynamic datasets which are the most

commonly encountered in practice. After constructing a social network from an existing

dataset, it is possible to have some updates on the dataset. Such updates may be realized

and incrementally reflected on the existing network instead of redrawing the network from

scratch. New data captured may be used by NetDriller to identify nodes or links to be

added or removed from the existing network. This new function added to NetDriller helps

in modifying the network incrementally as the network evolves to reflect on the network the

changes as inspired from the incremental data. The user will provide a rule file with the

changes that occurred on the network which will be then applied on the current network.

The structure of the input file which summarizes the various network changes is as follows.

• Remove a Node: this rule is made for removing an existing node from the network.

3CustomSearch API: https://developers.google.com/custom-search/v1/overview
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The format is: ”<node number>,0” where the former part states the node number to

be removed and the latter part is fixed at 0.

• Add a Node: to add a new node to the network, the user should add at least one

link between existing nodes in the network and the new node. The format is ”<node

number>,<new node number>,weight”.

• Add a Link: this rule will add a link between two existing nodes in a network with a

specified weight of the link. The format is ”<node number>,<node number>,weight”.

• Remove a Link: to remove a link between two nodes, the user should use the format

”<node number>,<node number>,-1”.

The user can import the rules file by clicking on the ”Modify Network Matrix” option in

the ”Data” menu which is shown in Figure 7.1.

7.4.3 Temporal Network Visualization

This function allows a user to import several versions of a network that evolves over time.

Each version of the network denotes a snapshot of the network at a time-stamp. The network

evolution occurs in-terms of nodes/links which are added or deleted. The user can import

several network files by going to the ”Data” menu, then clicking on ”Import a Network”

option so that an import dialog is displayed as shown in Figure 7.7. The user can then click

on the ”Import Multiple Files” button to import the several versions of the network.

After completing the above step, new buttons are added on the right panel which are

”Next” and ”Previous” as shown in Figure reffig:incremental. These allow the user to go

through the different network files imported in order. As nodes/links are added from one

version of the network to the other, we show this by highlighting the change by coloring

nodes and edges in blue.
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Figure 7.7: Import Options

7.4.4 Link Prediction

Another new social network analysis measure we added to NetDriller is link prediction.

Link prediction refers to the problem of anticipating the possibility of what links could be

added to the network. This analysis is used in recommendation systems to get which two

nodes/people are likely to interact in the future. As shown in Figure 7.9, we added a ”Link

Prediction” menu which contains four different implementations of existing link prediction

techniques, namely Jaccard, Dice, Common Neighbor and Adamic/Adar.

7.4.5 Hierarchical Zooming

Hierarchical Zooming refers to the function of incrementally declustering or clustering the

social network into groups in or out, respectively. This analysis technique is required espe-

cially in large networks where huge number of nodes and links exist making it difficult to

extract useful information from the network by visual analysis. We provide the function to

zoom in and out of the network by implementing several community detection algorithms.
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Figure 7.8: Incremental Network Visualization

Each community is displayed as a node in a zoom out mode. Every zoom out step will then

reapply the community detection algorithm to reduce each community into a single node.

Links across communities become links between nodes representing the communities.

The user can apply this using NetDriller, by clicking on the ”Hierarchical Zooming” menu

which will open a new window as shown in Figure 7.10. In this figure, the network is shown

on the left panel with the hierarchical zooming options present on the right panel. The

user can first choose what community detection algorithm he/she wants to use to cluster

the nodes. We implemented the Modularity, Edge Betweenness, Voltage, and Minimum

Spanning Tree clustering algorithms for the user to choose from. After the user chooses the

preferred algorithm, he/she can start zooming in and out of the network using the ”+” and

”-” buttons. A view of a zoomed in network is shown in Figure 7.11.
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Figure 7.9: Link Prediction Calculation

7.5 Conclusions

We presented in this chapter the second version of NetDriller for social network construction

and analysis. NetDriller is a powerful tool to apply analysis on social networks composed

from views of social relationships consisting of nodes and links. We added several important

social network construction and analysis techniques to NetDriller to work with current and

emerging up-to-date datasets. We added a social network construction function which allows

users to use social media or web searcg datasets as input. With the upcoming rise of social

media, it is essential for social network analysis tools to generate different networks from

social media. We do this using one and two mode networks from terms and tweeters. We

also added new analysis measures on the social network to predict hidden relationships in

the network using link prediction. Also, since networks can be very large for the analysis,

we provide the function for hierarchical zooming of the network. Networks that change over

time can be also imported to view the networks at different time-stamps.
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Figure 7.10: Hierarchical Zooming Menu

Figure 7.11: Hierarchical Zooming in Action
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Chapter 8

Integrated Framework for Criminal

Network Extraction from Web Using

Text Analysis

Extracting criminals’ information and discovering their network are techniques that inves-

tigators often rely on to get extra information about criminal incidents and potential crim-

inals. With the recent advances of the Web, a.k.a. Web 2.0, it has become a rich source

of data which provides variety of information sources. In this chapter, we propose an inte-

grated framework that combines a variety of available components and makes use of different

sources of information provided on the Web to get a better knowledge about criminals or

terrorists (we will use criminals to cover all terrorists in the rest of this chapter). Our system

extracts criminals’ information and their corresponding network using Web sources, such as

online newspapers, official reports, and social media. It uses text analysis to identify key

persons and topics from crawled Web documents. We build a criminal graph from the ana-

lyzed text based on the co-occurrence of mentioning of criminals. Further analysis is applied

on the constructed graph to get key people, hidden relationships and interactions between

criminals, as well as hierarchical criminal groups within a network. For every process in the
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framework, we analyzed various available works and implementations that could be used in

the process. While analyzing social media posts, we identified several challenges which show

what solutions could be used for that purpose. Finally, we provide a Web application which

implements the proposed framework. It also shows how helpful and efficient the system is

in extracting and analyzing criminal information.

8.1 Introduction

Over the past decade, the Web has evolved from being a source of information into a rich

and more interactive user experience, especially with the development of Web 2.0 based on

which social networking platforms emerged. With these advances, huge volumes of data are

generated daily from several sources mainly by Web users who upload their personal data

and views online, and by providers such as newspapers who always update their websites by

posting new news. The massive information available on the Web may serve several purposes

one of which is to look into criminal data and analyze criminals interactions.

In this chapter, we propose a framework that focuses on (1) accessing the Web to get

criminal incidents used to build criminal profiles, and (2) extract criminal networks using text

analysis. The purpose of this framework is to assist a crime investigator by providing access

to all information about a criminal and his/her network, and further analyze the criminal

network structure. Indeed, the Web hosts several sources of valuable and public information

which can be used to analyze criminal networks. Sources such as newspapers have electronic

online versions providing authentic and timely data about events. Information related to

events covers crimes, suspects and people involved in a criminal incident. Other source of

information, such as crime records published by authorities are also available on the Web,

providing details about criminal incidents occurring in each country. Social networking

websites such as Twitter and Facebook generate most of the data on the Web. In other words,

they capture user-generated data, where users have profiles and they add information and
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pictures shared with their friends. The type of information extracted form social networking

sites is very valuable for crime analysis as criminals post messages and connect with other

criminals thorough social networks.

With the latest criminal and terrorist attacks occurring in the world, analyzing criminals

behavior and their connections is the main priority for authorities. The major challenge

facing authorities monitoring criminal activities is to accurately and efficiently extract crim-

inals/terrorists information from huge volumes of criminal data available. The large amount

of data collected about crimes from the Web are often unstructured, containing duplicate

news information. Investigators have to manually go through such data to extract useful

information to be used to analyze criminals and study their network. As a result, an analyst

faces many difficulties because of the size of the available criminal data as it will be time

costly to process; and also it is possible to end up missing useful information inside the

collected documents and social media posts. For this reason, text mining can be applied on

these documents to extract the required information automatically and efficiently.

The goal of this chapter is to provide an efficient and effective general framework to ex-

tract from the Web as much information as possible about criminals/terrorists, their activity

involvements, and criminal network to help investigators in analyzing criminal incidents and

to provide analytical analysis on criminal networks. To be acceptable, the framework should

be characterized by low response time and high accuracy. Unlike other works described in

the literature where the focus is on one type of data source (criminal records, chat logs,

newspapers, etc.), we provide an integrated framework which combines some well testing

and effective components and covers different data sources, including documents, newspa-

pers and social media posts to extract all possible information of a criminal available on

the Web. Our framework suggests new techniques to analyze criminal networks to uncover

hidden relationships and groups within a network. Implementations of the used components

have been integrated into a fully functional and working system. It has been tested using

some existing data. The results have been reported in this chapter.
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The rest of the chapter is organized as follows. Section 8.2 reviews the current work

on criminal analysis and existing frameworks. Section 8.3 shows the general framework,

which extracts criminal information and corresponding network from various data sources.

We explain in details every process used in the framework and what challenges the processes

faces, and we provide several solutions for each process. Section 8.4 provides implementation

details related to designing the framework as a Web application. We report results that

support the effectiveness of our approach and how the framework is used in real scenarios.

In Section 8.5 we conclude the chapter.

8.2 Related Work

Work with criminal data has received considerable attention in the research community,

especially post September 11, 2001 attacks in the United States. Researchers are mostly

interested to analyze and predict crimes and associated potential criminals. Many research

efforts have applied data mining on criminal data. For instance, in [117, 33] criminal data was

used to detect patterns to infer the location of criminal incidents that have occurred in the

past; the purpose is to highlight such crime locations with the hope to prevent new incidents.

Classification and clustering have been applied as well on criminal data in [18] to help in crime

related investigations and to summarize crime reports. Chen et al. [29] proposed a criminal

data mining framework to better understand the relationship between crime characteristics

and analysis capability. Their work is based on data provided by police department criminal

database, where they showed an effective use of data mining techniques to extract criminal

information and associations using entity extraction, association, prediction, and pattern

visualization. They used co-occurrence frequencies between criminals mentioned in the same

report to determine the correlation between criminals and to build the social graph.
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8.2.1 Frameworks

Anwar et al. [9] proposed a framework to extract criminal information using text mining

from chat logs data. In their method, they benefited from chat log data collected from

a criminal computer seized by a forensic investigator from a crime scene. After collecting

and normalizing the chat data, their framework applies n-gram technique to extract the

set of vocabulary in the logs. Then they extracted key information from these n-grams by

identifying sets of key terms and key users who have a dominating role in the chat logs. As

a result, they built a social graph based on the interaction of users in the chat log, where

nodes in the graph are criminal names mentioned in the chat logs and edges in the graph

represent whether criminals were mentioned in the same chat session. They analyzed the

constructed social graph to determine communities which exist in the criminal network. For

this, they applied several clustering techniques, such as k -means, hierarchical agglomerative

clustering, and Markov clustering. The challenge with this framework is the assumption that

access to criminals computers and their chat log data is possible. In our work, on the other

hand, we make use of public data available on the Web to extract criminal information and

related networks.

The work described in [91] proposed a system which extracts crime information from

police and witness narrative reports. Their system combines information extraction and

principles of the cognitive interview to help investigators in collecting and analyzing crime

information from witnesses. Many witnesses are often scared or embarrassed to report crime

details. To challenge this problem, the authors developed a reporting system which logs

witness data and then analyzes the input data by applying entity recognition on crime

lexicons to extract relevant information.

Khani et al. [65] proposed a framework to mine criminal data from the Web. Their

framework is composed of two main components. First, they developed a crawler system

which uses priority queues to fetch unvisited URLs. The second component mines crime

information by tagging crime hotspots and categorizing these spots across collected docu-
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ments. After collecting documents using crawlers, they extracted prominent communities

and constructed their profiles. The authors only discussed the steps needed for the framework

without mentioning challenges and implementation issues related to each component.

Yang et al. [172] presented a method to extract criminal information and network from

weblogs, which are websites that provide blogging service where users can interact. Their

system uses a specific topic exploration from weblogs. Then, they employed Web crawlers

to identify blog subscribers who contributed to criminal topics, and accordingly classified

bloggers along with their interactions to build a network. After building the bloggers’ net-

work, some text classification techniques are used to analyze content of the documents. A

visualization of the network has been also suggested for displaying the social network view

or the concept network.

Zhou et al. [181] proposed a probabilistic approach which uses email corpus and com-

munication to identify communities of individuals and accordingly provides semantic topic

descriptions of these communities. The drawback of this approach is that it is limited to

emails, and the constructed network is based on senders and recipients of the emails.

Pramanik et al. [128] proposed a framework that make use of big data resources for

criminal pattern detection. Their framework consists of two analytical approaches structure

analysis and network mapping. They make use of data from heterogeneous sources to then

extract the important nodes from the centrality measures and then visualize the network for

investigation purposes.

Sarvari et al. [140] constructed a criminal social graph from a leaked set of email ad-

dresses. After collecting these emails, they constructed the social graph by linking these

emails to their correspondent Facebook profiles and scraping the public social graph from

these profiles. Then they perform social network analysis techniques on the constructed

social graph to identify profiles of high rank criminals, criminal organizations and large scale

communities of criminals.

Taha et al. [153] proposed a forensic analysis system called SIIMCO that can identify

105



the influential members of a criminal organization. They do this by collecting crime incident

reports which are then turned into a criminal graph using the co-occurence mentions of two

criminals in the same report.

8.2.2 Text Collection

Several works have concentrated on extracting crime information from online newspapers.

For instance, the authors in [10] developed a system that extracts crime location information

from news articles using named entity recognition, then they used conditional random field

(CRF) to classify sentences into crime location sentences. A Web based crime analysis system

was proposed in [75] to extract crime information from newspapers. Their analyzer performs

crime spot detection, crime comparison and crime pattern visualization from articles available

in online newspapers. They first used a focused crawler to extract content of newspaper

articles, then they applied document classification to filter out non-crime articles for their

analysis. After that, named entity extractor is used to get crime location and date from

articles, and then duplicate detector is used to get rid of similar news articles. There are

several ways to extract criminal information online using Web crawlers. Crawlers are internet

bots that go through web pages for the purpose of Web indexing. They can be also used to

fetch content from online newspapers. Herrouz et al. [62] mentioned different tools used for

Web content mining and information extraction from web pages. Other research, e.g., [75, 10]

used Web crawlers to extract content from newspapers.

After collecting text information from the web crawlers, then text classification is applied

to filter relevant text/articles related to crime. For instance, in [10], the authors proposed a

method to classify sentences into crime related and non-crime related. They first tokenized

sentences mentioned in a text, then they applied named entity recognition to extract location

information. After that, they identified ten features for every sentence concerning whether

there are different location parts in the sentence and if the sentence contains crime terms.

Lastly, they applied CRF (Conditional random fields) algorithm to their classification model
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to predict if a sentence is a crime or non-crime related. Choi et al. [31] presented a method

to classify news articles from The New York Times newspaper whether they are terrorism

related or not. They first extracted context words using WUP similarity from WordNet [115]

tree. Bigrams were then built from context words for training on terrorism related articles.

They compared these bigrams existing in terrorism related articles with test articles. The

comparison is done by calculating a CW (context weight) value such that same bigrams are

more frequent if the articles describe the similar subject.

8.2.3 Text Analysis

Researches have applied information extraction (IE) techniques to extract relevant informa-

tion from crime reports. Various efforts, e.g., [135, 134, 32] have attempted to extract relevant

information related to terrorist attacks from a given corpus. These methods rely on using

terrorist specific regular expressions to extract information such as how many people were

killed, the responsible authority for the attack, and the countries involved. For instance, Con-

lon et al. [32] performed information extraction from reports on terrorist incidents available

online from the National Counter-terrorism Center (NCTC). Their method, called CAINES,

relies on lexicons to extract relevant information such as countries and noun phrases which

are the most mentioned in the reports. Their system also provides sub-language analysis

to extract information related to a crime (Data, Place, Attacker, Attack Type, Killed, and

Wounded) using regular expressions on report text.

Other text analysis techniques include text segmentation, tokenization, part of speech

tagging and named entity recognition to extract information from text.

Text Segmentation and Tokenization

GATE (General Architecture for Text Engineering) is a framework that has been used by

researchers [91] to extract sentences. This method uses a cascade of finite state transduc-

ers which split text into individual sentences. In our integrated framework, we employed
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NLTK toolkit [16] implementation in python to extract sentences; it uses the PunktTok-

enizer method described in [83]. CAINES described in [32] invokes the algorithm provided

in Lingua POS TAGGER1 which is a probability based method that assigns POS tags based

on a lookup dictionary and a set of probability values. Another method is used in GATE.

It benefits from the work described in [61] which uses a decisive list model for POS tag

predictions.

POS Tagging

Stanford NLP toolkit [108] uses the method described in [159] for POS tagging. Its reported

accuracy is around 97%. Further, another system that could be suggested is that of Ritter et

al. (http://www.aclweb.org/anthology/D11-1141) which does POS tagging and named

entity recognition of tweets. Research on POS tagging has received considerable attention

recently with the rise pf social media where users’ posts are usually unstructured, have

grammatical mistakes, contain abbreviations, and are short. These challenges in social media

posts motivated researchers to develop techniques with improved POS tagging for social

media posts. As shown by the study described in [39], the POS tagger reaches around 98%

in normal text, while it shows a drop of accuracy to around 75% on social media posts.

As described in [19], GATE includes a new information extractor specifically adapted to

micro-blog content called TwitIE ; it modifies the NLP pipeline to adjust to micro-blog data.

First, normalization is applied on text to correct spelling mistakes. Instead of a fixed list of

variations, they used a heuristic to suggest correct spellings. Then, they trained their POS

tagger with the same method used by Stanford tagger. But, they trained it on millions of

annotated twitter posts, reaching accuracy of 90%. Another POS tagger for social media

was developed by Gimpel et al. [45]. They used CRF classification model trained on Twitter

posts for POS tagging, reaching accuracy of around 90%. The tagger is available online2.

1http://search.cpan.org/~acoburn
2http://www.ark.cs.cmu.edu/TweetNLP
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Named Entity Recognition

Stanford NLP toolkit uses the method described in [43] to train a NER model using a

combination of CRF sequence taggers trained on various text. GATE provides several im-

plementations for NER purposes as well. However, like POS tagging, recognizing entities

from social media text has challenges that are not addressed in older NER methods that

perform well on text articles.

Work on NER for micro-blog content is described in [45, 19]; models are trained on

Twitter data to cope with user generated text. Ritter et al. [136] addressed the issue of

building a robust named-entity recognition for twitter data by rebuilding the NER pipeline.

To overcome the difficulty in the style and vocabulary of twitter data for POS tagging and

NER, they manually annotated 800 tweets to build a CRF model to identify POS tags.

As for NER, they manually identified 34,000 tokens from 2,400 tweets and used CRF for

learning and inference. Trained models of Ritter et al. [136] are available online3.

8.2.4 Keyword Extraction

There exist several keyword extraction techniques described in the literature. For instance,

Mihalcea et al. [114] developed a term extractor called TextRank. It is a graph based method

where a ranking algorithm is applied on vertices to determine the importance of words.

Medelyan et al. [111] proposed a method called Kea to extract key-terms from documents

by training a supervised model with the following four main features for annotated training.

• Tf-idf [138]: is a count measure used to get key terms, formed by counting the number

of occurrences of each word in a document and getting the top n words.

• First occurrence: is the percentage of documents in which the term is the first occur-

rence.

• Length: is the number of words in the key-phrase.

3Twitter NLP: https://github.com/aritter/twitter_nlp
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• Node degree: is the number of phrases in the candidate set which are semantically

related to the key phrase

Implementation of this method is available online4. Medelyan et al. [112] extended the

work done in Kea by providing functionality to use Wikipedia for key phrase extraction.

It is available online5. Many other types of topic extractors from documents can be found

in [148].

Extracting topics from social media posts however is more challenging as posts are short

and mostly composed of just one sentence. Extracting topics from social media has attracted

the attention of several researchers, e.g., [137, 110, 173]; they mainly used a stream of posts

to identify topics on Twitter. Criminal posts however don’t flow as stream, and hence the

analysis should be done on individual tweets. For this reason, we propose the usage of

hashtags and verb phrase extraction on each post to get topics of individual posts.

8.2.5 Constructing and Visualizing Criminal Network

A criminal network/graph shows interactions between criminals as mentioned in the analyzed

text. A criminal graph is defined as G = (V,E,W ), where V is the set of vertices representing

criminals. For every name detected by NER, a vertex is created in the graph with the

criminal’s name as the label. E is the set of edges representing the existence of relationship

between criminals. An edge is created between two criminal nodes if they are mentioned

in the same article or post. Several other works, e.g., [9, 29], used “mentioned in the same

document” to create an edge between two nodes. W denotes weights of the edges in the

graph. Weights are important to show how strong is the tie between two nodes. Methods

such as co-occurrence is used to get the weight between two criminals; it is the number of

times two criminals have been mentioned in the same text. Modeling criminal interaction

and mentions in text is important because it provides analysts with network visualization.

4Kea Term Extractor: http://www.nzdl.org/Kea/
5https://code.google.com/archive/p/maui-indexer

110

http://www.nzdl.org/Kea/ 
https://code.google.com/archive/p/maui-indexer


They will see a criminal network and associated interactions in a clear way and they will

further investigate people in the network by applying network analysis techniques.

Several tools can be used for visualizing a social network. Open source software tools

such as Gephi [12] and IGraph [34] provide the functionality to create and analyze graphs.

They have features to apply social network analysis (SNA) measures on a graph. They also

apply link analysis which is used to reveal underlying associations between different nodes.

Another software tool called NetDriller [89] has been developed by our research group. It

is a powerful social network analysis tool used to visualize and analyze social networks. It

provides functionality to extract important nodes and relationships between nodes; it can

identify communities. These functionalities make NetDriller a good choice for our criminal

analysis, and hence has been integrated as part of the developed framework.

8.2.6 Network Analysis

Al-Zaidy et al. [6] focused on mining criminal networks from unstructured text documents.

The documents under study were collected from a criminal’s device. First, their method

extracts personal names from these documents. Then, normalization is applied to eliminate

duplicate names that refer to the same person. They discovered prominent criminal com-

munities from the extracted names by applying a method similar to association rule mining

(ARM) [107] which looks into people mentioned in documents to get prominent communities

of people using a specific threshold. They suggested a way to extract indirect relationship

between people specified in the analyzed documents. Their method also extracts for each

person a profile which contains his/her network, cities mentioned in the documents, key

topics, and text summary of the list of documents in which the person is mentioned.

8.2.7 Link Prediction

Link prediction refers to the problem of anticipating links (interactions between criminals in

our case) which might disappear from a network and new interactions which may emerge in
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Figure 8.1: System architecture of the integrated framework

the near or far future. Finding hidden links in a criminal graph is very important as we can

predict an interaction between two criminals by analyzing the graph structure using social

network analysis measures.

Many researchers have tackled this link prediction problem. In general, a connection score

is assigned to every pair of nodes in a network to indicate the possibility of link existence.

The higher the score is for a given pair, the larger is the chance to have a link between the

two nodes. Newman [118] suggested the use of the number of common neighbors between

two nodes as a similarity measure to predict a link between these nodes. Adamic/Adar [1]

developed a link prediction method which produces a similarity score between nodes depend-

ing on their proximity. Afra et al. [2] proposed a method for link prediction where link score

between two nodes is calculated using number of shortest paths and length of the shortest

path connecting them, as well as their eigenvector and betweenness centrality measures.

They reported that their method performed better than other link prediction algorithms

described in the literature.
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8.3 Methodology

The objective of this work is to extract and predict criminal information and communities

to help a forensic investigator by using available public and private resources. The proposed

system consists of five major components as depicted in Figure 8.1 which shows the sys-

tem architecture with all the interactions between the five different components. The first

component is used to extract from the Web relevant text information about criminals; then

text analysis techniques are applied on the collected text to get people mentioned in the

criminal incidents. The extracted names are used by two different components. In the first

component, information extraction is applied on the collected documents to extract impor-

tant keywords and verb phrases. These are linked with people from text analysis to build

a criminal profile. In the second component, the names extracted from text analysis are

used to construct a criminal graph network. Finally, the criminal graph is used by the net-

work analysis component to identify key criminals, to extract hidden relationships between

criminals, and to cluster criminals into different groups.

8.3.1 Relevant Text Collection

The first step in the proposed framework is to extract and collect relevant text from sources

available on the Web. To complete this step, the collected text is filtered to keep information

related to crimes only.

Text Collection

As shown in Figure 8.1, we use three sources for the information retrieval process.

• Online Newspapers: provide timely updates on events happening around the world,

where many stories are published daily by newspapers regarding criminal incidents.

For the proposed framework, we suggest using RSS (Rich Site Summary) feeds and

newspapers’ APIs ( application programming interface) for this purpose. Several news-
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papers and news sites, such as The New York Times6, Daily Mail7, CNN 8, Google News

9 provide APIs which allow users to programmatically access their news articles.

• Reports: refer to official news documents collected from authorities. This type of

documents provide reliable and accurate news about criminal incidents that occur in a

city, country, continent, or even incidents from around the world. Reports are published

monthly or yearly. They form a type of news source different from news articles, but

they contain more accurate and detailed information. Reports can be collected from

online or private national agencies. Public reports provided by sources, such as the

United States Department of State Country Reports on Terrorism10 contain terrorism

incidents from around the world. They are published on annual bases since 2001.

Private reports have similar information and text structure as public ones, but they

are more specific to countries and cities; collaboration with local authorities is needed

to get access to these reports.

• Social Media: provides a very rich source of crime information on which it is possible to

capitalize. Crime posts might come from an official source, people witnessing crimes,

or even from criminals themselves as it has been shown that criminals use these social

media platforms to communicate and share their ideas [11]. Twitter provides an API11

which allows users to search for real-time tweets by a hashtag, keyword, or username.

While real-time data is interesting, the API doesn’t provide historical data which is

important to build a criminal profile over time. For this reason, several tools such as

Gnip12 provide historical twitter dataset.

6https://developer.nytimes.com/
7https://newsapi.org/daily-mail-api
8https://developer.cnn.com/docs/read/api
9https://newsapi.org/google-news-api

10US Reports on Terrorism: https://www.state.gov/j/ct/rls/crt/
11Twitter API: https://dev.twitter.com/overview/api
12GNIP: https://gnip.com/
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Text Classification

After collecting documents and social media posts, the next step is to apply text classifi-

cation. In our integrated framework, this refers to the process of assigning to articles and

posts whether they contain crime related information or not. This process is used to filter

out posts or news articles that don’t contain crime related information.

8.3.2 Text Analysis

After relevant documents and posts are collected by the first module, the second module

applies text analysis techniques to extract phrases and names entities from the text. The

following sub-processes are invoked in this module.

Sentence Segmentation

The first process takes an article and splits it into sentences. This step is important because

the next sub-processes of this module deal with individual sentences

Tokenization

Tokenization refers to the process of splitting each sentence into tokens such as words, num-

bers, punctuation, and symbols.

Part Of Speech Tagging

Each token extracted from the previous process is then annotated with its corresponding

part-of-speech (POS) tag. This step is very important to extract nouns, verbs, and adjectives

so that the machine can later interpret the meaning of each sentence and get semantic

information about the text.
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Noun Phrase Chunking

Noun phrase chunking is a technique used to identify entities. It segments and labels nouns

extracted from POS tagging into noun phrases.

Named Entity Recognition (NER)

After extracting noun phrases, named entity recognition is applied to classify noun phrases

to check whether they are people or not. This method is useful to extract who is mentioned

in a crime article or post in order to further analyze each mentioned person.

8.3.3 Information Extraction

The third module aims to extract key information about the extracted criminal names. Sub-

processes of this module are used to develop a profile for criminals by extracting key terms

and actions that criminals participated in using the output from the Text Analysis module.

Keyword Extraction

This process aims to extract main key-terms that a criminal is mentioned with across all

collected documents and posts. For every article or post, we extract the main keywords

from its text and then assign them to people mentioned in the text as extracted by the NER

process. The output of this process is a weighted bipartite graph linking criminals to sets of

keywords they are mentioned with.

Verb Phrase Extraction

Verb phrases extraction is important in order to analyze and get the meaning of the text.

Verbs describe set of actions (killing, steeling, and escaping) in which noun phrases (criminals

in our case) are mentioned. Verb phrases are used to extract relevant information about

associated noun phrases. In our integrated framework, for every person entity extracted by

the NER method, we get the verb phrase in the same sentence using the output of the POS
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tagger and then map the verb phrase to the person. At the end, we show a weighted network

between this person and all his/her mentioned verb phrases related to criminal incidents.

8.3.4 Criminal Graph

The fourth module handles the extraction and visualization of a criminal network based on

input from the text analysis module.

8.3.5 Network Analysis

Network analysis measures provide additional useful information for an analyst while in-

vestigating a criminal and his/her network. We integrated four network analysis measures

in our framework to provide enough information to analysts in their investigation. These

measures have been implementation as part of NetDriller [89].

Identifying Key Nodes

This process aims to identify major and most influential criminals/nodes in a criminal graph.

In graph theory, centrality measures identify the most important vertices in a network. There

are four main centrality measures implemented in NetDriller and can be calculated for every

node in a graph.

• Degree Centrality: is defined as the number of links/edges connecting a node. A

high degree centrality means a criminal is mentioned and involved with many other

criminals.

• Closeness Centrality: is defined as the average length of the shortest path between a

node and all other nodes in a graph. A high value of closeness centrality means a

criminal is at the center of the network, i.e., he/she can easily reach all other criminals

in the network.
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• Betweenness Centrality: is defined as the number of times a node acts as a bridge

along the shortest paths between all pairs of other nodes available in the network.

Nodes with high betweenness centrality measure are the ones who have more control

over information passing between other nodes. Removing these criminals will cut the

linkage of the graph. This is true because the latter criminals fall mostly along shortest

path(s) and hence may be considered as key nodes for some criminals who try to reach

other nodes.

• Eigenvector Centrality: is a measure that identifies the most important and influential

nodes in a network. The importance of a node is based on whether it is connected to

other important nodes.

Adjusting a Network

After identifying key nodes in a network, it is essential to provide analysts with the option

to view a criminal network and modify some existing nodes depending on their importance.

This will allow analysts to realize the effect of deleted/modified nodes in the network. By

removing criminals from the network, analysts can look into how to disrupt the criminal

network structure so that they can arrest these criminals. Recursively applying the later

step will greatly help in dissolving or diminishing the network.

Hierarchical Community View

Hierarchical community view aims to show a criminal network as a set of communities. It

is essential for an analyst to view a network as a set of communities because this generally

infers criminal groups residing within a network. Many community detection algorithms

have been created; they are described in the literature; for more details, see [93], which pro-

vides a benchmark for community detection algorithms. We suggest, however, a hierarchical

community view as a functionality of the analysis supported by our framework. We provide

the option to zoom in and out of the network using community detection algorithms. This
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way, it is possible to display each community as a node in a zoom out mode and, on the

other hand, display each node as a community in a zoom in mode. Investigators will benefit

from the flexibility of our approach to concentrate better on details of any component of a

network by zooming in only for the specific component.

Link Prediction

Applying link prediction and identifying hidden relationships between criminals is an impor-

tant step as interactions between two criminals can be revealed from this type of analysis

based on the graph structure.

8.4 Framework Implementation and Web Application

The objective of implementing the proposed framework is to demonstrate its usage and

effectiveness in crawling data from different sources to extract and analyze criminal infor-

mation and associated networks. In this section, we report for every component of the

system architecture the methods used in its implementation and their effectiveness. We also

show the implementation of the framework as a Web application and this will maximize its

availability for usage by authorized investigators.

8.4.1 System Implementation and Validation

Relevant Text Collection

The first task in the system as discussed in Section 8.3.1 is to collect and classify articles

and social media posts. For testing, we randomly collected 91 articles from the Web. These

articles may be classified as follows:
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• News Articles : We collected 21 articles from DailyMail API. To build a diverse data for

classification, the selected articles are related to world news and some to sport news.

• Social Media: We collected 50 posts from Twitter API. These were taken from random

user accounts.

• Official Reports : The remaining 20 articles were taken from 2007 Terrorism report

published under United States Department of State Country Reports. Paragraphs

were randomly selected for analysis.

The collected data was then manually annotated to extract people names mentioned in

each snippet and to mark whether the post/article is crime related or not. We applied this

manual annotation to test the accuracy and effectiveness of our text classification and NER

methods.

We utilized these five different metrics to evaluate the crime classification and person

entity recognition tasks:

• Confusion Matrix: shows the performance of a classifier compared to a test data by

highlighting potential sources of errors. Columns of the matrix represent prediction

results and rows represent actual classes. Four cases (matrix entries) are possible in

a two-classes classification problem. True positive (tp) means a post was manually

annotated as a crime and it was successfully predicted as crime related. False negative

(fp) means the latter post was predicted as non-crime related. True negative (tn)

means a post was manually annotated as non-crime and it was successfully predicted

as not crime related. False positive (fp) means the latter post was predicted as crime

related.

• Accuracy: is the ratio of correctly classified results, i.e., the fraction of tp and tn.

Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(8.1)
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• Precision: is the number of positive predictions divided by the total number of positive

class values predicted.

Precision =
tp

tp+ fp
(8.2)

• Recall: is the number of positive predictions divided by the number of positive class

values in the test data.

Recall =
tp

tp+ fn
(8.3)

• F-Measure: is the harmonic mean of precision and recall.

F −Measure = 2 ∗ precision ∗ recall
precision+ recall

(8.4)

For text classification, we compiled a crime gazetteer (dictionary) which contains 84 crime

related words chosen from “Crime Vocabulary”: https://myvocabulary.com/word-list/

crime-vocabulary/. A sample of crime related keywords in gazetteer is shown in Table 8.1.

Table 8.1: Sample Words from the Crime Related Gazetteer

Crime Gazetteer Sample
”shooting”, ”slaying”,”smuggling”, ”stabbing”, ”suspect”

”terrorist”,”theft”,”trafficking”, ”weapon”,”crime”
”captivity”,”imprisonment”,”jihadi”,”sentenced to”,”terror”

We then chose a simple technique for text classification by checking if individual posts/articles

contain a word form gazetteer. An article that contains a word listed in gazetteer is classified

as crime related. Although this approach is simple, it was very effective when applied on

the collected data. Table 8.2 shows the confusion matrix of the classified documents, and

Table 8.3 reports accuracy results of using the gazetteer to predict whether articles/posts
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are crime related or not. As shown in Table 8.3, text classification on social media, news

articles and posts reported high accuracy scores, 9̃6%.

Table 8.2: Confusion Matrix of the Classified Articles

Reports Predicted: NO Predicted: Yes
Actual: NO 34 2
Actual: Yes 2 53

Table 8.3: Classification Accuracy of the Collected Data

Accuracy (%) Precision (%) Recall (%) F-Measure (%)
Twitter 96 96 96 96
Reports 95 100 95 97.44
News 95.24 91 100 95.24
Total 95.6 96.36 96.36 96.36

Figure 8.2 shows two examples where a post was predicted as crime related but in fact

it is not. The first post was classified as crime because it contains the word “crime”, while

the second post is a football article which contains the word “illegal”.

Figure 8.2: False Positives Examples in Crime Articles Prediction
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Text Analysis

The two main objectives of text analysis are (1) to extract POS tags of the words in the

collected text, and (2) to extract people mentioned in the text. Sentence segmentation,

tokenization and POS tagging have been implemented in python using NLTK toolkit [16].

We used Stanford’s NER technique [43] for person entity recognition.

As mentioned earlier, we have manually annotated the collected documents to extract

people mentioned in them. After extracting person entities using Sanford NER technique,

we compared the manually labeled names with the extracted ones. Tables 8.4, 8.5, and 8.6

report the performance of Stanford NER for person detection with the confusion matrices

of Twitter, DailyMail, and US reports, respectively. True negatives (Prediction= False,

Actual= False) of these confusion matrices correspond to the number of posts without any

name mentioned in them, and the prediction is that there is no name in the whole post.

Accuracy performance of the person entity recognition process is reported in Table 8.7 where

the F-Measure value for all three datasets is around 96%.

Table 8.4: Confusion Matrix of Twitter Named Entity Recognition

Twitter Predicted: NO Predicted: Yes
Actual: NO 12 1
Actual: Yes 3 26

Table 8.5: Confusion Matrix of DailyMail Named Entity Recognition

DailyMail Predicted: NO Predicted: Yes
Actual: NO 0 5
Actual: Yes 4 89

Table 8.6: Confusion Matrix of Reports Named Entity Recognition

Reports Predicted: NO Predicted: Yes
Actual: NO 6 3
Actual: Yes 0 47

Figure 8.3 shows two misclassification examples of the person entity recognition pro-

cess on the collected tweets. In the first tweet, the word “Lemme” is classified as a person
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Table 8.7: Accuracy of Named Entity Recognition on the three datasets

Precision (%) Recall (%) F-Measure (%)
Twitter 98.41 95.38 96.88
DailyMail 94.68 95.7 95.19
Report 94 100 96.91
ALL 95.7 97.03 96.32

Figure 8.3: NER Erroneous Examples in Tweets

name while in fact it is a slang of “let me”. In the second tweet, we manually annotated

“#HeatherHeyer” as a person name, but it was not classified correctly by the person entity

recognition process. These two examples demonstrate why Twitter text analysis is challeng-

ing as users have no structure in spelling names. Still average accuracy of 9̃7% was reported

for the person entity recognition process on tweets, and this shows that such tweets are rare.

Information Extraction

There are two processes in information extraction that help analysts in understanding a spe-

cific criminals by providing analysis on text in which they are mentioned. Keyword extraction

has been accomplished by implementing TextRank [114] keyword extraction technique. As

mentioned in Section 8.3.3, TextRank is a graph based ranking where words are considered

as vertices to determine their importance. For tweets, however, we also used the hashtag

as a topic of the tweet because social media posts are limited in number of words. As for

verb phrase extraction, we used the output of the POS tagger from the “Text Analysis”
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component to get verb phrases representing actions.

Criminal Graph

A criminal graph is built using co-occurrence of people mentioned in the collected text.

Persons mentioned in text are represented as nodes and edges between nodes exist when

names are mentioned in the same article/post. We used two alternatives to view a graph. In

the first alternative we made a graph compatible with already existing graph visualization

tools, such as NetDriller. This allows users to import a network using these tools and view

the corresponding graph. In the second alternative users may utilize our Web application to

view a criminal graph on the Web.

Figure 8.4: Example Article Showing People Mentioned Several Times by Their Last Name

Figure 8.4 shows a sample news article where multiple people are mentioned. Names like

Naweed Ali and Khobaib Hussain were successfully extracted by the person entity extractor.

The same article mentions again the same people but referring to them by their last names

instead. This type of reference was encountered in several articles. For this reason, while

building a criminal network, names mentioned in the same article and at the same time as

part of other names already encountered in the same article are considered to belong to the

same person.

125



Network Analysis

We provide two ways for analysts to apply the proposed network analysis techniques. The

first alternative is based on their preferred graph analysis tool where we provide a criminal

graph as a csv file to be imported. The second alternative is using our Web application

which analysts can use to identify key nodes, apply link prediction, clustering and adjust

the network, all through the Web application discussed in the next section.

8.4.2 Web Application

In this section, we explain how our proposed framework may be invoked as a Web appli-

cation. We will refer to system implementation details as discussed in Section 8.4.1.

Figure 8.5: Web Application Homepage

Figure 8.5 shows the homepage of our application where the collected news are displayed

in table format. For every article/post, we display its manually annotated class (crime/non-

crime), predicted class, and people extracted from the text using the person entity recognizer.
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The homepage also provides a search button on the top of the page to make it possible to

search for specific person(s).

If the “Search for Criminals” button is clicked, users will be redirected to the search page

where they can enter names to search for. The system stores any entered name as a panel

for later usage as shown in Figure 8.6.

Figure 8.6: Search to analyze people mentioned in articles

Users can then click on the searched name panel to be redirected to a specific person’s

analysis page. Figure 8.7 shows the analysis page when we searched for the name ”ali”. As

shown in Figure 8.7, the analysis page is composed of five components.

The first component shows text documents in which this person’s name is mentioned.

For this step, we used the output of the person entity recognition to get articles that this

person is mentioned in.

The second component shows keywords extracted from articles where this person is men-

tioned. Size of a keyword is directly related to the number of times it is extracted from the

articles.

The third component shows verb phrases extracted from the articles and like the keyword

extraction panel, the size of a verb phrase is directly related to its number of occurrences.

Words in the keyword extraction and verb phrase panels are clickable. Once a user clicks on

any word in the chart, he/she will be directed to a page which shows articles that contain
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Figure 8.7: Person Analysis Page

the word and associated phrases for further analysis.

The fourth component shows the criminal graph extracted from the co-occurrence be-

tween the person searched for and other people mentioned in the same articles.

Figure 8.8: Using NetDriller for Analysis

The last component provides two options for applying the analysis techniques discussed

in Section 8.3.5 on the criminal graph. The first option is using NetDriller when a user clicks
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on the “Use NetDriller” button. Details on downloading a criminal network, then importing

and analyzing it in NetDriller are shown in Figure 8.8. The other option is clicking on

the “Using Web Tool” button for graph analysis using the Web application. When a user

clicks on the latter button, he/she will be redirected to the Web tool analysis page shown

in Figure 8.9. Here, the network of the person is shown with edit options as in the first

component. Buttons on the right of the network allow users to export the network as a csv

file and to re-initialize the network after editing. Buttons under the network are dedicated

for the rest of the analysis. Next, we will show how users can benefit from this page to apply

the four different analysis measures proposed in Section 8.3.5:

Figure 8.9: Analyzing the Criminal Graph Using the Web Application

1. Identify Key People: this process is done by assigning to every node in the network a

score which reflects its importance. We used NetDriller API to calculate scores of the

nodes based on degree centrality, closeness centrality, or eigenvector centrality. This

step is achieved in the Web Application by clicking on ”Identify Key People” button

in the analysis page. Figure 8.10 shows the output of the key people identification step
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using degree centrality measure. To calculate the scores using different measures, users

can choose their desired method from the drop-down list.

Figure 8.10: Identifying Key Nodes Using the Web Application

2. Adjust Network: After identifying key nodes, users have the ability to modify the net-

work by removing these important nodes and watch how the network will restructure.

This is done by applying the edit functionality on the network. Figure 8.11 shows the

different options for users to modify the network. Users can delete nodes, add nodes,

add links, and delete links. Users can use the export button to download the modified

network as a csv file.

3. Hierarchical Community View: This functionality is activated by clicking “Cluster

People” button. Clustering is done using NetDriller API; the result is displayed on

the screen as shown in Figure 8.12. Users can then click the same button again to

re-cluster the clusters. We also provide the functionality for users to open up clusters

by double clicking inside them to view their internal nodes.
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Figure 8.11: Adjust Network Functionality

Figure 8.12: Clustering View from the Web Tool

4. Link Prediction: this process is done by calculating a score value for all possible links

that may exist in a graph. After users click on the “Link Prediction” button, link

scores are displayed as shown in Figure 8.13. Users can also select their desired link

prediction method (Jaccard, Dice, Common Neighbor, and Adamic/Adar) to execute.

Results from each method are taken from NetDriller API.
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Figure 8.13: Link Prediction Output

8.5 Conclusions

In this chapter, we presented a new criminal analysis framework for analysts to use in in-

vestigations. The framework crawls and captures all possible information needed about a

criminal from available Web sources such as newspapers, official reports, and social media

which provide a variety of timely and important information about criminals and their ac-

tivities. After collecting information from Web sources, text classification is applied as a

preprocessing step to filter crime news. We then discussed various text analysis processes

which are applied on the collected documents and posts to tag text with POS tags and to

extract criminal names. We described challenges of text analysis techniques when applied

on social media posts generated by users. We also described methods used to tackle these

challenges. A profile is built for each criminal by extracting keywords and his/her involve-
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ments in crime incidents. Another important module we proposed is extracting and viewing

a criminal graph which reflects interactions and mentions of criminals with each other. This

helps analysts to view and handle criminals network. Finally, after creating a criminal graph,

network analysis techniques are applied to identify key members, communities and hidden

links. These provide analysts with extra needed information about who is leading crime

groups and people who should be watched. Our criminal analysis framework is unique as it

extracts online information from multiple Web based sources to get and analyze criminals

and their networks. We also provided an implementation of the framework by building a Web

application that analysts can use for criminal information extraction and network analysis.
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Chapter 9

Early Warning System: From Face

Recognition by Surveillance cameras

to Social Media Analysis to Detect

Suspicious People

Surveillance security cameras are increasingly deployed in almost every location for mon-

itoring purposes, including watching people and their actions for security purposes. For

criminology, images collected from these cameras are usually used after an incident occurs to

analyze who could be the people involved. While this usage of the cameras is important for

a post crime action, there exists the need for real time monitoring to act as an early warning

to prevent or avoid an incident before it occurs. In this chapter, we describe the development

and implementation of an early warning system that recognizes people automatically in a

surveillance camera environment. We train a feature extraction model for face recognition

using convolutional neural networks to get a good recognition rate on the Chokepoint dataset

collected using surveillance cameras. The system also provides the function to record people

appearance in a location, such that unknown people passing through a scene excessive num-
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ber of times (above a threshold decided by a security expert) will then be further analyzed

to collect information about them. We implemented a queue based system to record people

entrance. We try to avoid missing relevant individuals passing through as in some cases it

is not possible to add every passing person to the queue which is maintained using some

cache handling techniques. We collect and analyze information about unknown people by

comparing their images from the cameras to a list of social media profiles collected from

Facebook and intelligent services archives. After locating the profile of a person, traditional

news and other social media platforms are crawled to collect and analyze more information

about the identified person. The analyzed information is then presented to the analyst where

a list of keywords and verb phrases are shown. We also construct the person’s network from

individuals mentioned with him/her in the text. Further analysis will allow security experts

to mark this person as a suspect or safe.

9.1 Introduction

Video surveillance systems are installed and used almost everywhere nowadays for the pur-

pose of recording, monitoring and reviewing incidents that may happen around from permit-

ting only certain persons to enter a building to identifying potential suspicious criminals as

early and preventive as possible. Several applications are associated with video surveillance

systems such as traffic monitoring, security systems, incident recording, etc. Images from

surveillance security cameras/closed-circuit television (CCTV) are used as an important ev-

idence during crime investigations to identify key persons who are involved in the crime. In

theory, using CCTV images to identify people involved in a crime scene and compare these

collected face images to gallery images of criminals should be a straightforward process for

police officers and crime forensic experts. This might be true and affordable for limited

cases. However, the current era of globalism and the associated big data turns manual anal-

ysis unfeasible and hence pushes hard towards more effective automated systems capable of
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supporting investigators in their duties.

Many researchers, e.g., [22, 60, 23, 113], however, have shown that identifying unfamiliar

faces and comparing CCTV images with mugshot gallery images is very difficult and chal-

lenging even for humans and police officers. Bruce et al. [22] performed several experiments

aimed at testing the ability of people to identify faces in mugshot images. People were

shown a person’s face and then shown 10 other target images of the same person and other

people for the purpose of matching the shown face with one of the 10 candidate images.

The subjects were then asked to decide whether or not the shown face was present in the 10

other images; and if it is present, to pick the correct match. The results of this experiment

showed that people performed poorly. They picked the correct person only about 70% of

the occasions. The department of psychology at University of Glasgow [25] did a research

work on the ability of individuals and police officers to identify target people captured by

a surveillance security camera. They performed experiments to answer questions about the

performance of people to identify familiar and unfamiliar people in a video surveillance en-

vironment. The first experiment examined whether personal familiarity with people in the

video affects recognition rate. They did the experiments with 20 students who knew peo-

ple in videos, 20 other students unfamiliar, and 20 police officers experienced in the field

of forensic investigations, but are unfamiliar with the subjects. They concluded through

their experiments that individuals who are familiar with the targets performed very well at

identifying them, while individuals unfamiliar with the targets performed very poorly along

with police officers who performed as poorly as unfamiliar students.

Due to recent advances in technology and machine learning models being proposed, face

recognition using a machine outperforms in many cases the performance of humans in the

ability to identify people using face images [123]. This certainly helps in automating the

identification process in recognizing face images collected using surveillance cameras and

solves a problem that many current surveillance systems have, i.e., they are mostly used

as recording machines. Such that if an incident occurs, cameras are used for analysis after
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and not as part of an integrated warning system if an unusual behavior occurs in the image

frames. A modern surveillance system is expected to do real time analysis on images it get

and not just do basic object detection and tracking. But also to interpret object behavior

and warn security officials of any security breach on the spot, and hence avoiding any more

danger.

Research in video surveillance systems took a step towards making these systems au-

tomated in analyzing and processing video images in real time, overcoming the manual

monitoring of security personnel process. Identifying people in a surveillance video cameras

is an important task of face recognition where many institutes need systems for the purpose

of access control, security monitoring, etc. Identifying a person’s identity using surveillance

cameras is challenging due to the variety of factors involved in the identification process, in-

cluding the background environment, person’s motion, variable lightening, and face visibility

and detail exposure.

Face recognition has been extensively studied over the past decade to improve the per-

formance and applicability of face recognition. Where early research efforts on face recog-

nition [161, 4] focused on identifying people in frontal face images taken in a controlled

environment where the background, pose, illumination are all pre-defined and set. These

methods extract local descriptors of the image based on pixel intensity. Several other meth-

ods [81, 28, 56] were later designed to improve performance accuracy of face recognition in

frontal controlled environment setting. The problem of face recognition then shifted to iden-

tifying people in uncontrolled environments (wild) where face images are collected outside

a lab environment. Recent research work [141, 166, 149, 123] applied face recognition by

first extracting features of given faces using convolutional neural networks (CNN) and then

applied distance measures to compare face images for identification.

Identifying people’s images to check if the person is suspect or not is one of the most

important tasks for an automated surveillance system that applies face recognition. However,

in real world scenarios such as at airports, military areas, diplomatic and official regions,
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street blocks, etc. people with criminal intent can pass and perform criminal activities in a

location where the criminal’s face may be detected in the surveillance cameras but authorities

don’t have this person marked as a suspect. It is important for security surveillance systems

to identify unknown people and try to get more information about a given person to try

and predict if he/she is safe or dangerous to take appropriate precautions, as many crime

incidents happen where authorities don’t have the person marked as a suspect.

In this work, we propose a security surveillance system that acts as an early warning

system to detect from camera images not only suspects and known people, but also to apply

further investigation on unknown people passing though a location that might be dangerous.

In our system, we collect more information about unknown people passing through a scene by

matching the person under investigation with his/her social media profile and then applying

further analysis on his/her posts to conclude if the person is a potential suspect or not. The

goal of this system is to help security officers in crime forensic to get more information about

people to assist them so that they can take decisions on the spot.

The rest of this chapter is organized as follows. Section 9.2, covers our proposed security

surveillance system with detailed information about how each part works so that we can

perform person identification on images and identify potential suspects who were unknown

before. We describe the dataset we used to evaluate the performance of the system to cor-

rectly identify people in Section 9.3. Section 9.4, provides experimental results. Section 9.5

concludes the chapter.

Figure 9.1: The overall methodology
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9.2 Methodology

The overall methodology of the proposed surveillance system is shown in Figure 9.1. First,

security cameras are used to monitor an area of interest whether it is a campus location,

military base, street, etc. The collected images from these cameras are then fed to the

”Identify People” process which applies machine learning techniques to extract face images

which will then be compared with a database to check whether the person in the image

is known or is a suspect. If the person’s identity was inferred to be a suspect by the face

recognition model, an alert will be raised by the system for a security officer to be warned

in order to take a corresponding action. If the person is identified as known (safe) then

no further action is taken by the system. Whereas if the person’s face image was not

matched with the known/suspect database, the face image is added to the ”Queue”. The

idea behind the queue system is that not for every person passing through a scene the

system should apply further investigation to collect information about him/her. Instead, an

image is added to the queue. Every person in the queue has a counter which is incremented

every time the person passes through the scene. More details about the implementation

of the queue will be explained in Section X. The ”Search for Information” module will be

used to further investigate every person whose counter passes a certain threshold. This

module takes the person’s image and compares it with existing social media profiles in order

to match the person with his/her profile. If the social media of the person is successfully

matched, analysis of the social media posts and the person network is applied to classify this

person as a potential suspect or as a safe person. Details related to the implementation and

functionality of each module are explained below.

9.2.1 Camera System

In our system, we make it possible to connect a local security camera on the network for live

analysis. We also provide a functionality to get already recorded camera feed and import it
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to our system so that we can apply the same analysis on a crime incident.

Figure 9.2: Interface for security officers to upload or analyze a video stream

Figure 9.2 shows how the user can use the system to upload the content of a camera

or connect to a live camera. The officer can upload several video sets or connect to a live

camera feed from the network. The officer can also go back and check previously analyzed

video stream where the video sequence is shown and people passing are labeled with their

face image and detected identity. For our evaluation purposes we use the Chokepoint dataset

which contains images collected using surveillance cameras.

9.2.2 Identify People

After connecting a camera to the system or uploading camera images to the system, the

system will then run through the images to identify people present in the frames. There

are two processes in identifying people, first the face image should be extracted and located

in the frames, this process is referred to as face detection. The second process is to use

the extracted face to match with other faces of suspects and known people available in the
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gallery. Matching face images is known as face recognition. Details on what is used for both

face detection and recognition is described in the sub sections below.

Face Detection

Figure 9.3: Image manipulation for face detection training. (a) shows an original image in
the WIDER dataset. (b) shows a rotated image of (a). (c) - (g) shows the image at gamma
levels (0.5, 1.5, 2, 2.5, 3)

For our system, face detection should be a fast process such that it can be applied it in real

time analysis on a camera stream. It should be also also accurate in a multi-view environment

as people passing through can have their faces in different poses. For this purpose, we trained

a CNN model to perform face detection on the WIDER face dataset [174]. The WIDER

dataset contains thousands of face images collected under extreme cases varying scale, pose,

occlusion and illumination of faces. For the CNN model, we used the recently proposed
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MobileNet-v1 [67] network architecture for training using the WIDER dataset. MobileNet-

v1 is designed using depth-wise separable convolutions providing drastic decrease in model

size and training/evaluation times while performing better in detection making it a perfect

architecture for our purpose. To get better detection accuracy, we pre-process every image

in the training data of the WIDER dataset before we train our detector model. We generate

four different pictures for every image in the dataset and then feed the images to the learning

model. The four different image types we generate from every image are shown in Figure 9.3.

Face Recognition

For this work, we opted to use two different feature extraction techniques based on train-

ing CNN and compare which method is better for face recognition in surveillance camera

type of images. The first extraction technique we use is from the popular OpenFace’s [8]

implementation of the FaceNet feature extraction technique. While FaceNet have trained

their neural network model with over 200 million private images not available for the public,

OpenFace trained their model with around 500 thousand images from public datasets and

they provide their trained model for research purposes. OpenFace implements the triplet loss

learning suggested by the FaceNet work in the feature learning process. The second feature

extraction technique we use is the one we created by training our own CNN. The model

architecture we used is the Inception-Resnet-v1 [152] network architecture and trained on

the MS-Celeb-1M [52] face dataset. The training implementation also follows the method as

in FaceNet [141] using the triple loss learning technique for our training.

9.2.3 Alert

After the person face is identified from the previous step, then the person will be classified as

either known, unknown or a suspect. If the person is known then the system does no further

action. But, if the person is unknown then the face image is sent to the Queue System for

further analysis., An alert is generated by our system to the security personnel to act on the
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spot in case the person is identified as a suspect for being listed in the database.

9.2.4 Queuing System

When a person face image is classified as unknown, his/her face image is added to our

queuing system. The purpose of the queue is to monitor the trend in which random people

are arriving to the queue. For a random/unknown person who passes a number of times in a

scene, we should apply further investigation to gather more information about the person to

check if he/she is safe or not. The number of passes of the same person is deemed suspicious

depends on the situation and specific circumstance where the surveillance camera is set.

For-example. if the surveillance camera is deployed in a military base, then the threshold

for the number of times a random person passes should be lower than when a camera is

deployed on a public street. In general, this threshold is set by security experts depending

on the location.

Not every unknown person will have his/her face analyzed because in real life scenarios

many people pass via a scene and never appear again. That is why a threshold is defined

by a security expert to set a reasonable number of times that a person has to pass in order

for our system to apply further analysis. Also, the queue cannot store every person face

image that passes especially if the surveillance system is deployed in a busy area where large

number of people pass. In such cases most people in the queue only pass one time and take

unnecessary space in the queue. The queue size should have an upper bound set by the

security expert depending on the monitoring location.

When the queue is full, a face replacement policy should be implemented such that the

new face can enter the queue and one face instance will be removed from the queue. The

decision of which queue element to discard is up to the replacement policy to decide on.

Many replacement policies have been proposed for queuing systems coming from web cache

replacement policies which are mainly used to manage cache content for web pages. Cache

is an important aspect of the web to reduce loading times for web pages. A cache server
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stores Web objects such as HTML pages, images, and other files locally to be used for future

requests. As the cache size of a browses is finite, a cache replacement policy is needed to

manage cache content. The goal of the replacement policy is to make the best use of available

resources such that we don’t want popular items to leave the queue. Even recently added

items might become popular in the near future. In our case, we treat face images like cache

objects of a web page. Traditional replacement policies such as least recently used (LRU)

and least frequently used (LFU) were proposed. More recent proposed solutions [77, 96, 95]

provide only slight improvements and variations of these early methods. But, actually there

is no single policy that performs best in all environments. It depends on the application in

place [168]. The LFU method is a frequency-based policy which uses the count of an object

solely to decide where the item will rank in the queue. The higher the count of an item is

the higher it is in the queue. Items with the lowest count will leave the queue when new

items arrive. The other type of cache replacement policy is LRU which where items that

have been used least recently will be removed from queue regardless of how popular they

were.

There are problems with both LRU and LFU. LRU doesn’t take into account the usability

of the item where the most accessed object can be evacuated from the queue. While the

problem with LFU is that it ignores the latest item accessed which can be evacuated right

after its addition because of its low frequency and may not take the chance to increase its

value. A better approach will be combining both the frequency and the recency of an item

for the removal policy. For this purpose, we implemented our own replacement policy for our

queuing system to consider both the recency and the frequency of a person passing. This

way, every time a person passes we increase his/her frequency and note down the time of

the passage. When the queue is full, the removal policy is not only based on the person

with least frequency score but based on the time period the item has been in the queue

unreferenced. For every x mns passes (ex:30 to be set by security expert), the item loses one

frequency score so that the most recent item won’t be removed.
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The algorithm to add a new face item to the queuing system is shown in Algorithm 1.

We describe the variables and functions in the list below.

• x : Face image of the unknown person.

• element : An element in the queue refers to a face image of an unknown person who

already has a count and time of arrival in the queue.

• getDist(image,element): A method that takes as input a face image and an element

from the queue to calculate the distance between the two feature vectors of the face

images.

• distThreshold : A variable that decides whether a face image belongs to the same person

or not. If the distance between two face images is less than distThreshold, then the

two images belong to the same person. (we set the threshold to 1.1 in our experiments)

• getCurrentTime(): A method that gets the current time, used to record the entry of a

face image or to update the last time an element got referenced.

• addCount(element,time): A method that takes as input an element and increments

the hit counter of that element. The method also takes as input the current time to

update the last time this element was referenced.

• maxCount : A variable defined by the security expert depending on the environment

where the surveillance camera is installed. Further investigation is applied on an ele-

ment if its count is greater than this variable.

• investigate(element): A method that applies further investigation to collect informa-

tion about the input element. The element is also removed from the queue to make

space for new elements. Further details on the investigation process can be found in

Sections 9.2.5, 9.2.6.
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• removeElement(): Removes an element from the queue to make space for a new item.

The process of removal takes into account the count of an element

• addElement(image,time): A method that adds a new element to the queue with count

equal to 1 and time equal to the current time.

Algorithm 1 Add Face to Queue

1: procedure AddFace(x)
2: for element in queue do
3: dist← getDist(x, element).
4: if dist < distThreshold then
5: currentT ime← getCurrentTime().
6: count← addCount(element, currentT ime)
7: if count = maxCount then
8: investigate(element).
9: end if
10: return
11: end if
12: end for
13: currentT ime← getCurrentTime().
14: if queue is full then
15: removeElement().
16: end if
17: addElement(x, currentT ime)
18: end procedure

9.2.5 Search for Information

If an unknown person in the queue reached maximum hits, his/her image is then used to

identify the person using the social media. Terrorists and criminals has been shown over

several studies [85, 87] to use social media accounts to plan or to discuss criminal activities.

For our system, we have collected thousands of Facebook profiles associated with people’s

profile picture. Facebook’s Graph API 1 provides several functions to access Facebook’s

social graph. We used the API and generated random Facebook user IDs which gave us

access to information of random people from Facebook. From this data of social network

1Facebook Graph API: https://developers.facebook.com/docs/graph-api/Accessedon9/6/2018
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Figure 9.4: Person Collected Information Details

profiles who we collected, we built an SVM classifier model based on the collected images.

Thus when an unknown person image is collected from the surveillance camera and passed

thorough the queue system, we compare the collected face with the social media profiles we

have. If the face is matched with the social media profile, then we use the name of the social

media profile to search more about the person using Twitter and traditional news. Figure 9.4

shows an example of the page that an analyst is given once an unknown person has exceeded

the pass number. We then get the person name from the social media profiles collected

and then extract tweets, posts and news articles that mention this person name. We then

automatically apply text analysis on the collected information to provide the analysts with

relevant keywords and verb phrases that this person is mentioned in.

Keywords are extracted from the text using a method proposed by Mihalcea et al. [114]

where they developed a term extractor called TextRank, which is a graph ranking based

method applied on words as vertices in order to determine the importance of the words. For

the tweets, however, we also used the hashtag as a topic of the tweet because social media

posts are limited in number of words. After providing the analyst with the person name,

articles mentioned with links, keywords, verb phrases and criminal network, the analyst can
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finally decide whether to flag the person. This will lead to the person being added to the

suspect list if deemed so.

9.2.6 Construct and Analyze Person’s Network

After deducing the name of the unknown person from the search for information process, we

can build a social graph of the person to check his/her network if it is safe or not. A social

graph is defined such that nodes in the graph represent people and edges between these

people indicate an interaction or relation between them. Research efforts, e.g., [9, 29], have

been done to populate a criminal graph of a person from his/her name using news articles.

The procedure is done by first searching for articles in which the person is mentioned and

then apply named entity recognition (NER) to detect all other people names mentioned in

the same articles. For every person name existing in the article, a vertex is added to the

person social graph. For all people mentioned in the same article, an edge is added between

them representing an interaction. If two people are mentioned in more than one article,

then a weight is added to their edge to show the number of articles they were mentioned

in. Modeling the social interactions and mentions in the text is an important mechanism for

analysts as it allows network visuals to see a criminal network and different interactions in a

clear way. This leads further investigation of other people in a network by applying network

analysis techniques. In case a person has links with suspects then the analyst will cluster

this person as a potential suspect and later appearances of this person in the surveillance

cameras will raise an alert.

Figure 9.5 shows the network graph of ”Khobaib Hossain” as shown to the analysts.

First, the names of the related people are extracted from the collected text where ”Khobaib

Hossain” is mentioned. We use Stanford NLP toolkit to extract names from the text, the

tool uses the method described in [43] to train a NER model using a combination of CRF

sequence taggers trained on various text. The graph is then populated from these names

and mentions in same articles.
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Figure 9.5: Person Collected Information Details

We provide several graph analysis techniques for the analyst to apply further investigation

on the graph. These are useful especially in large networks. We chose four different network

analysis techniques in our system. These will provide enough information for analysts in

their investigation.

• Identify Key Nodes : This process aims to identify what are the major and most in-

fluential criminals/nodes in the criminal graph. In graph theory, centrality indicators

identify the most important vertices in the network. There are three main centrality

measures that are calculated for every node in the graph. Degree Centrality which is

defined as the number of links/edges a node has. A high degree centrality means that

a criminal is mentioned and involved with many other criminals.Closeness Centrality

is defined as the average length of the shortest path between the a node and all other

nodes in the graph. A high value of the closeness centrality refers to a criminal who

is at the center of the network where he can easily reach all other criminals in the

network. Betweenness Centrality is defined as the number of times a node acts as a
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bridge along the shortest path between two other nodes. Nodes with high between-

ness value are the ones who have more control over information passing between other

nodes. Removing these types of criminals will cutoff the linkage of the graph because

other nodes rely on these criminals to reach other nodes. Eigenvector Centrality is

a measure that identifies the most important and influential nodes in the network.

The importance of the node comes if this node is linked to by other important nodes.

To calculate such network measures, the analyst can click on the identify key people

button to select his/her metric to calculate.

• Adjust Network : After identifying key nodes in the network using the previous process,

it is essential to give an analyst the option to view the criminal network and modify

the existence of some nodes depending on their importance to see what effect they have

on the network. By removing criminals from the network, the analyst can look into

how to disrupt the criminal network structure so that they can arrest these persons to

possibly collapse the network. This can be done using the edit button on the graph to

add/delete/update nodes and edges.

• Cluster Nodes : We provide hierarchical clustering which aims to show the criminal

network as a set of communities. It is essential for an analyst to view the network as

a set of communities because it generally infers what criminal groups reside within a

network. We provide a hierarchical community view as a functionality for the analyst

using our framework which provides the option to zoom in and out of the network using

community detection algorithms and display each community as a node in a zoom out

mode and display each node as a community in a zoom in mode. This is provided by

the cluster nodes button.

• Link Prediction: Link prediction refers to the problem of mining what links between

nodes in the criminal graph created may exist without our knowledge or which new

interactions among its members are likely to occur in the near future. Finding hid-
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den links in a criminal graph is very important because we can predict an interaction

between two criminals by analyzing the graph structure using social network analy-

sis techniques. Many link prediction methods have been proposed for this purpose,

e.g., [118, 1, 2]. This analysis technique is provided using the link prediction button.

9.3 Dataset

To evaluate our system to identify and classify people into suspects, known, and unknown,

we chose to use the Chokepoint dataset [169] for our experiments. The Chokepoint dataset

is a video based dataset designed for experiments on identifying and verifying people’s iden-

tity under real-world surveillance conditions. The dataset is collected using an array of 3

cameras above several portals to capture people walking through each portal in different

face views (frontal/profile). The dataset consists of 25 subjects (19 male and 6 female) in

portal 1 and 29 subjects (23 male and 6 female) in portal 2. In total, it consists of 48 video

sequences and 64,204 face images. Each set has variations in terms of illumination condi-

tions, pose, sharpness and has been taken in different times of the day to make the dataset

more challenging. Sequence names are unique and correspond to the recording conditions,

where P, S, and C stand for portal, sequence and camera, respectively. Further, E and L

indicate subjects either entering or leaving the portal, respectively. The dataset environment

of surveillance cameras is similar to those observed at airports [50] where individuals pass in

a natural free-flow way in a narrow corridor.

A sample of the dataset is shown in Figures 9.6 and 9.7. Figure 9.6 shows gallery images of

photos taken for every subject who passes through the portals. There are two images taken

for every person, one of them with neutral face while the other one with a smile. These

images are used as database images in our system to specify people as suspects or known

from these images. Figure 9.7 shows a sample of the video images collected from different

ports and the three different camera angles for every sequence; it is used for validating the
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Figure 9.6: Sample of gallery images (smile and neutral) of the Chokepoint Dataset

Figure 9.7: Sample of the video images collected from the Chokepoint dataset
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system.

9.4 Experiments & Results

For our experiments, we used face images collected in the gallery settings from the Choke-

point dataset as our database images. We did two separate experiments, in the first one we

used gallery images consisting of only neutral face images. In the another experiment, for

every person there are two gallery images (neutral and smile images). For our experiments,

we considered people (1, 2, 3, 4, 5, 6) as known while people (7, 9, 10, 11, 12, 13) as suspects.

The rest of the people are deemed to be unknown and gallery images of these people were

not used.

Figure 9.8: Sample of the output of our face detector.

For video images in the dataset, we didn’t apply our face detection on images. The reason

is that in the ground truth of the dataset, they don’t include face images of far people. Thus,

we couldn’t evaluate our recognition accuracy with the ground truth as shown in Figure 9.8.

Figure 9.8 shows a sample of the face detection process of our model; it reports two faces

detected in the image. The ground truth of the dataset however, defines only one face,

namely the frontal one. Instead, for every image frame in the ground truth that shows a
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person, we applied our different feature extraction technique on the face.

First, we extracted feature vectors of all face images from camera feed and gallery images.

We used OpenFace model and our trained model to collect two separate feature vectors

for every image to compare which feature extraction model works better in a surveillance

environment. Recall that we had specified people with IDs (1,2,3,4,5,6) as known, people

(7,9,10,11,12,13) as suspects and the rest as unknown. We then compare the accuracy of

recognition in two different settings, one with only one face of a person in the gallery (neutral

face) compared to when we have two faces in the gallery for every person ( neutral and smiling

face). After setting up the database gallery, we ran our tests on each portal and sequence

with the three different cameras available. Tables 9.1, 9.2, 9.3 show accuracy results of using

the different recognition models to classify people passing in portal 1 sequence 3 into known,

suspects and unknown people. On each row, we have the type of the model we used for

accuracy; it is either OpenFace or our model with each having neutral face or neutral and

smile face in the database gallery.

Table 9.1: Accuracy results of the known, suspects and unknown people using the P1L-S3-C1
camera sequence

P1L S3 C1 KnownAcc SuspectAcc UnkownAcc
openFaceNeutral 64.07 72.57 65.10
openFaceNeutralSmile 66.12 72.93 67.96
ourNeutral 81.82 80.70 78.11
ourNeutralSmile 84.85 82.67 80.47

Table 9.2: Accuracy results of the known, suspects and unknown people using the P1L-S3-C2
camera sequence

P1L S3 C2 KnownAcc SuspectAcc UnkownAcc
openFaceNeutral 64.53 66.30 66.32
openFaceNeutralSmile 69.19 67.00 71.28
ourNeutral 83.05 81.40 78.34
ourNeutralSmile 86.44 83.60 80.41

We only show accuracy results of camera sequence of P1L S3 because we got similar accu-

racy results for all other camera sequences. As shown in Tables 9.1, 9.2, 9.3, accuracy results
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Table 9.3: Accuracy results of the known, suspects and unknown people using the P1L-S3-C3
camera sequence

P1L S3 C3 KnownAcc SuspectAcc UnkownAcc
openFaceNeutral 64.85 66.74 66.28
openFaceNeutralSmile 75.25 67.95 70.00
ourNeutral 81.01 80.30 78.06
ourNeutralSmile 82.28 81.20 80.59

across different camera angles for the same sequence don’t hugely affect the recognition rate

of our trained neural network model. Camera 2 shows slightly better results. Also we show

that our approach works better than OpenFace feature extraction technique by almost 15%.

Further, using two face images in the gallery slightly enhances recognition rate. This means

that even using one face image in the gallery produces good result.

9.5 Conclusions

We present in this chapter an early warning system that integrates face recognition, so-

cial media and text analysis for recognizing people in surveillance camera environments.

Monitoring people in surveillance systems is being used for security purposes where security

officers have to manually watch suspicious people or activities. Many scenarios happen when

security officers can’t recognize well people in a surveillance environment as shown in many

previous research efforts, e.g., [22, 25, 60, 23, 113]. Even a person who passed in front of

a camera might be a potential suspect who the system doesn’t know about. We propose

a system that first takes as input image frames from surveillance cameras. These images

are then used to locate and recognize people based on their faces. The system maintains

a database of known and suspicious people to raise an alarm for security officials when a

suspect is shown in a scene. When a person identity is unknown, his/her image is added to

a queuing system. The same people passing a number of times will be then forwarded for

further investigation to know who they possibly are and if they are dangerous. A person

face image that has been forwarded by the queuing system will then have his/her face com-
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pared with social media profile images collected from Facebook. If the social media profile

is found in the database, the name of the person is used to collect more information and

text from news and other social media profiles. The result is used for text analysis which is

applied to get important sentences and people mentioned with a given person. This leads to

construct social graph of the person. Using our tool, the analysts can then use a variety of

network analysis tools to identify important people in the network and check if this person

is suspicious or not. We show by the conducted experiments that using our trained neural

network provides good accuracy levels in recognizing people compared to other approaches

in a surveillance camera environment.
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Chapter 10

Summary, Conclusions and Future

Research Directions

Criminology and terror received considerable global attention post September 11 attacks

which hit severely in the United States, though many regions and countries in the Middle

East, Africa, Europe and Asia have been suffering from organized criminal and terror attacks

for decades. Even the United States suffered from several attacks which were at small scale

compared to September 11. These include attacking embassies, killing government officials,

innocent citizens, destroying the economy, etc. Unfortunately, yet there is no globally agreed

upon identification of criminals and terrorists. In many occasions some called the attackers

freedom fighters, while others classified them as dangerous terrorists. This is because they

play role in the global conflicts between countries, ideologies and blocks. Thus, it is not

an easy task to find a global remedy. However, as has been demonstrated by the research

conducted for this dissertation, advanced technology could be utilized to develop some pre-

ventive solutions capable of identifying potential criminals and terrorists. This is achievable

by employing sophisticated computing techniques to gather and analyze various types of

interrelated data captured from available sources and in a wide variety of formats ranging

from plain text to images. Additionally, it is necessary to cope with dynamic data which
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may become available incrementally and from a variety of sources.

Identifying criminals and detecting any potential acts they may be involved in is very

important and critical to ensure safety of humans, the infrastructure, the economy and the

environment. Fortunately, this thesis achieved the objective of developing an early warning

system which tries to detect and identify criminals before they commit criminal/terror acts.

The availability of data is essential to accurately detect and recognize criminals. In the

developed system, we make use of a wide range of data sources (e.g., social media, news,

police reports, surveillance cameras) to detect criminals. The outcome successfully guides

the construction of a criminal profile together with the individual network to facilitate the

work of criminal analysts and raise timely alarm when necessary.

Our system identifies and recognizes criminals or potential suspects using video surveil-

lance cameras by implementing a queuing system which employs face recognition. The

system also utilizes text mining techniques to extract a criminal profile and link crimi-

nals involved in the same incidents to build a criminal graph. After building a criminal

network/graph, several graph analysis techniques are applied to identify key figures in an

incident and to guide investigators in their effort to analyze and make sense of the captured

networks. We also provide the ability of clustering images which are collected from a crime

scene or event to classify each person’s images into one group for analysts to view all people

involved and their individual involvements.

10.1 Conclusions

There are several lessons learned from the study described in this thesis. The domain tackled

in this dissertation is complex and could not be handled in one step and based on one per-

spective. Instead, to produce a successful solution the problem has been well investigated and

divided into components. Identifying the particulars of each component individually could

produce a corresponding sub-solution. Then all sub-solutions could be integrated into a uni-
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fied comprehensive system which satisfies the target of avoiding or preventing terror/criminal

incidents by issuing timely alerts. Indeed, the findings described in this dissertation continue

to be at the core of current research in homeland security. I am delighted to have developed

a fully working early warning system which will be greatly beneficial for Canada and beyond.

We contributed to the early warning criminal research by designing a criminal framework

capable of handling data which could be captured from a wide range of sources which are

directly or indirectly related to the investigated domain. After the analysis, we get criminal

profiles and the corresponding network for further analysis. Our framework also does its

early warning by implementing a queuing system to detect people passing in an area covered

by surveillance cameras.

Clustering is included as a a major component of the system to analyze people and their

involvement in a crime scene. Clustering helps us in focusing the investigation further to

concentrate on specific persons directly related to a suspicious incident.

Images captured by surveillance cameras are most of time not easy to process directly.

To overcome this, we contributed by enhancing face recognition rate on images taken in an

uncontrolled environment. We also conducted studies on how face recognition rates differ

from frontal to profile views. Capturing a face is not beneficial unless it is well utilized in

as part of a comprehensive analysis. For this purpose, we improved the functionalities of

NetDriller which is a social network analysis tool under development by our research group for

over a decade. We are proud to have implemented new functions to further analyze criminal

networks. We demonstrated how it is possible to study the influence of network leaders at

different levels, how the network will restructure after removing certain leader, identifying

leaders who should be excluded from the network to destroy the whole network by splitting it

into small isolated islands who may not be effective at all. We designed a new link prediction

algorithm that improves the detection of hidden/future links for criminal network analysis.

All these contributions combined have produced a sophisticated and powerful system which

could help in informative decision making.
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10.2 Future Research Plan and Directions

This research project has been an entertaining experience. Every time I considered a new

perspective I got more excited. However, the process had to be terminated at a certain point

to allow me to submit and defend my dissertation leading to Ph.D. in Computer Science.

However, this research domain may be described as an area which need tremendous effort

and attention for improved contributions that may help in realizing a fully preventive system,

though it is not an easy target to hit. What has been achieved in this dissertation has paved

a roadmap for future research directions which can build on our discoveries to advance the

research and development components further in a number of directions.

It is important to deploy the system in a real world environment and work with crime

institutions and governments to analyze large networks and criminal records to help in pre-

venting potential attacks from occurring. Unifying identity across various social media plat-

forms is a vital issue which has recently received increased attention. Developing a robust

identity unification mechanism and integrating it into the developed system will improve

its power. It is also essential to turn the system into language independent by considering

social media postings in various languages and unifying them into English as the common

language understandable by most people. This requires some rigorous translation models

which may directly utilize one of the available successful translators, like Google Translator.

The outcome from a translator may need some fixing by using some linguistic rules. Another

area to investigate is conflict resolution in case one perspective reports a suspect as a poten-

tial terrorist or criminal while some other perspectives reflect a different perspective. This

conflict might be due to data collected from the archives of different countries. Each coun-

try has its own considerations in classifying people, though there are some common factors

agreed upon globally. However, some countries might have their own hidden agendas which

are hard to discover and this adds a higher degree of complexity to the planned extensions

to the developed system.
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