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ABSTRACT Machine Learning and Deep Learning methods are widely adopted across financial domains
to support trading activities, mobile banking, payments, and making customer credit decisions. These
methods also play a vital role in combating financial crime, fraud, and cyberattacks. Financial crime is
increasingly being committed over cyberspace, and cybercriminals are using a combination of hacking and
social engineering techniques which are bypassing current financial and corporate institution security. With
this comes a new umbrella term to capture the evolving landscape which is financial cybercrime. It is a
combination of financial crime, hacking, and social engineering committed over cyberspace for the sole
purpose of illegal economic gain.
Identifying financial cybercrime-related activities is a hard problem, for example, a highly restrictive algo-
rithm may block all suspicious activity obstructing genuine customer business. Navigating and identifying
legitimate illicit transactions is not the only issue faced by financial institutions, there is a growing demand
of transparency, fairness, and privacy from customers and regulators, which imposes unique constraints on
the application of artificial intelligence methods to detect fraud-related activities. Traditionally, rule based
systems and shallow anomaly detection methods have been applied to detect financial crime and fraud, but
recent developments have seen graph based techniques and neural network models being used to tackle
financial cybercrime. There is still a lack of a holistic understanding of the financial cybercrime ecosystem,
relevant methods, and their drawbacks and new emerging open problems in this domain in spite of their
popularity.
In this survey, we aim to bridge the gap by studying the financial cybercrime ecosystem based on four axes:
(a) different fraud methods adopted by criminals; (b) relevant systems, algorithms, drawbacks, constraints,
and metrics used to combat each fraud type; (c) the relevant personas and stakeholders involved; (d) open
and emerging problems in the financial cybercrime domain.

INDEX TERMS Anomaly detection, artificial intelligence, cybersecurity, deep learning, financial crime,
hacking, machine learning, social engineering.

I. INTRODUCTION

Financial crime, or economic crime, is defined by Europol
[1] as "illegal acts committed by an individual or a group of
individuals to obtain a financial or professional advantage.
The principal motive in such crimes is economic gain". This
includes money laundering, tax evasion, investment fraud,

mass-marketing fraud, and many more. In financial crime,
the World Economic Forum considered it to be a trillion-
dollar industry [2]. Financial crime is being committed over
cyberspace with the use of hacking tools and social engi-
neering techniques which are bypassing financial and cor-
porate institutions security [3]. This leads researchers and
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corporations to view financial crime in a different light, in
that the distinction between financial crime, hacking, and
social engineering for economic gain has faded. This is where
the authors introduce the term financial cybercrime, which
encapsulates the combination of financial crime, hacking,
and social engineering committed over cyberspace for the
sole purpose of illegal economic gain.

As the technical skills and advancement of technology
are more available to criminals, their tactics for committing
criminal offenses become more difficult to combat. McKin-
sey & Company [3] described to the industry how current
methods and operating models of tackling financial crime and
fraud are approaching the holistic view with cybersecurity
embedded deeply in the business risk architecture. This is
in line with the expanding digitization of finance with the
explosion in popularity of cryptocurrency, including central
banks developing and releasing their digital currency. China
has already paved the way in this regard by releasing the
digital yuan [4].

This symbiosis of financial crime and cybersecurity is
leading financial institutions to use their in-house devel-
oped methods to protect their assets using tools like real-
time analytics and interdiction to prevent financial loss [3].
However, as the models are showing signs of lacking the
ability to prevent and address these attacks [5], new methods
must be developed and deployed across organizations to
prevent further loss to their business, customer data, and
their own reputation. The new methods being deployed in
the research community and industry are machine learning
and deep learning models. There are pros and cons attributed
to each technique which are discussed in this paper, and the
sub-fields of financial cybercrime (i.e. money laundering)
pose specific challenges regarding the underlying data and
anomaly detection.

To combat financial cybercrime, anomaly detection (AD)
is one method of identifying bad actors in a financial network
or preventing illicit transactions from occurring. With the in-
creasing technical ability of cybercriminals, and the evolving
tools available for masking identity, the task of protecting
public and private assets has become more difficult. Group
anomaly detection (GAD) is the next phase of anomaly detec-
tion in combating complex networks of purposely disguised
criminals who are potentially working alone with multiple
malicious accounts, or in collaboration with an organized
criminal ring.

To the best of our knowledge, there is no survey paper
that has analyzed deep learning and machine learning AD re-
search published with a specific focus on combating financial
cybercrime. This could be due to the evolving characteristics
of what financial cybercrime is, the methods of how criminals
are committing financial crime and fraud, or how anomaly
detection is branching into specifically analyzing groups of
outliers rather than points. Group anomaly detection has gar-
nered more attention from researchers with newly published
research in group anomaly detection [6] and cybersecurity
[7].

Our contribution to the research community is as follows:
• Providing a holistic view of financial cybercrime and its

definition.
• Discuss the various fraud methods adopted by criminals.
• Assessing the performance, trends, drawbacks, and con-

straints of state-of-the-art anomaly detection techniques
being applied to financial cybercrime.

• Describing threat models and relevant persona’s in-
volved in financial cybercrime.

• Discussing the future of ML and DL in financial cyber-
crime including the open and emerging problems across
the domain.

In section II, a background is given on AD and GAD with
supplementary definitions of the categories and supervision
types. Also included is a table listing the popular algorithms
used in state-of-the-art research. Section III defines financial
cybercrime and lists the various methods. Section IV evalu-
ates performance and defines metrics used in the methods,
defines personas, and lists drawbacks within reviewed lit-
erature. Section V discusses the challenges, future research
and contribution, and the associated difficulty in industry
applying state-of-the-art research to their platforms. Table 1
is a glossary for all abbreviations used throughout this survey.

II. BACKGROUND AND RELATED WORK
A. BACKGROUND
1) Anomaly Detection (AD)
Anomaly Detection (AD) involves the use of various com-
putational and mathematical techniques to detect points of
abnormality in a dataset. In related literature, anomaly detec-
tion has different names, such as outlier detection, novelty
detection, noise detection, and deviation detection. Anomaly
detection is the process of analyzing the dataset to identify
deviant cases. It involves either one or both of the tasks: (a)
identification of the abnormal data, e.g., noise, deviations
or outliers from the original dataset and (b) discovery of
novel data instances based on the knowledge learned accord-
ing to the original dataset. Anomaly detection can be used
for various goals, [8] such as fraud detection, data quality
analysis, security scanning, process and system monitoring,
image/video surveillance, spam detection, malicious insider
attack detection, data cleansing prior to training statistical
models, human behavior analytics [9], and sensor-fault de-
tection [10].

2) Group Anomaly Detection (GAD)
Group Anomaly Detection (GAD) is the technique of identi-
fying collections or clusters of data points that are abnormal
or inconsistent with ordinary group patterns [11]. Similar to
traditional anomaly detection, GAD refers to a problem of
finding patterns in groups of data that do not conform to
expected behaviors. Anomalous groups may consist of indi-
vidually anomalous points, which are relatively easy to de-
tect. However, anomalous groups of relatively normal points,
whose behavior as a group is unusual, is much more difficult
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TABLE 1. Glossary

ABBREVIATION PHRASE

AD Anomaly Detection
AI Artificial Intelligence
AML Anti-Money Laundering
AUC Area Under Curve
CPS Crown Prosecution Service
DATE Dual Attentive Tree Aware Embedding
DBN Deep Belief Network
DEFI Decentralized Finance
DL Deep Learning
EU European Union
FBI Federal Bureau of Investigation
FINRA Financial Industry Regulatory Authority
FPR False Positive Rate
GAD Group Anomaly Detection
GCN Graph Convolutional Network
GDPR General Data Protection Regulation
GNN Graph Neural Network
GPT-2 Generative Pre-trained Transformer 2
H-GCN Hierarchical Graph Convolutional Network
IP Internet Protocol
KYC Know Your Customer
LSTM Long Short Term Memory
ML Machine Learning
MLP Multilayer Perceptron
NLP Natural Language Processing
PCA Principal Components Analysis
PEDA Pre-Encryption Detection Algorithm
POC Point of Compromise
RF Random Forest
RNN Recurrent Neural Network
SEC Securities Exchange Commission
SIM Subscriber Identity Module
SMS Short Message Service
STGNN Spatio-Temporal Graph Neural Network
SVM Support Vector Machine
T-EGAT Temporal-Edge Enhanced Graph Attention Net-

work
T-GCN Temporal-Graph Convolutional Network
TAN Tax Audit Network
USA United States of America
VAT Value Added Tax
VPN Virtual Private Network
VPT Virtual Property Theft
XAI Explainable Artificial Intelligence

to detect. [11] extends the idea of GAD by classifying both
dynamic and static situations. Static GAD identifies groups
which go against the normal group behavior, while dynamic
GAD examines the differences in the state of a group over a
period of time.

3) Network-based methods
Networks or graphs play an important role in GAD and
particularly within financial cybercrime. The state-of-the-art
algorithms being published and researched include either
a preprocessing stage or direct analysis of the graph or
network structures for identification of micro-clusters or sub-
communities. [8] Due to the variety and mix of the different
kinds of networks and graphs available in real domains,
it is crucial to use application-specific properties to define
anomalies in networks or graphs. Outliers in networks can be

defined as the nodes, edges, subgraphs or sub-communities,
and spatio-temporal graphs have the same factors except with
an evolving and dynamic nature added to the difficulty of
identifying outliers. [8] Network-based methods allow for
some of the most powerful and meaningful forms of data
representation, and allow for the expression of an array of
entities like social networks, banking networks, chemical
compounds, knowledge graphs such as a citation network or
bibliography, and many more.

4) Deep Learning (DL)
A sub-field of Machine Learning which uses artificial neural
networks to learn representations or features of an input
dataset. Similar to graphs, DL plays a crucial role in the
future of AD and GAD. Advantages to using deep learn-
ing models is that the neural networks can learn their own
connections to certain data points through the backprop-
agation method. This weights particular input differently
throughout the input dataset. This allows bypassing of man-
ual feature engineering [12]. However, the backpropagation
method typically uses gradient descent methods as a form
of loss function, and this can result in the loss minimization
not reaching an optimal point due to the surface area of a
loss function having multiple local minima, and the global
minimum may not be discovered. Types of DL models are
autoencoders, recurrent neural networks (RNNs), and graph
neural networks (GNNs). Hybrid models exist with a blend of
DL and ML, introduced by [13] who created a hybrid model
using an unsupervised Deep Belief Network (DBN) trained
to extract generic underlying features, and then training a
one-class SVM on the features learned by the DBN model.
Details on the different algorithms and their formulas can be
seen in Table 2.

The AD supervision types focus on the ground truth and
ability of models to correctly classify anomalies with the
information received. They are:

• Supervised anomaly detection: [8] models require the
availability of labels for the definitions of normality and
abnormality.

• Semi-supervised anomaly detection: [8] has only nor-
mal data samples or only abnormal ones as the inputs.
It endeavors to model a single concept and achieves
anomaly detection according to the fitness of the data
in the concept.

• Unsupervised anomaly detection: [8] is typically em-
ployed in the situation where no prior knowledge of the
dataset or label information is known.

• Human-in-the-loop: [8] or active learning corresponds
to the setup where the learning algorithm can selectively
query a human analyst for labels of input instances to
improve its prediction accuracy.

Recent literature in AD has steered towards using graph
models and deep learning algorithms. State-of-the-art al-
gorithms now being used are a combination of the two
coined Graph Neural Networks. Some examples of these
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models would be Recurrent Graph Neural Networks, Graph
Convolutional Networks, and Spatio-Temporal Graph Neural
Networks. There exists surveys with rich content on the
background of graph neural networks which can be read in
[14], [15].

Table 2 below displays popular deep learning algorithms
used currently in anomaly detection research and throughout
the financial cybercrime methods section. The algorithms
discussed in Table 2 include graphs, and deep learning al-
gorithms like autoencoders, GNNs and their variations.

B. RELATED WORK
We examine the financial cybercrime ecosystem based on
four axes. They are:

• Different fraud methods adopted by criminals.
• Relevant systems, algorithms, drawbacks, constraints

and metrics used to combat each fraud type.
• Relevant personas and stakeholders involved.
• Open and emerging problems in the financial cyber-

crime domain.
To the best of our knowledge, there does not exist any sur-

vey which categorizes financial cybercrime and the methods
used to combat it. There is however a wealth of published
research including surveys which cover specific topics within
financial cybercrime which we acknowledge and reference.
We explored the related work on each axis individually. This
exploration included popularly cited and newly published
research probing the future of financial fraud and cybercrime.

Addressing the first axis, as we examine multiple fraud
cases spanning from money laundering to ransomware, there
is information available describing and detailing the fraud
methods used by criminals. Some examples include, research
on malware categories [21], exploring inner workings of a
romance fraud [22], various phishing attack techniques [23],
how electronic payment systems are misused [24], and large
scale insider trading analysis [25].

For related work on the second axis, we identified surveys
that looked at the systems, algorithms, and their challenges
combating financial cybercrime fraud types. A survey by [26]
examined the financial fraud detection methods applying data
mining techniques from 2009 to 2019. This survey did not
focus on deep learning. Their findings, reviewing 75 articles,
saw roughly 23% of financial fraud detection techniques use
SVM, followed by Naive Bayes and Random Forest. Of the
75 papers reviewed, [26] found only 3 papers researching
cryptocurrency fraud. [27] review 45 papers for financial
accounting fraud detection based on data mining techniques
spanning from neural networks to linear regression. Graph
anomaly detection with deep learning is examined by [28].
They provide a taxonomy that follows a task-driven strategy
and review existing work to categorize the anomalous graph
objects that they can detect. [29] provide an overview on how
ML has been used for malware analysis in the Windows en-
vironment. A survey by [30] provided a state-of-the-art snap-
shot of the current DL models being applied in finance, high-
lighting the major advancements. In their work they did not

encounter any noteworthy, published research on the applica-
tions of Generative Adversarial Networks, or Deep Gaussian
Processes in the financial landscape. Research by [31] is a
strong beginning point to understanding the fundamentals of
cryptocurrency network analysis providing an overview of
popular cryptocurrencies and their nuances with regards to
graph construction. [15] performed a comprehensive survey
on GNNs. They provide a taxonomy for GNNs and also
discuss the applications and future direction. A survey on
the Group Deviation Detection Methods by [11] provided a
thorough review of static and dynamic situations involving
group deviation detection. Proactive fraud detection strate-
gies are analyzed by [32] by evaluating Fourier transform
and Wavelet transform experiments. These experiments do
not involve previous fraudulent transactions with an attempt
to move away from the retrospective fraud case analyses.
The results show it performs closely to current state-of-
the-art algorithms (i.e., random forests) but only exploits a
single class of data. The researchers propose a hybrid ap-
proach to blend their proactive approach with non-proactive
approaches to achieve higher performance of fraud detection.
Credit card fraud detection is a popularly researched area
with many recent publications surveying the current methods
being used for detecting and preventing it. [33] published a
survey of credit card fraud detection in machine learning.
They reviewed some of the latest techniques being used to
detect fraud across supervised and unsupervised methods.
They also provided information on the datasets being used
by researchers. Another survey on credit card fraud detection
techniques by [34] examine popular machine learning tech-
niques like random forests, ANNs, SVMs, k-nearest neigh-
bor, and finally propose their own genetic algorithm which
reacts to fraudulent transactions.

The third axis of our work studies the relevant personas
and stakeholders involved. Related work includes surveys
which look at the victims of cybercrime [35], direct insights
into victims of cybercrime [36], and a comprehensive study
on cybercrime and cybercriminals by [37]. White papers
published by industry capture potential victims of cyber-
crime, and the capabilities of cybercriminals [3], [5] are some
examples.

There is a wealth of information available on the back-
ground of anomaly detection including popularly cited lit-
erature such as [8] who published an important book in
anomaly detection which describes in detail the categories
of AD and their respective challenges and applications, the
same author produced an earlier work on outlier detection for
high dimensional data [38]. A survey by [39] discusses the
’curse of dimensionality’ and survey specialized algorithms
for unsupervised outlier detection. [12] performed a survey
on deep learning from anomaly detection which provides
a comprehensive overview the techniques including their
challenges. [40] performed a survey of network anomaly
detection techniques which look to confront malicious cyber
activities performed by criminals and network intruders. An-
other popularly cited survey on AD by [41] groups existing
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Algorithms Function Description

Graphs G = (V,E)
G represents the graph dataset, V is a finite non-empty
set also called the vertex or nodes set, and E are the
pairs of distinct vertices or edges - E may be empty.

Autoencoder Lr(Gm, Ĝm) = ||Gm − Ĝm||2

The autoencoder consists of encoder fϕ to embed
the input to latent or hidden representations and decoder gψ
which reconstructs the input from hidden representation.
The reconstruction loss of an autoencoder is defined
as the squared error between input Gm and output Ĝm.

Variational
Autoencoder (VAE) L(Gm, Ĝm) = Lr(GmĜm +KL(fϕ(z|x)||gψ(z))

Variational Autoencoders [16] are generative analogues to the standard
deterministic autoencoder. VAE impose constraint while inferring
latent variable z. The hidden latent codes produced
by encoder fϕ is constrained to follow prior data distribution P (Gm).
The core idea of VAE is to infer P(z) from P (z|Gm) using
Variational Inference (VI) technique. KL is the Kullback-Leibler
divergence.

Adversarial Autoencoder (AAE)
LG = 1

M′
∑M′

m=1 logD(zm)

and LD = − 1
M′

∑M′

m=1

[
logD(z′m)

+ log(1−D(zm))
]

To address the VAE’s limitation which is the
lack of closed form solution, AAE [17] avoids
using the KL divergence. Using adversarial
learning to learn broader sets of distributions
as priors for the latent code. The loss function for
the autoencoder (or generator) LG is composed of
the reconstruction error along with the loss for discriminator LD .
Where M ′ is the minibatch size while z represents the
latent code generated by encoder and z′ is a sample
from the true prior P (z).

Recurrent Graph
Neural Network
(RGNN)

H
(t)
v =

∑
u∈N(v) f(xv , x

e, xe(v,u), xu, H
(t−1)
v )

RGNNs were first introduced by [18] by
extending the recursive neural network, and Markov chain
approach. [15] In order to extract the node
representations the same set of parameters
are applied over the nodes across the graph recurrently.

Where f(�) is a parametric function and H0
v is

initialized randomly. The sum operator enables the RGNN
to be applicable to all nodes.

Graph Convolutional
Network (GCN) Z = D̃−1/2ÃD̃−1/2XΘ

GCNs (fully derived in [19]) are a first-order approximation
of spectral graph convolutions. [14] This convolution
operation is defined in the Fourier domain by computing
the eigendecomposition of the graph Laplacian.
Where the Laplacian matrix provides a matrix
representation when applied to a graph.

The equation shown on the left is the combination of a
multi-layer GCN with a layer-wise propagation rule
and a first-order approximation of localized
spectral filters on graphs. The derivation
circumvents the prohibition of computational cost
for large graphs through Chebyshev polynomials and combining
the convolution of a signal with a filter. The final
equation is a generalized representation where
Θ ∈ RC×F is a matrix of filter parameters, Z ∈ RN×F is the
convolved matrix signal.

Spatio-Temporal
Graph Neural
Network (STGNN)

˜Aadp = SoftMax(ReLU(E1ET2 ))

[15] Key goal of the STGNN is to capture the
spatial and temporal dependencies of a graph simultaneously. An
example of an STGNN is shown in the adjacent equation column.
This STGNN is titled Graph WaveNet and it proposes a self-adaptive
adjacency matrix to perform graph convolutions. The full derivation
of the formula is available in [20].

E1 is the source node embedding and E2 is the target node
embedding. The spatial dependency weights between the nodes
are derived through multiplication of both embeddings. The ReLU
activation function removes weak connections. The SoftMax function
is used to normalize the self-adaptive adjacency matrix.

TABLE 2. Background Algorithms
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AD techniques into different categories based on their under-
lying approach.

III. FINANCIAL CYBERCRIME
The term financial cybercrime is a new term capturing the
umbrella of crime committed over cyberspace for the sole
purpose of illegal economic gain. In 2019, the FBI released
an Internet Crime Report for 2018 [42]. This report detailed
the number of complaints and victims, the wide variety of
crime types used, and the reported amounts of money both
stolen by criminals and then recovered by the FBI Recovery
Assets Team (RAT). Table 4 displays the number of victims
for each crime type reported in the United States for 2018,
and Table 5 shows the amounts stolen. The highest value
of criminal activity is reportedly from BEC/EAC (Business
Email Compromise/Email Account Compromise) totaling
nearly $1.3billion. This report highlights the huge amount
of money that can be defrauded from victims of financial
cybercrime.

Financial cybercrime perpetrators are difficult to identify.
They purposely mask their activities to blend their actions
with the normal behavior of any other customer or user
of a website or financial service, however when grouped
together the activity is more obvious of its abnormality.
Group anomaly detection is a method which can identify
the irregular patterns of this behavior, and in instances,
more accurately than point anomaly detection in tackling
financial cybercrime. The following techniques discussed use
a combination of graphs, deep learning, anomaly detection
techniques, and feature engineering to identify malicious
behavior, and protect the assets of customers and other users.

This section of the paper discusses the evolving intertwin-
ing behavior of cybercriminal activity and financial crime.
There are numerous methods being deployed by criminals
to attack financial institutions, corporations, public agencies,
and individuals of the public. This subsection will describe
both the financial cybercriminal methodology and the current
research methods being implemented by researchers and
industry to prevent and tackle financial cybercrime.

1) Stocks and Securities Investment Fraud
The stock market and financial securities allow people to
invest their money with the ambition of making a positive
return based on either performing research, or just a hunch.
However, it is known that a proportion of the market partici-
pants cheat, and by doing so make huge profits at the cost of
institutional and retail investors.

Catching these fraudulent actors is not easy, and typically
requires a large workforce to gather evidence over a long
period of time, particularly in cases of insider trading. How-
ever, recent developments in machine learning applications
and techniques are aiding in identification of bad actors in
a more efficient and faster way. Some of the methods used
by people committing fraudulent investing activity include
market manipulation, insider trading, money laundering, ter-
rorist financing and many more. Market manipulation is

considered an act of selling or buying a financial security
with the objective of purposefully manipulating the price
of the underlying asset or security. Illegal insider trading is
when ‘insiders’, or people who are privy to private and non-
public company material use that information ahead of its
public dissemination to benefit monetarily. This includes not
only the act of trading on securities, but also the leaking
of non-public information to third parties. The process of
this criminal methodology can be seen in Figure 1. Table 7
outlines the methods and characteristics within the Stocks
and Securities Investment Fraud topic.

FIGURE 1. Diagram of the Illegal Insider Trading Process. Phase 1: Insiders
with access or knowledge of nonpublic information about a company which will
impact the share price. Phase 2 (Option 1): The insiders then buy or sell stock
depending on underlying information. Phase 2 (Option 2): The insiders can
share this information to a group of other malicious traders for monetary
kickback or future insider information in return. Phase 3: The consortium or
individual insiders reap the monetary benefits of the stock movements after
nonpublic material is released to the wider investor public.

There has been progress made in Machine Learning and
Deep Learning with respect to tackling these two areas. In
particular, graph outlier detection methods can aid in the de-
tection of groups of insiders or co-conspirators with regards
to insider trading. It is also capable of identifying potential
market manipulation by analyzing the order book of stocks to
discover connections of traders or brokers acting in unusual
methods which would be against the benefit of their clients
or the wider market.

Wang et al. [43] believe they are the first to successfully
produce research that incorporates deep learning algorithms
and ensemble learning with techniques for stock price manip-
ulation detection. They propose a novel RNN-based ensem-
ble learning framework to detect stock price manipulation.
The group handcrafted a dataset from cases extracted from
the China Securities Regulatory Commission with accompa-
nying trading data. The group proposed further possible work
implementing more suitable methods of analyzing the stock
trading data time series using methods like LSTMs. They
specifically mention that integrating more social relation-
ships of executives of the listed company and announcement
content can improve the manipulation detection system with
possibilities of identifying insider trading. This is an impor-
tant caveat as [44] produced a paper “Mining Illegal Insider
Trading of Stocks: A Proactive Approach” who used various
mixed unstructured and structured data to detect anomalous
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TABLE 3. Related Work Taxonomy

Axis Paper Description Financial Cybercrime Category or Associated
Topic

1) Different fraud methods adopted
by criminals

[21] Malware categorization and discussion. Ransomware
[22] Romance fraud analysis. Romance Fraud
[23] Analysis of phishing techniques. Phishing Attacks
[24] Romance fraud analysis. Money Laundering
[25] Romance fraud analysis. Insider Trading

2) Relevant systems, algorithms,
drawbacks, constraints and metrics

used to combat each fraud type

[26] Financial fraud detection survey and associated
models.

Fraud

[27] Analysis of detecting accounting fraud. Fraud
[28] Review of GAD and DL techniques. Applicable Algorithms
[29] ML techniques to identify Windows malware. Applicable Algorithms
[30] Analysis of DL applications in finance. Applicable Algorithms
[31] Analysis of popular cryptocurrencies. Cryptocurrency graph preprocessing
[15] GNN survey and taxonomy. Applicable Algorithms
[11] Survey on GAD. Applicable Algorithms
[32] Proactive Fraud Strategies. Fraud
[33] Survey on ML in credit card fraud. Fraud
[34] Survey on ML in credit card fraud including ge-

netic algorithm.
Fraud

[8] Book on AD techniques. Applicable Algorithms
[38] AD techniques in high dimensional data. Applicable Algorithms
[39] Survey on unsupervised AD techniques. Applicable Algorithms
[12] Survey on DL techniques in AD. Applicable Algorithms
[40] Network AD analysis for malicious cyber activity. Applicable Algorithm
[41] Survey on AD. Applicable Algorithms

3) Relevant personas and
stakeholders involved.

[35] Behavioral analysis of cybercrime victims. Fraud, social engineering, hacking
[36] Behavioral analysis of cybercrime victims. Fraud
[37] Behavioral analysis of cybercriminals. Hacking, social engineering, fraud, extortion
[3] McKinsey: cybersecurity analysis for financial

fraud prevention.
Fraud

[5] IBM: Preventing financial crime with AI. Fraud

Crime Type Number of Victims

Non-Payment/Non-Delivery 65,116
Phishing and variants 26,379

BEC/EAC 20,373
Romance Fraud 18,493
Identity Theft 16,128

Credit Card Fraud 15,210
Lottery/Sweepstakes 7,146

Investment 3,693

TABLE 4. Number of Reported Victims of Selected Financial Cybercrimes -
2018 FBI Internet Crime Report [42]

Crime Type Victim $ Loss

Non-Payment/Non-Delivery $183,826,809
Phishing and variants $48,241,748

BEC/EAC $1,297,803,489
Romance Fraud $362,500,761
Identity Theft $100,429,691

Credit Card Fraud $88,991,436
Lottery/Sweepstakes $60,241,814

Investment $252,955,320

TABLE 5. US Victims Monetary Loss for Selected Financial Cybercrimes -
2018 FBI Internet Crime Report [42]

trading patterns for particular companies in an attempt to
discover illegal insider trading. The researchers created their
dataset using SEC Litigation and Press Release Archive
information combined with Yahoo Finance trade data to build
their algorithm. A combination of these techniques could
prove to be very successful in connecting manipulation of
the market and insider trading.

Another paper explores the use of machine learning to
detect illegal insider trading [45]. By using insider trade filing
made publicly available by the SEC through the EDGAR
system and combining that with historical price information
from Google Finance, [45] were able to construct networks
capable of capturing the relationship between trading behav-
iors of insiders with the ambition of identifying indicators
of potential anomalies. The researchers identified possibly
anomalous graphs which could represent cliques of traders.
These graphs with higher anomaly ranking score would be
passed on to investigators to develop a human-in-the-loop
method.

[46] published research on anomaly detection on big data
in financial markets. This was not an analysis into fraud, but
an attempt to detect rare anomalies present in the previous
five years of daily trading information on the Australian
Security Exchange. As this was an experiment in big data
AD, the researchers attempted to identify anomalies denoted
by zero values across five key variables extracted from the
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exchange including price and volume information. These
zero values represent erroneous transaction information as it
represents incorrect information surrounding a true transac-
tion. They discovered Local Outlier Factor and Clustering-
based Multivariate Gaussian Outlier Score techniques to be
the best performing methods.

"Pump and Dump" schemes are used by fraudulent in-
vestors to manipulate the price increase of a security in
the market and then sell at the apex of the price to gain
large profits, shown in Figure 2. This leaves vulnerable and
sometimes gullible investors with significant losses as the
price decreases after a considerable sell off. This can be done
in collusion with numerous investors in a cartel like manner.
Particularly stock tickers or cryptocurrency coins are targeted
by groups of fraudulent investors to increase the price of a
stock through social media. [47] Produced a method of de-
tecting pump and dump schemes through analyzing multiple
social media platforms and predicting whether the scheme
would be successful. They use both SVM and random tree as
the methods of classification. [47] did not use deep learning
methods in their research.

FIGURE 2. Diagram of Pump and Dump Process. Phase 1: Malicious
networks of traders collude to increase the price of an asset. This can be
planned through encrypted chat like telegram. Phase 2: The executed trades
create an illusion of demand for an asset, increasing the price temporarily or
’pumped’. Outsiders believe the asset is increasing in value and buy in. Phase
3: The consortium of malicious traders sell their assets quickly as outsiders
buy at an inflated price. The malicious network has ’dumped’ the assets
thereby profiting from the transactions.

2) Fraud Detection and Anti-money Laundering (AML)
Money laundering is a method used by criminals and people
in possession of ‘dirty’ or illegally obtained funds through
criminal activity to transform the money to a ‘clean’ or
legitimate state in the eyes of the law and governments. The
Crown Prosecution Service (CPS) of the United Kingdom
[48] define the money laundering scheme to typically involve
three stages. The first is placement which is the process of
depositing criminal money into the financial system. The
second is layering which is moving the money within the
financial system through complex webs of transactions with
the goal of obfuscation. Layering is typically performed
through offshore companies. Finally, integration is the crim-
inal money being absorbed or blended into the real economy,
through investments like real estate, stock purchases, and lux-
ury items. An example of money laundering using placement,

layering, and integration can be seen in Figure 3.

FIGURE 3. Diagram of Money Laundering Example. Phase 1: Person has
money (typically cash) from the proceeds of criminal activities and places the
money into the financial system through bank deposits. This can be done
through a business front that is cash heavy (i.e., food business), Phase 2:
Placement - Transactions are performed with shell companies to obfuscate
origin. Phase 3: Layering - Offshore company can return the money to the
original criminal through loan-back schemes to the cash heavy food business
fronting as an investor. Phase 4: Integration - The criminal proceeds are now
integrated into the economy and laundered.

Machine learning and deep learning have become more
popular in their application to tackling money laundering
and attempting to identify illegitimate transactions. Zhou et
al. [49] researched methods to analyze and detect money
laundering accounts in online social networks. A large social
networking site in China called QQ owned by Tencent has
a digital currency within their network, allowing users to
perform transactions with other users to make purchases,
and also the ability to gift the digital currency to others
in the network. One issue within QQ is the laundering of
its digital currency. The researchers first collected approxi-
mately 500,000 accounts and meticulously labeled these as
benign or malicious by hand by following advertisements
of cheap virtual currency on major e-commerce sites and
associating IP address logins to further identify malicious
account activity. Features were engineered to identify ac-
count behavior such as account activity like uploading pic-
tures, or site engagement outside of finance, methods of
topping up the digital currency, withdrawal, spending and
gifting. Sequences of financial activity were modeled using a
discrete-time Markov chain model. The sequences captured
are used as features in the model. These features are then
loaded into a graph and is now used as a global overview of
the currency transfer behaviors between the accounts. Using
the "Fast Unfolding" [50] method, which finds community
structures in large networks, subgraphs are identified which
map the malicious-to-malicious accounts, benign-to-benign,
and malicious-to-benign. Statistical classifiers are used to
identify malicious accounts in the created features. SVM,
random forest, and logistic regression classifiers are used and
produced extremely high accuracy results of 94.2% with very
low false positive rates of 0.97% when using all the features
produced. An information gain metric was extracted from the
features to identify the significance to the model and the top
features included Percentage of number of expenditures as
gifts in the community and Normalization of the number of
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TABLE 6. Stocks and Securities Investment Fraud Methods

METHOD CHARACTERISTICS

MARKET MANIPULATION Typically a network of traders and/or brokers working in collusion executing abnormal trades directly affecting the price
of an asset of financial security for illegal economic benefit. Analyzing the order book over a period of time can result in
identifying outliers, but requires vast amounts of trading information.

INSIDER TRADING Can be a network of malicious actors or individual using nonpublic material information for illegal economic gain.
Criminal cases take an extremely long time to build involving multiple agencies and numerous resources. The trade data
is sometimes not enough on its own to identify someone as an insider trader. The communication between traders can also
be difficult to identify. The available data for researchers to work on this poses a difficult problem, particularly ground
truth trades indicating confirmed insider dealings.

PUMP AND DUMP SCHEMES This method requires multiple malicious actors working in synchronization to execute buy or sell orders. The manipulated
price allows the group of criminals a quick profit if exited at the optimal time. The scope of information is vast requiring
messaging platform data, and corroborating trade data to identify the criminals.

destination accounts in the community. The top five features,
all with information gain >0.5, were created from the graph
model. Without using group anomaly detection methods such
as "Fast Unfolding" to detect sub-groups in the overall social
network community, the accuracy of the model would have
been affected as the top information gain features would not
have been included.

Further anti-money laundering papers have been published
focusing on the use of social network analysis with deep
learning to identify malicious transactions. [51] Analyzed
Italian factoring businesses which purchase cash receivables,
such as invoices, from a company at a discounted price.
Factor businesses are used as VAT evasion tools and method
of laundering money. The key stage of the process in factor
businesses is the money transfer made from the debtor to the
factor. This operation is the laundering stage of transform-
ing criminal proceeds into clean funds. Relational graphs
were mapped to analyze operational risks associated to the
economic sector of activities, consider the risk associated to
geographical areas, study the number of transactions, and
finally to identify potentially malicious links between differ-
ent companies sharing the same owner or agents. Through
the binned values of transactions, visual assessment of the
networks, and using social network analysis like centrality
to assess the graphical structures, the researchers were able
to identify the risk profile of companies involved in the
factoring business. This study used graphing techniques to
accomplish their objectives, however, no machine learning
was implemented and is an opportunity for advancement
of performance for the risk profiling of factoring business
customers.

[52] Criminals create organizational structures with the
goal of obfuscation. In order to combat it, it is essential to
identify entire networks to understand and identify the net-
work member’s roles. By integrating social network analysis
algorithms [52] has harnessed data from bank statements and
a national court register to construct and analyze the social
networks during an investigation into AML. The researchers
were successful in identifying key components of money
laundering rings. They were able to reveal true leaders of the
network and expose vulnerabilities. They were also able to
detect which accounts are held by the same person. They

implemented clustering techniques which allowed them to
find the roles of persons in the network. These roles are
discussed in the paper but include organizers, insulators,
protectors, etc. It is quite evident from the published work
that the combination of machine learning techniques with
social network analysis can be a powerful tool in establish-
ing networks of criminality and tackling money laundering.
These tools in combination with humans-in-the-loop, such
as law enforcement or AML specialists, could yield highly
accurate and promising results.

A paper by Chen et al. [53] discussed a graph-based fraud
detection system for e-commerce insurance called InfDetect.
The experiment was performed on private insurance com-
pany data including security deposit insurance and return-
freight insurance. They demonstrate that using a combination
of graphs and raw features as the input data, and feature con-
struction through supervised and unsupervised graph learn-
ing model called DeepWalk. A denoising autoencoder and
feature processing is also implemented. They then apply a
parameter server based gradient boosted decision tree called
PSMART to output a fraud probability. The researchers have
claimed to help save millions of dollars per year for these
e-commerce companies. One key feature engineered by the
researchers was the use of assigning bin scores for transaction
amounts which contributed to improved performance.

Araujo et al. [54] have recently developed "BreachRadar",
a distributed alternating algorithm that assigns a probabil-
ity of a banking card being compromised to the different
possible locations of card use. These Points-of-Compromise
(POC) are the point of initiation for fraud in bank trans-
actions. An example would be a data breach resulting in
the banking customers information to be obtained, including
their credit card information which is then laundered online
via DarkNet sites or used personally by criminals. Another
example would be card skimming, where the details of a cus-
tomer’s card are copied or cloned using a device purposely
altered to illegally obtain this information. The purpose for
detecting a POC is to prevent fraudulent use of customer data.
The researchers boast a high performing model with 90%
precision and recall against a dataset with 10% compromised
customer credit cards. The technique includes forming a
bipartite graph model to represent all the cards and their
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locations. With implementation of an in-memory algorithm
allowing the updated POC probabilities, the researchers have
produced the first distributed procedure capable of automatic
detection of POCs.

A newly published vision-guided algorithm called Ea-
gleMine [55] has been developed to recognize and summa-
rize node groups in a feature correlation histogram plot. It is
capable of identifying anomalous micro-clusters which have
underlying nodes of similarity and suspicious behavior that
deviate from the normal behavior of the dataset population.
EagleMine is capable of detecting a micro-cluster containing
hundreds of bots of real-world micro-blog data from Weibo
in China. One of the key features identified in the bots
was their unusual login-name prefixes, and exhibit similar
behavior in the feature spaces. These bots are spamming
sales links for cheap technology, and possibly promoting
fraudulent activity. EagleMine’s key strengths are automated
summarization, effectiveness, anomaly detection, and scala-
bility.

[56] A joint research collaboration between MIT and IBM
has seen the use of Graph Convolutional Networks (GCNs) as
a promising method to combat money laundering. In particu-
lar, FastGCN [57] was demonstrated on benchmark datasets
to perform at a magnitude of two orders higher than its
peers. The researchers noted the key challenge of scalability
in AML when working with the large transaction datasets.
The AML graphs in practice would always be increasing due
to the new transactions occurring over time, and the history
of accounts begins to grow. To aid in the further research of
AML, the researchers have released a synthetic dataset gen-
erator called AMLSim [58]. AMLSim attempts to construct
money laundering graph datasets through simulation.

Cryptocurrency: According to CipherTrace, [59] as of
April 2021, $432million is the total figure due to major
crypto thefts, hacks, and frauds. [59] As of 2019, DeFi
(Decentralized Finance) hacks were a rarity, while now DeFi
related hacks are responsible for 60% of the total hack and
theft volume. Laundering and terrorist financing is possible
through cryptocurrency. [59] Noted that 72,000 unique IP
addresses were directly linked to Iran, a heavily economically
sanctioned country. Many examples of the various hacks,
frauds, and illegal transmission of funds through launder-
ing methods are documented by CipherTrace [59]. There is
increased research being published in the field of machine
learning and deep learning in an attempt to identify the
wallets of the associated owners.

[60] The same research group as [56] apply GCNs to
cryptocurrency in an attempt to identify money laundering
transactions. The researchers have caveated a possible re-
search opportunity of combining the promising results of the
GCN and random forest techniques. This paper also provides
an accessible Bitcoin transaction dataset provided by Elliptic
containing a time series graph of over 200,000 Bitcoin trans-
actions. Challenges faced in trying to apply deep learning
or machine learning techniques to the Bitcoin blockchain is
the volume of data available. As the blockchain is publicly

available there is an abundance of information. The Elliptic
dataset is just a snapshot of the blockchain, therefore for
practical deployment in order to investigate a single wallet’s
transactions the full blockchain would need to be accessed.
Following the release of this dataset and paper, numerous
researchers have also attempted to deploy GCN variations to
tackle money laundering problems [61], [62].

Cryptocurrency mixing/tumbling is a method used by cy-
ber criminals to launder cryptocurrency through different
wallets to conceal origin of the funds. This is done by
using a trusted third party to receive cryptocurrency from an
original address, and using an alternative address to send the
original funds to a newly set up address by the user [63].
This is also performed through multiple addresses to create
a difficult trail to map back to an original address, which
could in turn identify a person. This process is shown in
Figure 4. [63] published a paper on the use of a deep au-
toencoder on identifying bitcoin mixing. The experiment was
performed in four stages. The first was a transaction graph
construction stage which used 10,000 transactions from a
public bitcoin ledger. The users were assigned to the graph
nodes, and undirected edges created when two users make
transactions. The next stage applies a deep autoencoder to
the previously built transaction graph to perform graph node
embedding. The third step uses a clustering classification
model to detect communities within the overall graph, similar
to Fast Unfolding. Finally, an outlier detection stage allows
the researchers to identify a node belonging to mixing trans-
actions. Altogether, [63] demonstrated the ability to create
community structures in bitcoin transaction graphs, detect
bitcoin mixing services through deep learning methods and
also outperform previously implemented heuristic methods
attempting to recognize the bitcoin communities. Industrial
leaders such as Elliptic have shown methods of tracking
wallets through the DarkNet and identifying final wallets
after cryptocurrency mixing has been performed.

Deanonymizing Cryptocurrency Blockchains: In order to
combat financial cybercrime taking place over cyberspace,
it is imperative to be able to identify the controllers of
cryptocurrency accounts. As the use of cryptocurrency be-
gins to grow, regulators have put into law the necessity
of certain cryptocurrency exchanges to practice AML. This
includes implementing Know Your Customer (KYC) being
required across the userbase. [64] Describes an approach
to deanonymizing the Bitcoin blockchain through use of a
GCN. [64] Also details the challenges faced in tackling large
networks such as the Bitcoin blockchain, this includes:

• Large and extremely skewed graphs
• Dynamically increasing graphs
• Semantic graphs

The semantic graphs describe the different activities the
blockchain can be used for including smart contracts. [64]
Show the friendly properties that allow the GCN to favor,
this includes:

• Inactive/zero balance address
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• Publicly available address labels
The GCN is capable of reducing the size of the graph through
identifying inactive/zero balance addresses, with the result
of a reduced graph for improved computational embedding
speeds. Mentioned above, due to certain exchanges or web-
sites which can require KYC, some wallets identities are
already known.

FIGURE 4. Diagram of Cryptocurrency Mixing Process. Phase 1: A criminal
owns bitcoin in a single wallet and wishes to launder the crypto using mixing
services. Phase 2: The criminal contacts a crypto mixing service on the
DarkNet willing to launder the bitcoin for a % fee. Phase 3: The criminals
obfuscate the origin of the bitcoin wallet by layering many transactions through
numerous wallets. Phase 4: The mixed (or tumbled) wallet is returned to the
criminals minus the mixing service fee.

3) Customs Fraud
Customs fraud is the evasion of payment for the importing
of goods into a country. This is not a crime committed over
cyberspace exclusively, however, it is a financial crime that
is being tackled using machine learning. The EU anti-fraud
office [65] have stated that customs fraud is financially dam-
aging to legitimate industry and the EU taxpayer. In 2012 and
2013 a combined C110million was recovered from the EU
anti-fraud office in customs fraud investigations. Due to the
massive transaction volume and manual inspection of goods
required in customs fraud investigations, it is not possible
without a huge pool of resources to screen every good being
imported into a country. There are strides being made in the
AI community and their research that is attempting to aid
customs fraud officers in the detection of import goods to
be inspected. A paper by Kim et al. [66] explored a human-
in-the-loop customs selection scenario. The data fed into the
model are import declaration forms required for customs.
The selection model will highlight goods it believes should
be inspected by a customs officer, and the officer will then
give feedback to the selection model by accepting or rejecting
the model’s identification of a possible suspect declarations
form.

In the case of tax evasion, or specifically customs eva-
sion, the matter of revenue gained by the inspection and
identification of evasion is an objective that is taken into
account in modeling. [66] The main model used in Kim et
al. research was a DATE model. This is a tree-enhanced dual-
attentive model which allows the optimization of dual objec-
tives. The dual objectives in this case were both the illicit

transaction classification and the revenue return prediction.
The researchers used an exploration strategy and exploitation
strategy to search for the best model in the selection process.
The exploration strategy is defined as an approach to select
uncertain items at the risk of an instant revenue loss, with
the potential to detect more novel fraud patterns in the
future. The exploitation approach tries to select the most
likely fraudulent and highly profitable items to secure the
short-term revenue for customs administration. The dataset
assembled for this experiment used three African countries
transaction level import declarations information. The labels
were very accurate including the amount of tariffs charged
due to the near 100% inspection rate of imported goods.
Numerous hybrid techniques were implemented but the main
model used in the selection process was DATE, displaying
the highest evaluation performance. Further details on the
different models used can be found in the paper.

Another example of deep learning being applied to anti-
money laundering and exports was performed Paula et al.
[67]. The paper applied autoencoders to support fraud in-
vestigation in Brazilian exports and anti-money laundering.
The use of foreign trade as a method of laundering money
takes advantage of the fact that countries have a separation
of operations and information, so converting ’dirty’ money
to ’clean’ is an easier task. The results of their work found
that the time to perform dimension reduction was twenty
times faster using an autoencoder when compared to linear
PCA. However, they found the evaluation of the unsupervised
technique to be difficult as it required third party experts,
in this case tax auditors, which could be a possible barrier
for many domains applying unsupervised anomaly detection
techniques without the specific expertise for evaluation.

4) Tax Evasion
Tax evasion is the unlawful act of taxpayers purposefully
neglecting to pay their tax liabilities to the appropriate rev-
enue commissioner authorities. There is a substantial amount
of research that has taken place in the tax evasion domain
with the application of deep learning and machine learning.
Including but not exclusive to:

• Missing Trader(MTIC)/VAT Carousel [68]
• Taxpayer Evasion/Tax Auditor Assistant [69], [70]
• Social Media Platform Tax Evasion [71]
[68] investigated Bulgarian taxpayers or traders who were

non-compliant in paying their VAT obligations. Experiment-
ing with a dataset made of Bulgarian taxpayers and traders
who amount to a total of 312,726 with an average of 75%
conducting a single transaction per month, the researchers
identified a high % of non-compliant taxpayers/traders within
the Bulgarian VAT returns and ledgers. [68] implemented
a blended use of graph based theory and machine learning
regression model, and identified more high risk subjects
who were not originally labeled by the Bulgarian National
Revenue Agency.

Both [69], [70] used deep learning graph methods to iden-
tify suspicious transactions in taxpayer data. [69] Presented
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TABLE 7. Money Laundering Methods

METHOD CHARACTERISTICS

SOCIAL MEDIA DIGITAL MONEY LAUNDERING With the increasing use of digital currencies created by social media websites, QQ
for example, users will begin to use this in lieu of traditional FIAT currency due
to in-site benefits. With this increases the likelihood of criminal behavior taking
place. This will include the buying and selling of stolen currency and advertise
them ’cheap’ or discounted, with the criminals exiting the site for FIAT currency
usable outside of the social media

FRAUDULENT SOCIAL MEDIA ACCOUNTS A challenge for social media sites is combating the increasing amount of fraudulent,
scam, or disingenuous accounts being created. Some of these accounts are scripted
to comment automatically under popular posts with copy-and-pasted content luring
genuine users on to their page, inviting them to click on a malicious link, or a link
inviting them to a fraudulent transaction or business invitation. This creates a hostile
environment for users unaware of account that look legitimate. Tools are being
created to examine the usernames, activity, content posted, and profile pictures in
order to establish if the accounts are genuine or not.

CRYPTOCURRENCY MIXING Cryptocurrency mixing is a popular method of laundering cryptocurrency by
criminals. DarkNet sites offer services to users to mix or tumble cryptocurrency
funds by layering multiple transactions through dozens of wallets to obfuscate the
origin. Due to the fact that the entire blockchain is available for the public to view,
once the original wallet address is known, it is possible to map transactions in a
graph-like manner. Elliptic company have produced multiple blog posts examining
ransomware wallet end destination after cryptocurrency mixing. This has spawned
new ultra private cryptocurrencies which are more difficult to track such as Monero.
Key difficulties in combating cryptocurrency mixing is identifying mixing accounts,
and establishing datasets for the use of machine learning models to tackle them.

a novel tax evasion detection method, T-EGAT or tempo-
ral edge enhanced graph attention network. This combines
EGAT with recurrent weighted average units (RWA). They
showed through a broad comparative analysis of similar
deep learning graph methods that T-EGAT performed better
at detecting tax evaders than current methods. Outside of
the EGAT models tested, the Dynamic GCN, and T-GCN
(Temporal-GCN) performed well on the same dataset. Some
of the key takeaways from [69] was the ability of the EGAT
models to make use of the multi-dimensional edge features
between the nodes, a limitation experienced for basic GCNs
and GATs. [70] Presented TaxAA, a tax auditor assistant
helping tax auditors explore and analyze suspicious trans-
actions. The researchers used a dataset consisting of 28,373
taxpayers with a label rate of only 0.071. Two experiments
were performed, one using the transaction layer only, and the
other used a multi-view TAN (Tax Audit Network). By using
extended algorithms on the GCN, a Hierarchical-GCN (H-
GCN) was selected through comparative results. Due to some
limitations of the GCN such as adding more convolutional
layers resulting in an ’over-smoothing’ output, the H-GCN
is more capable of capturing the global information of the
graph due to expansion on the receptive field of each node.
To allow this to be a practical tool used by a tax auditor,
the researchers created an accompanying visual analytical
system to customize suspicious indicators.

5) SIM-Swapping, Phishing, and Social Engineering

SIM-Swapping is an attack which allows a cybercriminal to
gain unauthorized control of a wireless customer’s mobile

phone number. This gives an attacker access to the SMS-
based text messages which enable resetting of account pass-
words on websites that rely on the security of a mobile phone
number [72]. A successful SIM-Swap attack requires a mali-
cious actor to have the target’s phone number, and depending
on what account they wish to access, their email as well. The
attackers will either contact a victim’s service provider and
imitate the victim in order to transfer the phone number to a
new SIM card, or the attackers have cooperating employees
of a service provider which will allow them to an easier route
of access. Once the attacker has access to the victim’s phone
number on their own SIM, they can extract SMS messages,
including One Time Passwords sent by financial services
such as Coinbase. Figure 5 is an example of how an attacker
could gain access to a victim’s account and extract funds
through a SIM-Swap attack.

There are multiple aspects including phishing, social engi-
neering, and cybersecurity which surround SIM-Swapping,
but the main motivation for committing the act has been
for the financial gain of the attacker. Highly publicized tri-
als have been covered by the media detailing the theft of
millions of euro worth of cryptocurrency through this SIM-
Swapping attack. For example, Ortiz [73], and Freeman [74]
represent two separate incidents in which their victims have
had their Coinbase account hacked through this SIM-Swap
attack. Ortiz, of the United States, is reported to have stolen
approximately $5million across 40 different SIM-Swap at-
tacks. He targeted high-profile cryptocurrency investors at
the Consensus conference. Freeman, of Ireland, was reported
to have stolen over $2million from multiple SIM-Swapping
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FIGURE 5. Diagram of the SIM-Swap process. Phase 1: attacker accesses
victim’s account credentials and mobile numbers. Phase 2: Attacker
manipulates the service provider to perform the SIM-Swap with the victim’s
mobile number. Phase 3: Using newly gained access, attacker can now use
account credentials to initiate a login attempt to a financial account. Phase 4:
A One Time Password is sent from the financial service provider to the victim’s
mobile number. Phase 5: The victim’s financial account is accessed, and
funds are moved and laundered.

attacks. He was also part of a larger online group which
worked together in numerous SIM-Swapping attacks.

There has not been definitive papers published in the area
of preventing the specific SIM-Swapping attacks performed
by cybercriminals on telecommunications service providers.
Research has been performed looking at the ease of obtaining
mobile phone numbers in the US through various messaging
services such as WhatsApp, Signal, and Telegram which is
an absolute requirement in the SIM-Swapping scam. Hagen
et al. [75] published a paper detailing the use of the contact
discovery method to abuse mobile messengers applications
and extract networks of mobile phone users and their private
data. Mobile messenger applications are able to determine
contacts in a user’s address book that are registered with
the messaging service through the procedure contact dis-
covery. This is used widely across social media platforms.
Through a combination of crawling and hash reversal attacks
[75] over a fixed amount of time and limited resources, the
researchers were capable of obtaining 100% of US mobile
phone numbers for Signal, 10% for WhatsApp, and reveal
the Telegram API weaknesses revealing a wide range of sen-
sitive information. These types of security and privacy holes
in messaging applications are allowing potential attackers
access and identification of victims for the SIM-Swapping
schemes.

Phishing is considered a social engineering technique with
the interest of luring victims to unwillingly hand over their
personal information including passwords, email addresses,
phone numbers, addresses, usernames and financial informa-
tion [23]. Examining Table 5, phishing and its variants are
reported to have stolen over $48million from victims of the
United States in 2018 alone. Quite clearly, this activity is a
lucrative market for cybercriminals.

Recent research has been published by Lansley et al. [76]
developed a tool called "SEADer++", a social engineering
attack detection in online environments using machine learn-
ing. The system attempts to detect social engineering attacks
based on NLP and artificial neural networks. The researchers
have based their concept on attempting to detect a social en-
gineering attack in an online chat environment. The proposed
process has three steps which are data preprocessing, feature
extraction, and aggregation of results. The aggregation of
results includes a classification technique to identify the
social engineering attempts. The researchers have reported
high accuracy results in classification using decision tree,
random forest, and an MLP. Based on the AUC results, the
proposed soft-voting Ensemble Learning method is decided
as the best solution for industrial application.

Understanding the psychology behind social engineering
and its ability to manipulate people can help in the tackling
of this field. As seen in the "SEADer++" tool [76], a feature
used was principles of persuasion. Montañez et al. [77]
produced a paper titled "Human Cognition Through the Lens
of Social Engineering Cyberattacks". They advocate treating
social engineering cyberattacks as a psychological attack and
wish to propose an extension of the standard framework
of human cognition to recognize and accommodate social
engineering cyberattacks. This framework by the researchers
has led to a quantitative representation for characterizing per-
suasion mathematically. This work demonstrates the range
of science and research required to effectively combat social
engineering cyberattacks on industry and the civilian popula-
tion.

More research is to be performed on analyzing and pre-
venting social engineering attacks. It can be accepted that
financial cybercrime requires an element of social engineer-
ing when attempting to gain access to private information of
customers on financial platforms. SIM-Swapping is just one
example this paper has looked at. In time, it can be expected
that machine learning will have a greater impact on the
prevention of social engineering and boosting the security of
customers account across financial and telecommunications
platforms.

6) Romance Fraud
Romance fraud as defined by the FBI [78] as a scam that
occurs when a criminal adopts a fake online identity to gain
a victim’s affection and trust. The scammers will use that
trust to build up an illusion of romance or close relationship
and manipulate victims with the ambition of illegal financial
gain. An example of the romance fraud process can be seen
in Figure 6.

This fraud has seen a rise in popularity with scammers
particularly through the global lockdown due to COVID-19
with reports of up to 20% increase in bank transfer fraud
linked to romance scams in 2020 when compared with 2019
[79]. When examining Table 5, romance fraud has reportedly
been responsible for the theft of over $362 million US dollars
alone in 2018. Not only are victims scammed from their own
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money but can be used as money laundering mules unassum-
ingly by being asked to transfer received money from the
criminal to various accounts the criminal will instruct.

There is little publication on the tackling of romance fraud
using machine learning techniques. [80] published research
attempting to automatically dismantle online dating fraud.
The researchers deployed an ensemble classifier method
combining the predictions of multiple SVM or RF classifier
outputs in order to identify whether a profile was fraudulent
or not on a dating website. [80] Produced a system which
can accurately detect online dating fraud or scam profiles
with high precision, but the results included a number of
false negative classifications due to real profiles having very
similar traits as scam ones.

FIGURE 6. Diagram of Romance Fraud Example. Phase 1: Genuine users
search through online dating sites for matching profiles interested in starting a
relationship. Phase 2: A match is made with a profile that appears genuine.
Conversation usually attempts to build up trust and romance without physically
meeting the person over several months. Phase 3: Behind the account is a
fraudster. These are skilled at manipulating genuine users by portraying
characters. They use fake profiles with stole profile photos or mimicked
identities. Phase 4 (Option 1): Victims can be used unwittingly as launderers,
cleaning criminals proceeds thinking they are doing favors to their potential
love interests by performing illegal transactions. Phase 4 (Option 2): Over
time the fraudsters ’borrow’ or are gifted funds from their victims. False
promises are used such as money tied in investments or incoming inheritance
to which they will repay their victims.

7) Ransomware

[21] Ransomware is a form of malware that has the ability to
encrypt victim’s computer systems and digital information,
prohibiting access to it until a ransom is paid to the attackers.
Malware is malicious software, it is created with an intent
for criminality to gain access undetected into the computer
systems of its victims. There are various forms of malware
including Trojan horses, rootkits, and viruses [21]. Typical
payment demanded by the criminals is in the form of cryp-
tocurrency due to the anonymity surrounding the owner of
wallets.

Ransomware is a more sophisticated method used by fi-
nancial cybercriminals. It is growing in popularity as seen
in recent attacks in 2021 with the Colonial Pipeline in the
US [81], the Irish Health Service Executive [82], and the
highest ever ransomware attack on Acer [83] with a demand
of $50million dollars from the cybercriminals. It is reported

in the United States that approximately 50% to 75% of
ransomware victims are small businesses [84].

There is extensive literature on the use of machine learning
in combating malware and analyzing it. One such example by
[85] proposed an ML method to detecting ransomware. Their
machine learning algorithm, PEDA (Pre-Encryption Detec-
tion Algorithm), is possible to detect ransomware within
Windows environments before it is activated and locks the
victims out of their systems. Other industrial leaders in
cryptocurrency anti-money laundering and compliance like
Elliptic [86] have posted blog entries covering ransomware
groups like REvil [87]. Their forensics teams have shown
through graph analysis the end destination of the ransomware
payments by following the blockchain.

Ransomware shows a combination of the previously dis-
cussed methods in financial cybercrime. It is a blend of
cryptocurrency money laundering and social engineering in
order to hack into and access corporations, businesses and in-
stitutions. Preventative measures for combating ransomware
includes improved cybersecurity for potential victims, and
reactive measures like those seen in the Elliptic blog articles
where the money can be followed and identify these criminal
organizations.

8) Deepfakes and GPT-2
With the development of ML models to counteract finan-
cial cybercrime, so has the advancement of the attackers.
Deepfakes and advanced chat bots like GPT-2 are capable
of spoofing and manipulating staff at all levels of an orga-
nization. In March 2019, the CEO of a UK Based energy
company believed he was speaking to his senior, the CEO
of the German based parent company. This was in fact a
sophisticated deepfake model deployed to socially engineer
the UK-based CEO in transferring approximately C250,000
to criminals [88]. Deepfakes are not only audio manipulation
but also visual. Deepfake programs are capable of creating
completely fictitious identities of individuals. Websites such
as [89] uses a Generative Adversarial Network to create
a ’person’ or even generate modified images of a person
without their consent, i.e., deepfake celebrity pornography
[90]. These images can also be used in online profiles which
can spoof genuine users of websites such as dating sites
or social media vendor sites. Research by [91] takes aim
at non-authorized deepfakes. By using adapted adversarial
attacks, they disrupt the conditional image translation facial
manipulation networks. With regards to financial cybercrime
and deepfakes, research published by [92] examined the
camouflaging of accounting journal entries using deepfakes
in a direct attack against the current ML models deployed
by auditors. This form of research is regarded as adversarial
attacks, these attacks are deliberately designed to exploit
vulnerabilities in ML models and cause them to make a
mistake such as misclassification [92]. They successfully
spoofed existing auditing ML models using an adversarial
autoencoder to unwind the entries underlying the latent gen-
erative factors. This shows the possibility of adversarial ML
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models bypassing what regulators and auditors believe to be
state-of-the-art auditing models, possibly covering fraud and
money laundering offenses.

GPT-2, an open-AI chat bot which is trained to predict
the next word in a sentence and has shown it can produce
human-like passages of text such as news articles [93]. GPT-
2 has been used to create false reviews for vendor websites
such as Amazon. False reviews have the ability of fooling
genuine customers into transacting with either illegitimate
suppliers or low-quality goods manufacturers or damaging a
rival business’s total review score and reputation. Manually
doing this across vendor websites is a method known as
"crowdturfing" and is considered an attack on online review
systems. A developed AI method by [94] implemented the
GPT-2 system to create a bundle of false reviews which were
not distinguishable against genuine reviews. The researchers
also showed through subjective and automated fake review
evaluation that the fake reviews were just as influential as the
genuine.

IV. PERFORMANCE, DRAWBACKS, AND PERSONAS
A. METRICS AND PERFORMANCE
In this section, we examine the algorithm performance of the
papers surveyed in the literature, personas involved in finan-
cial cybercrime, and associated drawbacks. This section has
been split into three subsections which cover the following:

• Metrics and Performance: We examine the perfor-
mance and output of the models presented in the survey.
We highlight the best performing models and methodol-
ogy in the published research.

• Personas and stakeholders: This subsection discusses
the users and data sources involved in financial cyber-
crime. This includes both the malicious and genuine
actors in the network. Here we discuss the security,
privacy, explainability, and threat models which have an
impact on the financial cybercrime community.

• Drawbacks: We comment on the drawbacks experi-
enced by researchers in the field of financial cybercrime,
taking examples from the published material discussed.

One of the main key insights is the importance of prepro-
cessing techniques and additional contextual information that
may result in high performance gains. For example, InfDe-
tect’s [49] Information Gain analysis performed on their
features showed the high impact of the graph output. This
reinforces the use of group anomaly detection techniques
and approaching certain financial cybercrime as attempting to
identify micro-clusters of bad actors using ML and DL tech-
niques like Fast Unfolding [50]. Similarly, researchers used
autoencoders to denoise their data for preprocessing and also
dimension reduction techniques. Both [49] and [67] applied
autoencoders in their preprocessing stage, with [67] citing
that the autoencoder was 20 times faster than PCA for time
complexity. The use of Social Network Analysis capturing
node information and importance has shown promise in anti-
fraud research with both [51] and [52] produces results of

identifying anomalous accounts or transactions without the
use of any machine learning or deep learning implementa-
tion.

The various forms of evaluation include accuracy, preci-
sion, recall, True Positive Rate (TPR), False Positive Rate
(FPR), Area Under the Curve (AUC), and node centrality.
We explain the evaluation methods used and provide the
mathematical equations.

Accuracy is a method of evaluating the performance of a
binary classification model distinguishing between True or
False. Accuracy is determined by summing the correctly clas-
sified outputs (True Positive and True Negative) and dividing
by the total number of classifications which is True Positive
(TP), True Negative (TN), False Positive (FP), and False
Negative (FN). Equation 1 below represents the accuracy
calculation:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Recall is considered a percentage of ground-truth anoma-
lies, which have been classified as anomalies at a given
threshold [8]. Equation 2 calculates the recall metric.

Recall =
TP

TP + FP
(2)

Precision is considered to be the percentage of reported
anomalies, which are actually true anomalies [8]. Equation 3
calculates the precision metric.

Precision =
TP

TP + FN
(3)

The True Positive Rate (TPR) is defined in the same way
as Recall. The False Positive Rate (FPR) is the percentage
of falsely classified positives from the true negatives. It is
represented in Equation 4.

FPR =
FP

FP + TN
(4)

The Area Under the Curve (AUC) or Area under ROC
curve, where ROC is the receiver operating characteristic,
represents a graphical plot of the TPR against the FPR
[95]. An AUC with a value of 0.5 means the model is no
better at classifying a model than randomly guessing. As the
AUC approaches a higher percentage such as 90% or 0.90,
this means the model is correctly classifying the test data.
Therefore, the AUC is a metric which represents the model’s
performance at distinguishing between two classes [96].

The advantage to using AUC over other evaluation metrics
like accuracy is because the AUC decouples classifier perfor-
mance from class skew and error costs [95].

In networks and graphs, common evaluation methods in-
cludes node and degree centrality. These are subsets of Social
Network Analysis (SNA) [97]. [98] Centrality analysis is
used to identify key actors or nodes in a graph, metrics like
closeness, degree, and betweenness are some examples. [52]
Centrality can be used to measure who is the most important

VOLUME 4, 2016 15



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2021.3134076, IEEE Access

Nicholls et al.: Financial Cybercrime: A Comprehensive Survey

person in a network. Below we present the equations to
calculate betweenness centrality, closeness centrality, and
degree centrality covered in [99].

Betweenness centrality measure is a way to examine actors
positional advantage or influence or power, where an actor
falls on the shortest pathway between other pairs of actors. It
is represented in Equation 5.

CB(v) =
∑

s/∈v/∈t∈V

σst(v)

σst
(5)

Where σst represents the number of shortest paths, and
σst(v) is the number of shortest paths from s to t containing
the vertex v.

Closeness centrality allows us to examine how close a node
is to other nodes, and allows closer examination into how
quickly they can spread information, or how influential they
are. It is represented in Equation 6.

CC(v) =
1∑

u/∈v∈V gvu
(6)

Where gvu is the length of the shortest path from v to u.
Degree centrality is simply the number of edges connected

to that node. It is represented in Equation 7.

CD(v) = deg(v) (7)

Table 8 summarises different algorithms and their perfor-
mance metrics in financial crime domain.

B. DRAWBACKS
A key problem experienced across several papers is the
access to labeled data to train and evaluate their model
performance. This is noticeable in cases of cryptocurrency
money laundering, the Elliptic bitcoin dataset seen in [60]
has labeled only 2% of their nodes as illicit, and 21% as
licit. Work performed on the same dataset by [62] noted that
the dataset has withheld proprietary information regarding
the features, and the real-time associated with time stamps
which would be a beneficial addition for future researchers.
The requirement of subject matter experts to review data
leads to a necessity for wider collaboration with industry
and law enforcement specialists. [67] identified potential
customs cases that without ground truths were impossible to
confirm whether they were truly outliers and fraudulent or
just misclassified by their models. Similarly, [68] identified
potentially fraudulent taxpayers not labeled by the National
Revenue Agency of Bulgaria, the researchers had to consult
subject matter experts with the access and ability to assess
the taxpayers appropriately. Analyzing QQ for malicious
accounts also required manual labeling of thousands of ac-
counts [49].

Sub-graphs are key methods discussed in money launder-
ing identification and promising tools for group anomaly
detection. However, a limitation to dense sub-graph-based
techniques is that they focus on single-step transfers [100].

This means the sub-graph based methods require specific
adjustments for AML modeling.

The scope of researchers’ tasks can encompass a large
area of examination in order to identify criminality. This
includes analyzing social media platforms performed by [47]
and comparing that against the correct asset prices. The
researchers required cryptocurrency market price data, Tele-
gram messaging information, and Twitter data. The securities
and stock investment fraud research is difficult to tackle with
the lack of publicly available datasets for readily available
testing on ML and DL models. Researchers investigating
price manipulation [43], and insider trading [44] require
numerous sources of unstructured and unlabeled information
from governmental agencies, causing a large and arduous
task for preprocessing.

Interpretability and explainability of the model and its
outputs can pose as a challenge for researchers and indus-
try partners. Key aspects of anomaly detection include the
ability to interpret the results of a model and understand
why something is considered an outlier. This comprehension
can lead to constructing rules within an organization for
example, particularly in tax that if a taxpayer is seen to
be flagged breaking a particular logical rule, the auditors
can increase the risk rating for fraudulent activity on the
suspected individual’s profile. Using DL and ML models can
hinder this as seen in deep learning model outputs where
unsupervised models such as an autoencoder simply clas-
sifies an account as non-compliant. An example from [67]
classifies an account as potentially fraudulent but without
context around that classification, such as information gain
on features, future work on improving subject matter experts
understanding of the fraud is lost.

As GNNs are an area being explored to tackle financial
cybercrime, we examine several drawbacks to using GNNs.
These drawbacks are discussed thoroughly in the GNN sur-
vey performed by Wu et al. [15] which include:

• Model Depth: An issue with the GCN model is the
restrictive architecture in the layers. GCNs are incapable
of having many hidden layers as each layer passthrough
performs aggregation on the node information and con-
verges the nodes to a single point. This has been cir-
cumvented with GCN variants such as the Hierarchical-
GCN shown in [70]. Also, cryptocurrency money laun-
dering research following the work by [60] focused
more on the feature extract concatenation from the GCN
model to then pass this through an MLP [62]. The output
of their research shows promise in implementing GCN
architecture in conjunction with other existing methods.

• Dynamicity: Graphs tend to evolve over time. Particu-
larly in the case of financial cybercrime, nodes which
could represent accounts for example, can be closed
or become inactive. Temporal changes will cause the
graph to contract and expand, Spatial-Temporal Graph
Neural Networks (STGNNs) have been created to ad-
dress this by factoring space and time in the modeling
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Financial Cybercrime Method Paper Method Performance or Method of Evaluation
Stocks & Securities Investment
Fraud - Price Manipulation [43] RNN-Ensemble AUC = 0.907, F1 = 0.47,

Precision = 0.317, Recall = 0.902
Stocks & Securities Investment
Fraud - Insider Trading [44] LSTM-RNN & ANOMALOUS The researchers used Normalized Cross Correlation (NCC) to compare

the discrete signals produced from the ANOMALOUS algorithm.

Stocks & Securities Investment
Fraud - Pump & Dump [45] Hypergraphs

The researchers used the signed normalized dollar amount.
This is used to compare the reported price of a transaction

with the market closing price of the company’s
stock on the same day as the transaction. This value lies between -1 and 1.

Stocks & Securities Investment
Fraud - Pump & Dump [47] SVM/Random Forest Average AUC of 1) predicting pump attempts = 0.75

2) predicting pump success 0.71
Fraud Detection & AML -
Social Network Digital Currency [49] SVM AUC = 0.97, FPR = 0.0097, Detection Rate = 0.94

Fraud Detection & AML -
Account Network Analysis [51] Social Network Analysis (SNA) Correlation coefficients used to infer risk

profiles of companies along with node centrality.
Fraud Detection & AML - Account
Network Analysis [52] SNA, Clustering, Frequent Pattern Mining Node centrality key metric used for inference.

Fraud Detection & AML
- Insurance Fraud [53] InfDetect AUC = 0.97

Fraud Detection & AML - Credit
Card Fraud [54] BreachRadar >90% Precision and Recall when 10%

of stolen cards have been used in fraud
Fraud Detection & AML - Spam
Bot Detection [55] EagleMine Sina Weibo Dataset: AUC for examining

fraudulent messages = 0.83, AUC for fraudulent user = 0.68
Fraud Detection & AML -
Cryptocurrency AML [56] GCNs Not Provided

Fraud Detection & AML -
Cryptocurrency AML [60] GCN & Skip-GCN GCN F1 Score = 0.628, Precision = 0.812, Recall = 0.512;

Skip-GCN F1 Score = 0.705, Precision = 0.812, Recall = 0.623
Fraud Detection & AML -
Cryptocurrency AML [62] GCN & MLP F1 Score = 0.773, Precision = 0.899, Recall = 0.678. Accuracy = 0.974

Fraud Detection & AML
- Cryptocurrency Mixing [63] Autoencoder F1 Score = 0.208

Customs Fraud [66] DATE

Two metrics used to evaluate the dual objective performance.
Pre@n% which explains how many transactions are illicit, and

Rev@n% which explains how much customs duties can be generated
from the top n% of transactions than the revenue generated by

inspecting all transactions. [66] show in their work that
the hybrid strategy yielded the best performance.

Customs Fraud [67] Autoencoder
Researchers faced difficulty in

evaluating results; with expert help confirming
at least twenty fraudulent exporters.

Tax Evasion - Chinese Taxpayers [69] T-EGAT Accuracy = 0.939, Precision = 0.893, Recall = 0.922,
F1 = 0.907, AUC = 0.915

Tax Evasion - Audit Assistant [70] TaxAA (Hierarchical-GCN) Transaction layer experiment: Accuracy = 0.85, F1 = 0.82, AUC = 0.915;
Multi-View TAN: Accuracy = 0.94, F1 = 0.87

Tax Evasion - VAT Evasion [68] Network Analysis and GBT Low level information of results; False
Negative Rate of 10% and True Positive Rate of 90%

Romance Fraud - Dating
Site Profile Analysis [80] Ensemble Approach Accuracy = 0.97, F1 = 0.945

Social Engineering - Attack
Detection [76] SEADer++ AUC = 0.722, Accuracy = 0.924, F1 = 0.759

TABLE 8. Summary of Algorithms and their Performance in Financial Crime Domain

architecture. Such advancements are seen in [98] who
use STGNNs to model criminal networks over time.

• Heterogeneity: Many GNN methods depend on the
graph being homogeneous. A homogeneous graph is
one where the nodes and edges represent the same
information across the graph. A heterogeneous graph is
one where the nodes and edges can represent different
things. For example, nodes in a heterogeneous graph
can be represented as buildings or people, and the edges
could be money transferred or traveled to. A knowledge
graph would be another example of a heterogeneous
graph. Relational-GCNs have been created to tackle this
issue such as one developed by [101] coined the Knowl-
edge Embedding Based Graph Convolutional Network.

C. PERSONAS

The personas of financial cybercrime take a look into the
various actors and data sources which appear across the
sector. They are:

• Fraud Analysts/Investigators: The end users for many
models are the financial, governmental, or corporate
analysts. Taking the research performed by [66], the
human-in-the-loop method involves a subject matter
expert verifying the results of the customs fraud ML
model. The ideal end result for many ML practitioners
is to aid analysts and the overall business model in their
day-to-day activities in financial cybercrime prevention
and identification. To enhance the user experience and
education for analysts it should be factored in for re-
searchers’ ML models to include explainability of their
model outputs. XAI (Explainable Artificial Intelligence)
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is becoming an increasingly more important field of
research, particularly when it comes to complying to
the regulatory standards of the required transparency
around processing customer data. Another factor to be
considered is the time benefit or drawback. Human-in-
the-loop algorithms are created with a goal to improve
the productivity of an analyst but a complicated and
encumbering procedure for updating data systems or
encountering issues which need to pull in other teams
can damage an analyst’s valuable time.

• Fraudulent/Malicious Users: The spectrum of technical
ability for financial cybercriminals varies widely as
seen across the range of methods used to illegally gain
economically. A comprehensive study on the various
identities of cybercriminals and their practices including
their categories and classes is well described in [37].
The researchers also discuss some of the motivations
of cybercriminals, although it is difficult to classify
each individually. Some of the motives include curiosity,
manipulation, political, ego gratification, notoriety, and
more obviously, financial benefit.

• Genuine Users: Customers, employees, employers, and
any authentic user of a service provided by a corpora-
tion, government or financial institution represent the
body of genuine users. This body of people are also
the victims of financial cybercrime. A study by [36]
analyzed and surveyed victim’s perceptions of Virtual
Property Theft (VPT). They concluded that despite
users’ knowledge and awareness of potential VPT, 23%
still become victims. This shows genuine users are still
susceptible to financial cybercrime as the cybercrimi-
nals have found loopholes in the security of the systems
used, and their ability to manipulate their victims.

• Auditors, Regulators, and Governing Bodies: Law en-
forcement agencies, auditors, and regulators govern
much of the financial landscape where the analysts,
genuine and malicious users operate. The regulators in
the financial cyberspace include central banks, national
data protection commissioners, and national or inter-
national governing bodies like the European Commis-
sion. Auditors are positioned within companies both
internally and externally to give a degree of confidence
for investors and regulators regarding the published
financial accounts. As noted in [92], auditors are in a
position to be targeted using adversarial DL models to
force misclassification of fraudulent accounting entries
by attacking the very models designed for the auditors
to use.

• Data Sources: Data sources and datasets across the
reviewed literature vary between public datasets, which
allow comparative experiments to be performed by fel-
low researchers, and private industry held data which
only allow for replication of the algorithm if it is
provided appropriately. Industrial companies do release
datasets although not all the proprietary information
is there, hindering full research capabilities from the

community. For example, [60] Elliptic’s Bitcoin dataset
on Kaggle has allowed for research to be published from
experiments ran on its dataset, but the columns are not
labeled. The same group [56] published information on
their ALMSim tool which will create synthetic datasets
allowing money laundering research to be completed
and compared across literature. The disadvantage for
all researchers comparing their algorithms against pub-
lic datasets is whether the datasets capture the latest
techniques being deployed by financial cybercriminals
and whether the techniques are truly effective. Thus,
industrial datasets hold much more weight especially
with monetary value being published to back up the
effectiveness of the ML or DL models as seen in [53].
Table 9 displays the datasets suitable for AD with finan-
cial cybercrime, and some publicly available datasets
that were presented in the reviewed literature.

V. CHALLENGES AND FUTURE RESEARCH DIRECTION
Tackling financial cybercrime is not an easy task. Financial
cybercriminals are sophisticated in their methods of attack,
and cunning in their social engineering ability. Although the
research is advancing as seen in this survey, it is an ever-
evolving battle of being in a defensive landscape for cyberse-
curity professionals. Below we highlight the challenges and
potential future research areas to explore.

• Latency Sensitive Applications: Creating practical and
effective machine learning or deep learning techniques
requires not only accuracy in the predictions but also
speed. Particularly in the finance domain customers
expect transactions to be delivered seamlessly to their
respective payees. The ambition of deploying a real-
world application within the industry requires an ability
to update the underlying datasets with response to new
transactions in real-time. [56] Sparse dynamic recom-
putation can improve the performance of algorithms,
and could be seen incorporated into future research in
financial cybercrime.

• Anonymity: The advent of cryptocurrency in combina-
tion with the use of the DarkNet and associated IP mask-
ing tools such as VPNs make the task of identifying
financial cybercriminals difficult. As discussed above,
[63] have modeled methods to detect cryptocurrency
mixing accounts which are key in the obfuscation stage
of laundering cryptocurrency. Key area of investiga-
tion for laundering cryptocurrency is the exit strategy
used by criminals. To be able to convert the cryptocur-
rency into a more favorable FIAT currency a number
of methods exist. These methods include using Dark-
Net marketplace vendors who accept cryptocurrency
transactions in exchange for FIAT currency which will
be transported physically through mail systems. Other
methods include the more commonly used exchanges
such as Coinbase and exchange marketplaces on the
DarkNet such as Hydra for gift cards and vouchers
to be used to purchase tangible goods. [104] Hydra,
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TABLE 9. Financial Cybercrime Datasets

PAPER OR SOURCE DETAILS

[47] Researchers interested in identifying and analyzing cryptocurrency manipulation in social media can access the
dataset that includes Telegram, Twitter, and cryptocurrency market price data.

[58] AMLSim was created by IBM researchers to allow the research community to assess the performance of their
models on synthetically generated data.

[60] One of the leading providers of cryptocurrency compliance solutions, Elliptic, has provided a Bitcoin transaction
dataset. This dataset allows for the classification of already labeled licit and illicit nodes in a graph. The graph is
made of 203,769 nodes and 234,355 edges with 21% of the graph labeled licit and 2% labeled illicit.

[80] Researchers interested in tackling romance fraud can access scripts which scrape data from a public scam list
and dating site. The task is identifying online dating fraud profiles using their accessible profile elements.

[102] ODDS: Outlier Detection DataSets provide a large collection of anomaly detection datasets with ground truth
labels (if present). They have branches of AD datasets including multi-dimensional point datasets, time series
graph datasets for event detection, time series point datasets, and adversarial/attack scenario and security datasets.

[103] For extended assessment on the performance of a newly created GNN, a benchmarking framework has been
created for researchers to evaluate the performance of their GNNs on medium-scale datasets.

a Russian-based DarkNet marketplace, received over
$1.4 billion dollars worth of bitcoin in 2020. In ex-
change for bitcoin, a user will receive prepaid debit
cards, or FIAT currency deposited into a nominated
bank account. The commonality across the methods is
the movement of cryptocurrency from one wallet to
another, thereby logging a traceable transaction in the
blockchain. Identifying these accounts/transactions are
a step in the right direction for combating the methods in
un-masking fraud activity. More specifically, the use of
Group/Graph-based Anomaly Detection is fundamen-
tally necessary to tackle community structures within
networks.

• Robustness and Adversarial Attacks: Creating algo-
rithms designed to combat criminals who purposely
obfuscate their actions requires robustness. This robust-
ness of a model can be identified and measured through
its weaknesses. A challenge of designing a method of
preventing criminal activity is also maintaining it to up-
date along with the criminal activities and sophisticated
techniques. To address this, future research will include
adversarial attacks. These attacks will try and penetrate
the model in an attempt to elude any detection by the
algorithms as seen in the research performed by [92].
Through these tests, weaknesses can be identified and
then addressed through further model experimentation
or re-evaluation of the algorithm in its entirety. Included
in the robustness of a model is its ability to adapt
to changes in both data and feature drifts. These are
common in the financial domain due to changes in
economic trends, the spending habits of customers, and
the introduction of modern technologies.

• Graph Construction: [31] Due to the heterogenic prop-
erties of cryptocurrencies, it is challenging to model
them in a graph form. Ethereum and Bitcoin have dif-
ferent blockchain structures, where Ethereum is capable
of incorporating contracts into their transactions, while
Bitcoin is a simpler transaction method but there are

still multiple ways to represent the nodes and edges for
the graph construction stage. These various forms of
representation require the user to build a specific graph
to capture the transaction information necessary for an
end task such as money laundering or perhaps liquidity
analysis of outstanding contracts on a network.

• Uncertain and Incomplete data at decision time: [31] Fi-
nancial fraud detection methods have to make decisions
based on incomplete and uncertain data. As ground truth
labels are sought through manual review by analysts,
an updated fraud model could be obsolete due to the
delay in the real-time availability of rich incident data.
There is a challenge in having ML systems adapt and
make decisions on incomplete data. For example, in
a typical AML use case, not every observation and
latent relationships are available at decision time. This
makes the algorithm design and evaluation a challenge.
Self-supervision methods have potentially massive im-
pacts on the future of research in tackling financial
cybercrime. Self-supervised graph learning approaches
can allow us to understand and forecast events with
no priors. There is a potential use case by adapting
DeepMind’s traffic prediction that uses advanced graph
neural networks and transforms it for financial networks
to identify malicious users [105].

• Human In the Loop Evaluation: Without ground truth
labels, certain evaluation requires expertise to correctly
identify whether a given transaction is fraud or not. As
seen in [66], a human-in-the-loop method is required
to absolutely determine the outcome of the prediction.
Especially when an accusation of theft or deception has
been cast at a user or customer.

• Regulations: FINRA (Financial Industry Regulatory
Authority) released a white paper [106] discussing the
potential regulatory considerations towards the security
market participants who wish to develop and deploy
AI models. [106] FINRA discuss four key challenges
around model explainability, data integrity, customer
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privacy, and model risk management. With regards to
model explainability, FINRA Rule 3110 (Supervision)
states a requirement for "firms to establish and maintain
a system to supervise the activities of its associated per-
sons that is reasonably designed to achieve compliance
with the applicable securities laws and regulations and
FINRA Rules". This means firms who are deploying AI
models within financial intuitions will seek to under-
stand how outputs are derived, particularly with deep
learning or "black box" models so they are in line with
legal and compliance regulations. Similarly, data bias is
a key discussion point. FINRA Rule 2010 requires firms
to "observe high standards of commercial honor and
just and equitable principles of trade". Data bias can
result in incorrect outputs due to a lack of relevant data,
or skewed subsets of information. Customer privacy is
protected by SEC and GDPR regulations which requires
data controllers and processors to take appropriate steps
to ensure the security of the data is correct and that
customer consent is received for processing particular
tasks. With these various regulatory requirements comes
a phase of building algorithms with "privacy by design"
as an architectural foundation. Explainability is the next
step of algorithm architecture by understanding which
features are key to a model input, and why certain
outputs are calculated. A survey by [107] examined XAI
(explainable artificial intelligence) and its role in the
future of ML and DL.

VI. CONCLUSION
Examining the state-of-the-art algorithms, models, and tech-
niques used to tackle the various facets of financial cy-
bercrime, it can be accepted that it is not a trivial task.
The manner of obfuscation, manipulation, and masking of
behavior creates a difficult job for researchers and industry
to identify, prevent, and detect malicious illegal activity. As
seen in the above literature, group anomaly detection, deep
learning, and graph theory are being combined to identify
networks of malicious actors within overall groups of users
and customers. With large sums of money being extracted
from the financial system, there is a penalty being paid by
the public through increased fees and mistrust of their private
information being held by companies. It can be argued that
financial cybercrime has an impact on our society at a soci-
ological level, particularly in the area of money laundering
and tax evasion. The lack of consequence or retribution for
criminal activity can upset and cause discohesion within a
society’s view of its policing and tax agenda.

The models presented in this review compound the neces-
sity for use of detection techniques based on Graph/Group
based Anomaly Detection to combat financial crime. The
authors accept the challenge particularly in obtaining labeled
datasets, and the expertise required in labeling ground truths
where one is not already available. With the advancement
of cryptocurrency and its deepening entrenchment into the
financial ether, it is not surprising that anti-money laundering

in cryptocurrency research has been initiated. The authors
suspect a closer examination of cryptocurrency and its in-
tegration into the public domain by the respective Revenue
Commissioners and law enforcement authorities of the vary-
ing countries worldwide, resulting in increased output of
research, particularly in the Group/Graph based Anomaly
Detection domain.
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