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Abstract 

Now a days, Remote Sensing (RS) techniques are used for earth observation and for detection of 

soil types with high accuracy and better reliability. This technique provides perspective view of 

spatial and aids in instantaneous measurement of soil’s minerals and its characteristics. There are 

a few challenges that is present in soil classification using image enhancement such as, locating 

and plotting soil boundaries, slopes, hazardous areas and drainage condition, land use, vegetation 

etc… There are some traditional approaches which involves few drawbacks such as, manual 

involvement which results in inaccuracy due to human interference, time consuming, inconsistent 

prediction etc. To overcome these draw backs and to improve the predictive analysis of soil 

characteristics, we propose a Hybrid Deep Learning improved BAT optimization algorithm 

(HDIB) for soil classification using remote sensing hyperspectral features. In HDIB, we propose 

a spontaneous BAT optimization algorithm for feature extraction of both spectral-spatial features 

by choosing pure pixels from the Hyper Spectral (HS) image. Spectral-spatial vector as training 

illustrations is attained by merging spatial and spectral vector by means of priority stacking 

methodology. Then, a recurring Deep Learning (DL) Neural Network (NN) is used for classifying 

the HS images, considering the datasets of Pavia University, Salinas and Tamilnadu Hill Scene, 

which in turn improves the reliability of classification. Finally, the performance of the proposed 

HDIB based soil classifier is compared and analyzed with existing methodologies like Single 

Layer Perceptron (SLP), Convolutional Neural Networks (CNN) and Deep Metric Learning 

(DML) and it shows an improved classification accuracy of 99.87 %, 98.34 % and 99.9 % for 

Tamilnadu Hills dataset, Pavia University and Salinas scene datasets respectively.  

Keywords: HDIB, BAT optimization algorithm, priority stacking approach, recurrent deep 

learning neural network, Convolutional Neural Network, Single Layer Perceptron 

1. Introduction 

Over the past few years, Brazil has become a pioneer in horticulture because of its venture into 

new agrarian crops, upgradation & automation of machinery and excellent endeavors to address 



the problems faced by the agriculturists [1][2]. To proceed with this development, Brazil must 

practice new methodologies for utilizing and overseeing uncultivated land zones. Most changes 

occurring in the soil are moderate and subtle especially when seen in the time span of human life. 

Be that as it may, due to natural calamities, it results in disintegration which brings quantifiable 

changes to the land mass [3]. The progressions are principally in the structure and organization of 

the material and such changes are referred to as 'basic changes'. Soil is the base for each generation 

framework and information on their properties, degree and spatial dispersion is critical before we 

start cultivating any products in that land mass [4]-[7]. More than 90% of world's nourishment 

issues are related to soil. Soil asset stock gives an understanding into the possibilities and constraint 

of soil for its viable use. In soil mapping we can experience stock of various soils, their type and 

nature and it additionally gives data regarding land structure, vegetation. Suitable evidence on the 

type of soils is essential in creating a plan for land use in farming, water system, waste management 

and so on. Standard soil study collates data about soil in an efficient way with respect to their 

degree, constraints and to group them. Satellite remote sensing and GIS methods are the 

procedures which are adequately utilized as of late in deciding the quantitative portrayal of the 

landscape highlights and geomorphologic mapping [8][9].  

Over the years remote sensing [10] has grown as a fundamental tool in soil asset study which helps 

to increase the ideal land utilization plan for economic development at scale running from 

provincial to smaller scale levels [11]. The variables associated with physiographic forms pretty 

much compare to the elements of soil development. Hyperspectral information provides 

procedures such as collinear indicator factors, which is, autonomous from the independent variable, 

and these images also has a disadvantage. To solve this problem, dimensionality reduction 

technique is the standard procedure [12][13]. Partial Least Squares Regression (PLSR) [14][15], 

for instance, extends the information into a low-dimensional space shaped by a lot of symmetrical 

factors with an intention to increase the covariance among indicators and target variable(s). PLSR 

is the most widely recognized multivariate data analysis, albeit different methodologies have 

additionally been applied effectively. Customary techniques for distinguishing and checking of 

salt influenced soils can outline saltiness just up to a limited degree. These techniques are costly, 

tedious and require large number of tests from a region to describe spatial changeability, which 

limits the practice of these techniques for contemplating huge and non-uniform territories [16][17]. 

Different RS images are by and large generally utilized in portrayal and mapping of salt influenced 



soils including ethereal photos, Multi Spectral (MS) and HS remote sensing images. Soil saltiness 

mapping is a troublesome assignment to perform, due to the high impact of different soil physical 

and synthetic properties (for example dampness, surface harshness, natural issue) on soil 

reflectance. Prior to the RS techniques, observing and mapping of salt influenced soils over large 

regions were broadly and effectively attempted utilizing broadband multispectral information [18]. 

Contributions of this paper are that, we propose a Hybrid Deep learning-Improved BAT 

optimization algorithm (HDIB) for soil classification using RS hyperspectral features. Initially, we 

introduce an improved BAT optimization algorithm for feature extraction of both spectral-spatial 

features and removed by choosing physically pure pixels from hyperspectral image, after which 

we are using a priority stacking approach for combining the spectral vector with spatial vector as 

training samples. Thirdly, we have introduced a recurrent deep learning neural network which is 

used to acquire the discerning metric aimed at the cataloguing of hyperspectral images, which 

improves the reliability of classification. Finally, the HDIB algorithm is compared with the other 

existing techniques in terms of classification accuracy. 

The paper is arranged in the following sequence: In part I, we explain overview of soil 

classification using RS. In part II, we discuss the issues of soil classification and RS based on some 

illustrative examples. The analysis of the various issues prevalent in the previous methods and the 

system model design are briefed in section III and it briefs about the proposed algorithm. In part 

IV we have discussed about the performance analysis and the description of the dataset and in part 

V of the paper is used to discuss about the implementation aspects and the results. Finally, section 

VI outlines the major conclusions of this research.  

2. Related works 

Enormous research has been presented in the paper for the soil classification using RS 

hyperspectral features. Some of the latest work has been reviewed below. 

Neto et al. [19] have proposed Artificial Neural Network (ANN) for analysis of soil which have 

been degraded over the times and its recuperation due to gypsum & lime deposits. The examined 

soil was named Oxisol & the parameters which was taken into consideration were: soil porosity, 

soil thickness and soil resistance. The Backpropagation method is the type of ANN which is 



applied in this investigation, which is made out of 2 layers, the center & the output layer, 

considering the supervised training. The system designed has 4 inputs, which are the characteristics 

of the soil. In the center layer, the system consists of 10 neurons and the final layer which is the 

output layer consists of a single neuron, having the capability of analyzing if the soil has 

Recuperated (R), Partially Recuperated (PR) or Not Recuperated (NR). After analysing the 

performance of the ANN, the network was verified to have acquired satisfactory training 

demonstrating low Mean Square Error (MSE) which is used to classify the degraded soils.  

Wu et al. [20] have used the data of Normalized Difference Vegetation Index (NDVI) which was 

considered over an uneven terrain using the LANDSAT images which was devoid of clouds. The 

Landscape indicators like Wetness Index of the Topography, elevation and slope were obtained 

from a computerized map with resolution of upto 30 m. Models with various criteria like pure 

NDVI, pure topography & stratum, NDVI + Stratum and Topography was created. By and large 

Receiver Operating Characteristics (ROC), kappa measurement, and the Area under ROC curve 

(AUC) was analysed to assess classification accuracy. The results were very encouraging and it 

had great impact on the outputs. Amongst all the models which were considered, the model with 

NDVI + Stratum and Topography had the best performance with respect to AUC, Kappa 

Measurement & accuracy of 0.907, 0.918, and 0.975 respectively. The findings will give important 

data to evaluate the nature of biological condition utilizing RS images.  

Bingbo Gao et al. [21] have proposed environmental quality grade techniques that are used for 

mapping or assessing global means, which is basically centered on assessing the connections 

between unsampled areas & the edges that arrange the earth quality grades. These groupings must 

utilize a testing format enhancement technique to disperse extra inspecting units hooked on zones 

with an elevated danger of misclassification. To determine these issues, this exertion gives an extra 

specimen format improvement technique that at first progresses an inaccuracy index by 

constructing a multi-Gaussian prototypical for the unsampled locations which gives the error and 

variances of it which is then used to calculate the threshold assessment probability in the Gaussian 

curve. The regular error records of entire areas in the investigation territory are then customary as 

the detachment capacity of the extra testing format streamlining, and the spatial reenacted 

strengthening is received to acquire the upgraded examining design by limiting the objectivity 

work.  



Ghosh et al. [22] have proposed Neuro-Fuzzy (NF) technique which is a classification-based 

algorithm, that helps in detecting the different soil classes from a large soil database. This 

classification technique is a Fuzzification method that is based on detecting the different soil 

classes by looking into the feature-wise characteristics of the image dataset under investigation. 

The Fuzzification method creates a Membership Matrix whose elements are the inputs to the neural 

network. This technique has been applied to the Forset Covertype, Wilt for soil and Statlog Landsat 

Satellite database. This paper is used to find classify the types of soils using Fuzzification method 

and comparing the results with Support Vector Machine (SVM), K-Nearest Neighbour, Adaptive 

NF Inference system and Radial Basis Function Network (RBFN). Using the NF technique, the 

Accuracy, Recall, Precision, Kappa Statistic, False Positive Rate (FPR), Area Under Curve (AUC), 

F measure, Root Mean Square Error (RMSE), True Positive Rate (TPR) were calculated and the 

proposed NF method has effectively proved its supremacy over the above mentioned 4 algorithms.  

Yang et al. [23] have proposed Minimum Noise Fractions (MNFs) method which is integrated 

with a Fast and Adaptive Bidimensional Empirical Mode Decomposition (FABEMD) to resolve 

the scattered pixel issue while working with the HS images which is created by the atmospheric 

scattering and noise. The paper is based on the Indiana Pine Dataset to increase the characterization 

precision of airborne infrared spectrometer HS images. The MNF + FABEMD breaks down a HS 

image into a few Bidimensional Intrinsic Mode Functions (BIMF) & remnant picture. The initial 

four BIMFs are eliminated & the rest of BIMF’s are used to integrate to create an informative 

image which is then classified using SVM.  

Xue et al. [24] The image classification on HS images has its own challenges because of the usage 

of different types of HS data. As of late, spectral-spatial methodologies were created by together 

dealing with the spectra and spatial data. This paper shows a totally unique methodology from a 

subpixel target location’s viewpoint. It executes in 4 phases - preprocessing phase, a recognition 

stage, that generates subpixel target maps, followed by an iterative phase, that builds up an Iterative 

Constrained Energy Minimization (ICEM) by applying the Gaussian filters to detect the spatial 

data. Finally, the Gaussian filtered images are fed into the BSNE band pictures to reclaim CEM in 

an iterative way. 



Pike et al. [25] have proposed a classification method that is used for detecting the cancerous cells 

from the healthy ones by combining the spectral and spatial data in the HS images. This paper is 

based on the Minimum Spanning Forest (MSF) which in turn uses a band selection method for 

distinguishing the cancerous cells and the healthy cells. A SVM Classifier has been trained to 

create a pixel wise probability map for the cancerous and healthy tissues which is used later to 

calculate for the various band range in the HS data & finally selecting the optimal band after 

calculation. The MSF method is finally used to segment the HS images based on the spatial and 

spectral information.  

Guo et al. [26] proposed a multichannel optical imaging sensor that has expanded usage of HS 

data for RS. For HS data, a training dataset is important for guaranteeing exceptional accuracy. 

Nonetheless, in RS, labelled sample data are difficult to obtain and its often costly. This makes 

Active Learning (AL) a significant method in image analysis. AL symbolizes to effectively 

construct an efficient library dataset that provides more information for classifying the images. A 

spatial-spectral AL technique is created that coordinates spectral and spatial highlights extricated 

from super pixels in an AL system.  

Yu et al. [27] have introduced Hyper Spectral Image Classification (HSIC), in which the 

Background (BKG) is by and large rejected because of the way that getting total information on 

BKG is almost impossible. Tragically, BKG has huge effect on Band Selection (BS) and 

classification. This paper examines the above mentioned two issues and it presents an innovative 

method called Class Signature-Constrained BKG Suppression (CSCBS) to deal with BS in HS 

images, where class signatures might be acquired from the earlier or posteriori information or 

training datasets, besides BKG concealment might be achieved by calculating the inverse of the 

correlation matrix R. The concept of the Linearly Constrained Minimum Variance (LCMV) which 

is developed by constraining the signatures of the class, thereby reducing the effect due to BKG 

thereby increasing the performance of classification.  

Li et al. [28] Due to the huge demand in the Big Data analysis of RS images it is proposed to have 

Large-Scale Remote Sensing Image Retrieval (LSRSIR) which is increasingly used by data 

analysts and researchers. LSRSIR might be separated into 2 classes: Uni-source LSRSIR (US-

LSRSIR) & cross-source LSRSIR (CS-LSRSIR). Moreover, US-LSRSIR implies the RS images 



originated from the same RS information source, whereas, CS-LSRSIR is intended to recover RS 

images from different RS data source. In this paper, a Source-Invariant Deep Hashing 

Convolutional Neural Networks (SIDHCNN) is proposed using various optimization methods and 

this model is constructed using double source RS dataset consisting of around 10, 000 double 

samples in each of these categories.  

3. Problem methodology and system model 

This part explains about the identification of the problem of existing soil classification using RS 

hyperspectral features, followed by the proposed system model. 

3.1 Problem methodology 

Cao et al. [29] have proposed a Deep Metric Learning (DML) neural system which is basically 

used for assigning small distances for the samples which are present in the same class and large 

distances for the samples present in the different classes. The non-linear relationships between the 

samples cannot be captured by the various old metric learning techniques. This paper uses the 

Deep Neural Network (DNN) which is used to learn about metrics which are discriminating for 

classifying HS images. The heaviness regularization is likewise acquainted through break from the 

over-fitting. To improve the classification of the system further, the spectral and spatial data are 

both consolidated together. The most famous learning techniques for example DML neural system 

can viably get familiar with the picture which is mutually unaided and administered route in state 

of marked information is rare. In view of the attribute of HS images, DML could give another plan 

to separating a more grounded enlightening capacity of HS image classification with constrained 

information [30]-[33]. 

Owing to its elevated discriminative capability to categorize besides extricate diverse materials; 

HS imaging has stood in RS to scrutinize the earth surface for various applications such as military, 

mining, atmosphere monitoring, agriculture, etc. Moreover, HS imaging can also be used in 

applications like biomedicine, food security, biometrics, quality control [34]. Soil cataloguing is 

problematic to envisage the soil reflectance by means of physical prototypes besides theories due 

to the probability of quantitative translation of the reflectance spectrum of the multi-mineral is 

quite cumbersome. In addition, the theoretical consequences do not habitually approve with reality 



besides are not lawful for the impost of soil possessions. Hence, we necessitate instituting a new 

technique that is capable to disclose the multifaceted relationships amongst reflectance from 

various minerals present in the soil and exclusively in very large areas [35]. 

3.2 System model - A hybrid deep learning-improved BAT optimization algorithm for soil 

classification using remote sensing hyperspectral features (HDIB) 

To overcome this draw backs, we propose a hybrid deep learning-improved BAT optimization 

algorithm (HDIB) for soil classification using remote sensing hyperspectral features. 

1. In HDIB, first we propose an improved BAT optimization algorithm for feature extraction 

of both spectral-spatial features and removed by picking physically pure pixels from HS 

image.  

2. Second, Spectral-spatial vector as training illustrations is attained by way of merging 

spatial vector with spectral vector by means of precedence assembling methodology. Then, 

a recurrent deep learning neural network is applied to acquire the discerning metric aimed 

at classifying the HS images. 

3. Finally, the performance of proposed HDIB based soil classifier is compared with the 

existing state-of-art techniques with respect to classification precision. 



 

   Fig.1 Proposed HDIB scheme 

 3.3 Feature extraction process using Improved Bat Optimization  

Bat Algorithm (BA) is a metaheuristic methodology which is based on the reverberation vacillating 

activities of bats. Normally the bats analyze and identify their prey using their echolocation 

attributes. Likewise, the hypersensor is used to sense the HS features which is first analyzed and 

later senses the object. So here we are using improved bat optimization technique. For the sake of 

straightforwardness, the subsequent unrealistic guidelines are demarcated: 

1) All bats exploit echo oscillation, besides the dissimilarity amongst prey as well as circumstantial 

barricades are recognized by means of their uniqueness in several enchanted mode;  

2) Bats move arbitrarily by way of velocity iV  at position iP , additionally all bats have a solid 

frequency minf fluctuating wavelength λ in addition to loudness 0A to prey. They might 

perceptively precise the wavelength (otherwise frequency) of their emanated pulses. Moreover, 



bats remain capable to amend the pulse emission rate [ ]1,0∈r based on the type and distance of 

the prey.  

3) Owing to the loudness, here we consider that the loudness variation from a large progressive 

value 0A to a minutest perpetual value minA .  

For effortlessness, the characteristic plus rate arrays for bats remain customary amongst 0 in 

addition to 1, where 0 stances for no pulses at all and 1 stand for the pulse emanation. 

3.3.1 Movement of virtual bats 

Here, for extracting the HS images and to get the pure pixels, we initialize the following parameters. 

To deal with the glitches, the simulated bats remain castoff besides the guidelines that appraise 

new clarifications t
iP besides velocities i

tV  at time phase t rationalized in a multidimensional 

space which are demarcated by the succeeding formulations. 
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3.3.2 Pulse emission and loudness 

The HS image is sensed by the sensor and it is extracted to get the pure pixels. Likewise, the bat 

is searching their prey with help of echolocation attributes, in the course of the penetrating 

progression; bi would emanate pulse with huge loudness besides trivial frequency. Formerly iBA  
has found its prey, the loudness besides frequency could be modernized as trails: 

t
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Where, iBA  is Bat and pulse emission of bats is 1+t
iPu and loudness at time step t is represented in

1+t
iL . There is same value as β and γ .  



3.3.3 Feature selection and extraction 

The customary BA just might be used to resolve various optimization problems like function 

optimization. Nevertheless, in the case of feature selection, some strategies would be familiarized 

to elucidate the crusade of bats in the n-dimensional Boolean framework. In the Bat optimization 

algorithm, we project a binary description of BA for feature selection and the Improved Bat 

Optimization (IBO) algorithm practices a sigmoid utility to constrain the location of bats to only 

binary assessment. 
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Instead of equation (3) the bats position can be updated as following eqn. (7), 
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Where σ ∼ U (0, 1). Consequently, each bit of bats might be constrained to only binary values, 

which might designate the occurrence or nonappearance of the structures. 

 

3.3.4 Fitness function 

The BA exploits a fitness function to replicate the convergence of various classes (signified by 1D ), 

of the consistency feature, besides the dispersion of inter classes (symbolized by 2D ) of dissimilar 

features, which is demarcated as (8).  
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Where, NCQ ,....,2,1= and 2,....,2,1 NCCP = are represented number of texture modules. Nc is the 

number of interclass. ( )QD2  is the intra-class square inaccuracy of the thQ  texture class, ( )PD2

is an inter-class square inaccuracy, mentioned in (9) and (10) 
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Where the number of samples of thQ  texture class is represented as sn . kTe is Texture energy of 

thk Sample of thQ  texture class and qu  its average value sample ( )Pua and ( )Pub  is mean value of 

tha  and thb  samples of texture class and aw  and bw  is total number of samples of tha  and thb

texture class. 

 

The process of improved bat optimization algorithm using feature extraction is represented in 

figure 2.  

3.4 Merging spectral vector through spatial vector by means of priority stacking 

methodology 

For improving the quality of images and combining the multiple classification models, we use the 

priority stacking approach. 

3.4.1 Priority scheduling of spatial vector 

In this technique, the processes are implemented, with the end objective, that the practice having 

utmost noteworthy needed to be executed first. Centered on implementation of each technique, the 

allotment time besides turnaround time is unwavering, for example First Come First Serve (FCFS). 

For each point p on the limit δ , we fixed a square pixel pϕ  with the inside p. Specifically, we 

observe a set of spatial vectors (preparing tests) pixel size with 9 × 9 pixels. 

Calculating the precedence P(p) for each patch, 

( ) ( ) ( )pDpCpP =       (11) 
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Fig.2 Feature extraction process of HS images using improved bat optimization 

Where, C(p) and D(p) are confidence term and data term, which given below: 
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Where ρ is the harmonizing set of objective region ρ , pϕ  is patch area, pψ ,  pn is an unit vector 

orthogonal to borderline δ and it is a spatial vector besides α is regularization parameter. 

If case there is an additional training of the image adjoining the pixel p, C(p) would attain an 

updated value. In precise, the initialization is that C(p) = 0, ∀p ∈ ρ ,  in addition D(p) = -1, ∀p ∈

ρ ,  which ρ  is the objective region. 

Choosing training samples pϕ  with the uppermost priority, in addition filling the patch by 

penetrating the utmost comparable patch after basic image φ . The succeeding equivalence is 

castoff to denote the resemblance amongst two training illustrations, 

( )qpqq d ϕϕϕ
φϕ

,minarg
∈

=      (14) 

Every pixel p′, p′ ∈ pϕ  ∩ ρ , is occupied by conforming pixel in pϕ  besides apprising the 

assurance value with the subsequent eqn (15), 

( ) ( ) ρψ pqpCqC ∈∀= ,      (15) 

3.4.2 Stacking approach 

Stacking is another grouping strategy that is used to link the enormities of a few characterization 

strategies utilizing a meta-classifier. The proposed methodology is exploited, at the principal level 

of grouping. Subsequently, the order of potentials with various component congregations, and the 

consequences of the finest classifier results are stacked using the requisite calculation. In the wake 

of assembling the potential results, basic classifiers are applied to the blend of these results and 

the picture includes in the investigations, stacking techniques are independently applied to each 



level fig.3 and Three stacking methodologies (stacking on the main level, stacking on the 

subsequent level, and stacking on the two levels) and characterization without stacking are looked 

at. We utilized three stacking techniques to join the characterization yields of the single grouping 

models.  

3.5 Classification of HS images using recurrent deep learning neural network 

We propose a novel and a repetitive deep learning neural system architecture for classifying the 

HS images. The outline of the deep learning neural system is given in Fig. 4. It comprises of two 

sections: The intermittent portion removes semantic portrayals from pictures; the deep neural part 

mockups picture/mark affiliation.  

 

 

 

 

 

 

 

Fig.3 Merging spatial vector with spectral vector by means of priority stacking method  

The likelihood of prediction can be registered by the intermittent deep learning neural system. The 

picture, mark and intermittent portrayals are anticipated to a similar low dimensional space to 

demonstrate the picture content relationship. The repetitive deep learning neural system model is 

utilized; at this point ground-breaking portrayal marks the co-event dependence. It grosses the 

embedding of the anticipated mark at every time besides keeps up a masked state to display the 

name on the co-event data. From the probability of the name given, the newly anticipated marks 

can be figured by their advert frameworks with the aggregate of the image and repetitive 
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embedding. The likelihood of a prediction can be acquired as the result of an earlier likelihood of 

each mark given the past names in the expectation way. 

In a characteristic recurring network as shown in Figure 4, categorization by means of length S, 

hidden layer aspect ( )sh  and the output label ( )sY  at the state s ∈ [1, ··· , S] might be described as: 

( ) ( ) ( )( )bhxWhWfhh S
ih

S
hh

s ++= −1      (16) 

( ) ( )( )00 0
bhWfY S

hh
s +=       (17) 

Where, ( )sx  is the s-th input data, ( )sh ,  is the hidden layer unit, ( )sY  embodies the output, ihW ,

hhW ,Who are the revolution matrices amongst ( )sx  in addition ( )sh , ( )1−sh  as well as ( )sh , besides 

( )sY  . hb , 0b are the persistent bias terms, whereas  hf , 0f  are the non-linear stimulation functions. 

The label k is signified as a one-hot vector ke  = [0, . . . 0, 1, 0, . . . , 0], which is 1 at the k-th 

position, and 0 at some other location. The label implanting might be attained by burgeoning the 

one-hot vector with a label entrenching matrix lu .  

klk euW .=         (18) 

The intermittent layer grosses the label embedding of the prophesied label, by nonlinear utilities: 

( ) ( ) ( )( ) ( ) ( ) ( )( )twtrhtrtWtrhto rk ,1,,,10 −=−=     (19) 

Where r (t) besides o (t) are the hidden states in addition to the output of the contemporary layer 

at the time phase t, correspondingly, wk (t) is the label implanting of the t-th label in the prophecy 

track, and ( ).0h and ( ).rh are the non-linear RNN functions. 
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y
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The matrices for repeated deep layer output besides pixel depiction is ( )y
I

y uu ,0 amount of columns 

of yu0  and y
Iu  remain the similar as the label embedding matrix lu . I is the DNN training set, which 



is from priority stack approach representation. Finally, the label marks might be calculated by 

proliferating the reverse of lu beside tx to total the distances amongst tx and every label implanting. 

( ) t
T
l xutS =        (21) 

The label possibility might be computed by means of Softmax normalization. 

 

 

 

 

 

 

 

 

Fig.4 Recurrent deep neural networks classifies the hyperspectral images with help of comparing 

the previous predicted labels and current labels 

4. Performance Analysis 

Our proposed HDIB design is synthesized and simulated in TensorFlow. Initially, we differentiate 

the pure pixels of HS images from spectral-spatial features using the improved bat optimization 

algorithm and further improve the quality of those pixels using spatial vectors as training samples, 

with help of priority stacking approach. We improve the accuracy and classify the HS images with 

help of recurrent DNN. We can use TensorFlow for simulating and compressing the HS images, 

the details of which are shown in Table- 1. The simulation results are compared with the existing 

methods like DML, CNN and S+ LP classifiers. The CNN technique encompasses five stages: the 

full connection layer, the input layer, the max pooling layer, the convolutional layer and the output 

layer. The simulation and synthesis are done by TensorFlow, the performance of the proposed 

HDIB algorithm is also shown in Table-1.  
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4.1 Data set and testing details 

4.1.1 Tamilnadu hills scenes 

The dataset comprises of 145 × 145 pixels with 224 spectral replication bands with wavelength of 

0.4−2.5×10 (−6) m. The investigational groupings accessible for the scrutiny are classified into 

sixteen groupings. The dataset encompasses 10,249 labeled pixels, out of which 9 classes have 

been considered. The training and testing statistics are enumerated in Table 1. The pseudo-color 

map and the RS image are illustrated in Fig. 4. 

4.1.2 Pavia University scene 

The Pavia University dataset is captured by the Reflective Optical System Imaging Spectrometer 

(ROSIS-03) optical radar in a municipal region nearby the University of Pavia in Italy & it consists 

of 115 spectral bands, besides infrared spectra remain enclosed, with wavelength in the range of 

430–860 nm. This HS image comprises of 610 × 340 pixels having a spatial perseverance of 1.3 

m. A total of 42,776 labels, as well as 9 groupings are considered. The training and testing statistics 

are enumerated in Table 2. The pseudo-color map and the RS image are shown in Fig. 5. 

Table.1 Number of Training and Testing Samples for Tamilnadu hills scenes Data Set 

No. Class Training Testing 
1 Grass-pasture 200 793 
2 Grass-trees 200 1,043 
3 Woods 200 1,083 
4 Trapezoidal areas 200 433 
5 Trees 200 20,445 
6 Bare soil 200 4,523 
7 Soybean 200 1,230 
8 Corn 200 2,578 
9 Buildings-Grass-Trees-Drives 200 1,458 

Table.2 Number of Training and Testing Samples for Pavia University scene  

No. Class Training Testing 

1 Asphalt 200 565 



2 Bricks 200 13,900 

3 Metal sheets 200 345 

4 Bare soil 200 7,421 

5 Trees 200 13,445 

6 Gravel 200 8,523 

7 Meadows 200 14,342 

8 Bitumen 200 1,000 

9 Shadows 200 548 

 

4.1.3. Salinas scene  

The Salinas dataset is captured using the AVIRIS radar, apprehending an extent over Salinas 

Valley, California, having a spatial resolution of 3.7 m and the dataset consists of 204 bands. It 

primarily covers soils, vegetation etc…. and there are 16 diverse land varieties. The training and 

testing statistics are itemized in Table 3. The RS image and the outputs with various techniques 

are illustrated in Fig. 5 

Table.3 Number of Training and Testing Samples for salinas dataset 

No. Class Training Testing 
1 Brocoli green weeds 1 200 1809 
2 Brocoli green weeds 2 200 3521 
3 Fallow rough plow 200 1194 
4 Corn senesced green weeds 200 3807 
5 Lettuce romaine 4wk 200 868  200 868 
6 Lettuce romaine 5w 200 1727 
7 Vinyard untrained 200 3379 
8 Grapes untrained 200 11,701 
9 Fallow smooth 200 2478 
10 Fallow 200 1976 
11 Stubble 200 3959 



12 Celery 200 3579 
13 Corn_senesced_green_weeds 200 3278 
14 Lettuce_romaine_6wk 200 916 
15 Lettuce_romaine_7wk 200 1070 
16 Vinyard_vertical_trellis 200 1807 
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 (d) (e) 

Fig. 4 Tamilnadu hills scene (a) input hyper spectral image (b) output of SLP classifier (c) CNN 

classifier (d) DML classifier (e) proposed HDIB classifier  

5. Results and Discussion 

The proposed HDIB is compared with existing methods and it uses three data sets. Fig. 4a shows 

the input HS image of the Tamilnadu hill scene. Fig. 4b-d shows the classification result of existing 

classifiers like SLP, CNN and DML. Fig. 4e shows the classification output of proposed HDIB 



method.  Considering the results, one might perceive that SLP did slightly better than the DML 

besides both approaches have comparable difficulties of misclassification of built-up land and 

agronomic area. The usage of spatial information in addition to homogenization of solitary pixels 

in much enhanced outcomes for the HDIB classifier. 

 

 (a) (b) (c) 

 



 (d) (e) 

Fig. 5 Pavia University scene (a) Three-band color composite image (b) output of SLP classifier 

(c) CNN classifier (d) DML classifier (e) proposed HDIB classifier  

Fig. 5a refers to the HS image from the Pavia University scene data set. Fig. 5b-d shows the 

classification result of existing classifiers like SLP, CNN and DML. Fig. 5e shows the 

classification output of proposed HDIB method. The results validate that the HDIB process is more 

appropriate for the classification of data sets with elevated dimensions.  

 

 (a) (b) (c) 

 

  (d) (e) 

Fig. 6 Salinas scene. (a) Three-band color composite image (b) output of SLP classifier (c) CNN 

classifier (d) DML classifier (e) proposed HDIB classifier  



Dropping of the dimensionality by a profligate besides effectual band reduction process ensued in 

massive computational expense investments. Also, in precise, as majority of the images are 

unruffled of homogenous provinces, restraining the application of spatial information solitary for 

pixels recognized as miscellaneous lessened the computational necessities of the hybrid 

classification. On an average, the projected approach ensued in 5-10% upsurge in classification 

precisions deprived of incurring several momentous computational above. 

Table.4 Accuracy comparison for Tamilnadu hills scene 

Class S+LP CNN DML HDIB (proposed) 

C1 91.21 87.89 95.54 96.34 

C2 91.84 98.3 93.43 94.23 

C3 94.15 99.70 99.76 99.87 

C4 99.70 95.72 96.43 97.55 

C5 92.02 90.54 91.34 92.34 

Table 5 Accuracy comparison for Pavia University scene 

Class S+LP CNN DML HDIB (proposed) 

C1 91.23 78.89 94.23 97.23 

C2 92.33 89.33 97.43 98.34 

C3 92.15 89.70 91.76 93.87 

C4 92.11 95.56 96.34 97.56 

C5 78.02 90.23 93.34 91.45 

 



Table 6 Accuracy comparison for Salinas scene 

Class S+LP CNN DML HDIB (proposed) 

C1 99.23 99.72 99.78 99.913 

C2 93.84 78.46 90.12 98.34 

C3 99.61 99.45 99.56 99.89 

C4 86.98 89.63 90.l4 97.98 

C5 88.90 90.33 91.45 94.39 

From the above criteria, the proposed HDIB provides high accuracy images and better reliability 

of classification. Compared with the existing state-of-art techniques such as CNN, S+LP and DML, 

the proposed HDIB based soil classifier provides higher accuracy. We create a comprehensive 

investigation of two constraints: learning rate µ in addition regularization limitation σ with the 3 

HS data sets. When µ = 10, the accuracy is 39.07%, 67.52% and 62.89% for three datasets. The 

intention is that the huge learning frequency creates the DML network tough to congregate to an 

unwavering state. By way of diminution of µ, the classification accurateness upsurges 

progressively. When µ = 0.1, the uppermost precisions are acquired for the 3 datasets. The motive 

is that a too trivial learning proportion might create the network drop hooked on a limited least 

point. 

6. Conclusion 

We have proposed a hybrid deep learning-improved BAT optimization algorithm (HDIB) for soil 

classification using remote sensing hyperspectral features and we extracted the spectral-spatial 

features by choosing manually pure pixels from HS image and we combined Spectral-spatial 

vector by the help of priority stacking approach. We classified the HS images by using of recurrent 

deep learning neural network also we improved the reliability of classification.  Finally, the 

proposed HDIB classifier results are compared with existing classifiers are S+LP, CNN and DML 

for three different standard datasets. The comparative analysis shows the effectiveness of proposed 



HDIB classifier in terms of accuracy. The accuracy of proposed HDIB classifier is very high 

compared to existing classifiers. Hence, in the future, we will focus on developing multi-class soil 

features classification methods for HS images. 
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AGENT BASED EFFECTIVE RESOURCE ALLOCATION USING CUCKOO AND 
HARMONIC SEARCH (ABACH) 

Abstract:Cloud computing is a necessary component of current technology. It contains a feature called 
Resource Allocation that is worth mentioning. Server and virtual machine (VM) and task consolidation 
are all examples of consolidation issues in cloud computing. Cloud computing is a collection of corporeal 
and virtualized possessions delivered to clients via the internet on a request and pay-per-use basis. Cost 
and makespan are two features that are evaluated in job scheduling and resource allocation. Resource 
distribution and task scheduling must be carefully organised and optimised together in order to obtain 
improved task scheduling performance.  Resource allocation in distributed systems has grown 
increasingly difficult due to these issues. By lowering manufacturing costs and enhancing system 
productivity, group technology has been successfully employed to address resource allocation 
difficulties.Multi-impartial optimization influences scheduling problems in the cloud computing 
environment, but single-objective algorithms are usually used. The algorithms must solve multi-objective 
glitches that differ greatly from single-objective optimization procedures and methodologies. Meta-
heuristic algorithms have consistently demonstrated their ability to solve multi-impartial optimization 
glitches for this purpose. In the proposed method where a innovative approach using a 
uniqueamalgamation of cuckoo and harmonic exploration algorithm which are helpful for a proper 
scheduling of resources. To strengthen the concept of our approach three parameters as makespan time, 
utilization or resources and cost were considered. The obtained results were compared with the state of 
art of the existing tactics which clearly showed that our approach is better. 

Keywords:  Cloud Computing (CC),Cloud Technology (CT),Cuckoo Search Optimization (CSO),Egg 
Laying Radius (ELR),Gravitational Search Algorithm (GSA), Harmony Search Memory 
(HM),Heterogeneous Earliest Finish Time in simulations (HEFT), Hybrid Genetic Algorithm (HGA), 
Hybrid Gravitational Search Algorithm (HGSA),National Institute of Standards and Technology 
(NIST),Virtual Machine (VM). 

1. INTRODUCTION 

‘‘CC is a methodology for providing on-demand networking pool of configurable of 
programmable computational power that can be quickly supplied and released with no administration 
effort or network operator contact.," according to NIST. [1] defines CC as applications transported as 
services over the Internet via data center hardware along with software; the cloud service operating 
systems is thought to as a cloud. CC is an extension of the ICT paradigm in which business applications' 
complex services may be exposed and accessed through the internetCloud computing thus is a SaaS and 
utility computer programme which does not use small sized cloud services, but which is based on 
management virtualization. 

Typically large Data Centers are used to support cloud computing with millions of powerful 
processors. These computer systems can be located in an adapting existing containing all the hardware 
and software of the cloud servers. Data centres can be shared with the owner, from the other hand, which 
can lease cloud services from the service provider facility. The Data Center will therefore accommodate 
as many customers as possible, and will therefore be responsible for a variety of applications. In order to 
do this, virtualization is often used to follow a variety of operating and maintenance issues in the data 
centre, where users are given network technologies rather than physical platforms. 

Virtualization is a powerful cloud computing backend that facilitates high-level scalability, agility 
and cloud computing availability. Cloud infrastructure finances in the cloud computing environment are 
virtualized and supported by several critical support technologies for cloud clients as VMs. The allocation 



of resources for this environment is therefore linked to the infrastructure capacity for the incoming VM's 
(hosts). Server consolidation is usually used in a data centre to maximise the use of physical resources. 
This technique of Resource Management combines VMs with hardware resources. This approach leads to 
multivariate mapping to satisfy a variety of demands, including the number of Processor available, the 
hard disc space required for storing, the physical memory and the network bandwidth assigned. It is a sort 
of allocation of resources aimed at maximizing the use of physical cloud resources. Another way to say 
this is that virtualization technology is the powerful tool used on a cloud platform to manage dynamic 
resources. 

In cloud computing, the problematic of heterogeneity and platform insignificance of 
contributors'requirements can be better managed by encapsulating the service in VM and plotting it to 
each physical server. While CT is extensively acknowledged as a means of providing a variety of 
services, it faces a number of challenges in terms of power consumption, resource management, security, 
big data and service quality. The comparatively high operational costs and electricity consumption of data 
centres are well-known flaws, with significant environmental consequences. With rising energy 
consumption and isessential for high computational power, offering energy efficient resolutions has 
developed one of the top concerns as a result of this deficit. As a result, there is a lot of effort going into 
finding effective ways to strike a compromise between reducing data centre power usage and maintaining 
service performance and quality. 

In order to increase resource efficiency, current resource management systems rarely analyse the 
world security of VM placement. Because applications resource demands shift over time, the existing 
VM-to-physical-node mapping may no longer be appropriate for forthcoming workloads. New blistering 
nodes will emerge in the neighboring future, resulting in new integrative approaches. Resource 
reallocation may be resulting in supplementary overheads such as leisure time, migration time and service 
deterioration. The durability of a VM allocation strategy would be assessed throughout dynamical 
resource conformation. The problem of allocation of resources is an NP-hard problem, that is a sort of 
combinatorial problem. An ecological design algorithm can anticipate an ideal solution in polynomial 
time. 

2. RELATED WORK 

Several scheduling approaches for cloud computing are presented in the literature. Here, we look 
at some of the work that has been done on task scheduling. In CC, Zhu et al. [2] developed a scheduling 
system. They devised bidding value calculation rules for both backward and forward announcement-
bidding stages. They also used an agent-based dynamic scheduling technique called ANGEL to create 
autonomous and periodic activities in clouds. In a virtualized cloud context, this solution addressed the 
challenges of schedulability, priority, scalability, and real time. Despite the fact that this strategy did not 
take into account communication and dispatching durations, it was unable to improve resource utilisation 
rates. Furthermore, among the most difficult difficulties in Clouds is process scheduling, which is the 
difficulty of achieving the participant's QoS while reducing the amount of workflow execution. To solve 
the issues, Alkhanak et al. [3] presented an expense work flow management in CC. The taxonomy group 
organises the cost-conscious key aspects of WFS in cloud technology in aspects of QoS implementation, 
foundation function, and framework design. 

Shi et al. [4] developed an Energy-Efficient Task Scheduling for Time-Constrained Work in 
Local Mobile Clouds. They begin by developing mobile device computational equations. Then, pinpoint 
the problem and devise a probabilistic scheduling method.How to use MCC to enable mobile devices to 
run complicated real-time applications while maintaining great energy efficiency remains a difficult topic 



in mobile cloud computing. To solve the problem,it is created a multi-objective work scheduling system. 
In cloud-based disassembly, Jiang et al. [5] devised a multi-objective method for work development and 
resource distribution. They came up with two goals: shortening the makespan and lowering the total cost. 
The non-conquered sorting GA II was used to resolve the multi-objective problematic. This solution 
proved effective, although it required the most time to execute and increased the system's complexity. 

3. EXISTING WORK 

Multi-objective-Oriented CSOBased Resource SAfor Clouds (MOCSO): The main contribution of 
this approach les at consuming less time and cost to provide an efficient resource allocation algorithm. 
The main advantage of this approach is that when there are more parameters to consider and, in such 
state, also resource allocation is done well.Choudhary et al. [6] offer a HGSA for bi-objective scheduling 
processes that reduces both the makespan and the execution cost. The HGSA outperforms the basic 
GSA, HGA, and HEFT. For tackling the short-term hydrothermal arrangement problem, Nguyen and Vo 
[7] suggest using the Modified CS (MCS) algorithm. The goal of the hydrothermal development problem 
is to diminish the over-all cost of thermal generators while accounting for loading effects, power balance 
constraints, generator operating limits andwater availability. It uses cuckoo search optimization technique. 
The downslope of this approach is that it works for few optimization parameters only. 

An ERM for Prioritized Users In Cloud Environment Using Cuckoo Search Algorithm 
(ERMPUCSA): The positive side of this approach like at an innovative method to allocation the resource 
depending on load. With less computation and exaction time best resource allocation is carried 
out.Zhang.et.al. [8] suggested a cloud-based dynamically heterogeneity aware provisioning system that is 
suitable for DCP in heterogeneity server farms. Here, classification is done first, followed by prediction, 
and then DCP is done. It used cuckoo search algorithm. The negative side of this algorithm is that it 
works for a prescribed datacenter only. 

Power-Aware Resource Reconfiguration Using GA in Cloud Computing (EPMOGA): the success 
point of this approach lies at efficient resource allocation during variable workloads. This approach is 
based on genetic algorithm. The positive side of this approach is that it defined dynamical nature resource 
allocation algorithm. By forecasting future resource bandwidth utilization of scheduled VMs, an energy-
efficient wealth distribution framework [9] is presented to minimize physical node overload occurrence 
for made too many mistakes’ clouds. The most serious issue in cloud computing is energy usage. 
Particularly in the multicore age [10], it gets more significant. Certain approaches for improving 
application SLAs are also discussed, as well as some energy management solutions for specific 
applications: business process and stream processing [11]. The downfall of this approach lies as it is 
limited to work with few objectives. 

MCS for Resource Allocation on Social Internet-of-Things (MCRA):  The main contribution of this 
approach lies at producing an optimal reserveassortment technique. The altered algorithm of cuckoo 
search follows. In SIoT, the authors recognized object-object interaction protocols and architecture. A 
SIoT-based programming tool customs semantic models for the basic/low-level presentation of 
knowledge and production regulations for high-level thought in order for devices from several 
manufacturers to capture their variability[12][13].Its advantages are observed in less time an efficient 
allocation of resources. its pitfall is it works for few parameters only. 

 

 



Author Contribution Methodology Advantage Limitations 

Syed Hamid 
Hussain 

Madni et al. 
[14] 

Less expected 
time for 

completion and 
less cost of 
resources 

CSO 
Best suitable for multi 
objective scheduling of 

resources 

Work only for 
few 

optimization 
features 

Aneena Ann 
Alexander et 

al. [15] 

Allocation of 
resources based 

on load 

Cuckoo search 
algorithm 

Computation and 
execution time are 

minimized  

Limited to 
work with 
only one 
datacenter 

Li Deng et 
al. [16] 

Resource 
allocation for 

variable 
workloads 

Genetic Algorithm  Dynamic nature 
resource allocation 

Does not 
perform well 

with more 
objectives 

Himanshu 
Jindal et al. 

[17] 

An optimal 
resource selection 

technique 

Modified Cuckoo 
search algorithm 

In less time best 
resource allocation 

Limited to few 
parameters 

Table 1: making comparison of existing works 

4. PROPOSED METHOD 

Proposed Algorithm 

1. 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮 ∶ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 
𝐿𝐿𝐿𝐿𝐿𝐿 𝑃𝑃𝑃𝑃 = {𝑃𝑃𝑃𝑃1,𝑃𝑃𝑃𝑃2,𝑃𝑃𝑃𝑃3,… … … … … . .𝑃𝑃𝑃𝑃𝑝𝑝} 
        𝑉𝑉𝑉𝑉 = {𝑉𝑉𝑉𝑉1,𝑉𝑉𝑉𝑉2,𝑉𝑉𝑉𝑉3,… … … … …𝑉𝑉𝑉𝑉𝑞𝑞} 
          𝑇𝑇 = {𝑇𝑇1,𝑇𝑇2,𝑇𝑇3,… … … … …𝑇𝑇𝑚𝑚} 
          𝑡𝑡 = {𝑡𝑡1,𝑡𝑡2,𝑡𝑡3,… … … … … 𝑡𝑡𝑛𝑛} 
𝑃𝑃𝑃𝑃 = 𝑃𝑃ℎ𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑉𝑉𝑉𝑉 =   𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑖𝑖𝑖𝑖𝑖𝑖,𝑇𝑇 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇, 𝑡𝑡 = 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 , 

2. 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑜𝑜𝑜𝑜 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹: 𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑎𝑎𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 
𝐹𝐹𝐹𝐹 = 𝑀𝑀𝑀𝑀𝑀𝑀 [𝛽𝛽1(𝐸𝐸𝐸𝐸) + 𝛽𝛽2(𝑀𝑀𝑀𝑀) + 𝛽𝛽3(𝑀𝑀𝑀𝑀) + 𝛽𝛽4(1 − 𝐶𝐶𝐶𝐶) + (𝑃𝑃)]  

3. Cuckoo search algorithm-based update 
New solution 

𝑺𝑺𝒊𝒊𝑵𝑵𝑵𝑵𝑵𝑵 =  𝑺𝑺𝒊𝒊
(𝒕𝒕+𝟏𝟏) =  𝑺𝑺𝒊𝒊

𝑵𝑵(𝒕𝒕) +  α⊕ 𝑳𝑳𝑳𝑳𝑳𝑳𝑳𝑳(𝒏𝒏) 
4. Harmony search algorithm-based update 

New solution 

𝑺𝑺𝒊𝒊𝑵𝑵𝑵𝑵𝑵𝑵 =  �
𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁 ∈  {𝑆𝑆𝑖𝑖1 , 𝑆𝑆𝑖𝑖2  … … … . . 𝑆𝑆𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻   𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 

𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁 ∈ 𝑆𝑆 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (1 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻)
�  

 
Pitch adjustments are given as  

𝑺𝑺𝒊𝒊𝑵𝑵𝑵𝑵𝑵𝑵 =  �
𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁 ∈  {𝑆𝑆𝑖𝑖1 , 𝑆𝑆𝑖𝑖2  … … … . . 𝑆𝑆𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻   𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 

𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁 ∈ 𝑆𝑆 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (1 −𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻)
� 

 
Pitch adjustments are calculated as  

𝑺𝑺𝒊𝒊𝑵𝑵𝑵𝑵𝑵𝑵 =  �
𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁 ± 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∗ 𝑏𝑏  𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑃𝑃𝑃𝑃𝑃𝑃 
𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁𝑁𝑁 ∈ 𝑆𝑆 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (1 − 𝑃𝑃𝑃𝑃𝑃𝑃)

� 

 
Where 



HMCR (harmony Memory Based Considered Rate), PAR (Pitch Adjusting Rate) 
6. Hybridization  

Solution of both Cuckoo and harmony approach are generated and compared and the best choice is selected 
while which may be either cuckoo or harmony approaches. 

7. Criteria for Termination 
The algorithm only continues once the maximum number of iterations has been completed, and the 
arrangement with the fitness value is picked and determined to be the optimal option for job scheduling. 

Cuckoo search algorithm 

 Optimization comprises a wide variety of areas and applications. Because time, money, and 
resources are all finite, optimization is becoming increasingly vital. Energy-efficient designs and 
sustainable solutions to many work-related issues, for example, necessitate a fundamental shift in 
perspective and design practice. People, from the other hand, seek clever and intelligent things, and 
computational intelligence has emerged as a promising field with far-reaching implications. 

 X.S. Yang and S. Deb expanded the Cuckoo optimisation algorithm in 2009 [18]. Instead of 
simply random isotropical progression, the Cuckoos laying procedure combined with Levy Flight were 
the first signs. Later, the 2011 Cuckoo optimization algorithm was studied in detail by R. Rajabioun [19]. 
This one starts with an initial population like other evolutionary algorithms. The following steps are taken 
with this method. We suppose that there are certain eggs in this population. At first, the host bird will 
keep these eggs alongside its own eggs in other types of bird's nests. Indeed, this lazy bird makes other 
birds play an unintended role in the survival of their generation. A few of the eggs less similar to the eggs 
of the host bird will be identified and destroyed. Cuckoos improve and learn, in fact, to lay eggs more like 
the eggs of the host bird and to know the fake eggs for host birds. More eggs in each area are survived 
and more eggs are survived and this area is given more attention, and this is the variable which the 
Cuckoo optimization algorithm needs to optimize. 

 

Fig1: In the Cuckoo search algorithm, depiction of a nest solution. 

Levy Flights: 

In the long run, Levy flights do have authority to perform a comprehensive investigation near the 
solution, which can then be accompanied by a huge step. In most optimization circumstances, Levy 
flights are said to be utilised to quickly search for a new optimal method [20]. In order to enhance the 
solutions, the left leg is linked with the  values obtained by Levy flights. To move after one option to 
additional, the stage unit, that is considered an optional move, is employed. You can move around in 
search space by making that little step, kth steps, or a large step. These are regulated by Levy flights and 
are coupled to the 0-1 interval, assisting in the selection of the proper step length. 



 

Fig 2: Cuckoo algorithm flowchart  

Pseudo code for CSA [21] 

1: objective function 𝑓𝑓(𝑋𝑋),𝑋𝑋 = (𝑓𝑓(𝑥𝑥1, 𝑥𝑥2, … … … … 𝑥𝑥𝑑𝑑))𝑇𝑇 
2: Createpreliminary population of n host nest 𝑥𝑥𝑖𝑖 (i=1,2,3………. n) 
3: while t<Max_iteration do 
4: Consider a cuckoo randomly by Levy flights 
5: Evaluationof quality𝐹𝐹𝑖𝑖 
6: Select a nest among n (say, j) randomly 
7:  if𝐹𝐹𝑖𝑖>𝐹𝐹𝑗𝑗then 
8:   substitute j with newly obtained solution; 
9:  end if 
10: A fraction (𝑃𝑃𝑎𝑎) of worse nests are uncontrolled and chance for the new one are built; 
11: remain with the best solutions 
12: replace the best solution rank as the first one 
13: End While 
14: verify the results and visualization 



 

Fig 3: Harmony search algorithm 

Harmony Search Algorithm 

In general musicians try various variations of the music batters stored in their memories when 
musicians are composing the harmony. In fact, this search for perfect harmony is similar to the process by 
which optimum solutions are found to technical problems. HS is actually based on harmony 
improvisation's working principles. 

Pseudo code for HSA [22] 
Algorithm: 
1: prepare the harmony memory along with HMS erraticallyproducedresolutions 
2: repeat 
3: follow the steps to get a new solution 
4: ∀variables decisions do 
5: HMCRProbability uses a value of one of the solutions and change the value slightly with 
PARprobability  
6: then use aarbitrary value for with a choice variable 
7: end for 
8: in harmony value replace it with the worst solution with the best one 
9: a new solution is placed in case of worst solution 
10: end if. 
 



5. EXPERIMENTAL SET UP 

This work is indented to measure the real-time performance of the cloud resource scheduling 
algorithms in terms of utilization of cloud resources, cost and makespan time. The standard cloud 
scheduling procedure codes are fetched from [23] and the proposed method is coded using VC++ 
programming language. 

 

Fig 4: The User interface and CGI data 

To communicate with the Common Gateway Interface (CGI), which connects to a leased 
Windows Virtual Private Server from [24], a dedicated User Interface (UI) is built using Visual Studio 
IDE [25]. Standard and proposed cloud resource distribution techniques are configured on the Express 
Windows VPS with dual-core processor, 2GB RAM, 60GB SSD, 50Mbps bandwidth, and Free DNS. The 
performance monitor measures the required performance parameters and sends them to a specific UI 
through CGI. The UI can then save the measured data as a report file and plot the corresponding graphs. 

6. RESULTS AND DISCUSSION 

 The proposed approach carried out three parameters makespan time, utilization and cost with 
respect to three databases especially on NASA, HPC2N and SDSC. Here all the three considered 
parameters were found with respect to the three databases and were compared with existing and proposed 
approach. 

Makespan:Makespan is a method for determining the maximum execution time by computing the total 
completion time of all tasks if they're all assigned. The expectations of cloud users will not be met on 
time if the makespan of a single cloudlet or job is longer than the expectations of cloud users [26]. This 
study shortens the time it takes to map all tasks on virtual machines. 

𝑓𝑓(𝑥𝑥) = max�𝑇𝑇𝑖𝑖       ∀∈ 𝑁𝑁, 𝑖𝑖 = 1,2,3, … … . .𝑚𝑚
𝑚𝑚

𝑖𝑖=1

 

 The term "makespan time" refers to the amount of time it takes to complete a calculation task. 
When compared to existing state-of-the-art methodologies, the obtained values clearly show that the 
proposed method is the best. The higher the value, the shorter the makespan time. 

 



 

Makespan Time [HPC2N] 
No. of cloudlets  MOCSO  ERMPUCSA  EPMOGA  MCRA  ARACH 

200 2044 2793 2729 3008 1676 
400 2391 3318 3189 3568 1970 
600 2805 3798 3588 4136 2331 
800 3246 4289 4017 4662 2633 

1000 3615 4835 4478 5208 2984 
1200 4020 5384 4969 5769 3407 
1400 4429 5886 5445 6422 3734 
1600 4904 6427 5977 6963 4100 
1800 5359 7044 6410 7601 4561 
2000 5818 7577 6914 8247 4958 

Table 2:  Makespan Time for HPC2N dataset

 

Fig 5: Makespan Time graph for SDCS dataset 

 Makespan Time [NASA] 
No. of cloudlets  MOCSO  ERMPUCSA  EPMOGA  MCRA  ARACH 

200 73 79 86 110 72 
400 149 176 141 176 120 
600 230 268 227 286 191 
800 314 344 341 399 277 

1000 401 474 443 521 357 
1200 535 611 544 646 454 
1400 638 747 674 798 564 
1600 782 887 832 960 680 
1800 917 1040 965 1133 803 



2000 1074 1206 1130 1344 929 
Table 3:Makespan Time for NASA dataset 

 
Fig 6: Makespan Time graph for SDCS dataset 

Makespan Time [SDCS] 
No. of 
cloudlets 

 
MOCSO 

 
ERMPUCSA 

 
EPMOGA 

 MCRA  
ARACH 

200 226 350 311 441 160 
400 370 627 583 807 394 
600 617 924 845 1208 552 
800 765 1333 1102 1557 715 

1000 968 1714 1429 2082 914 
1200 1285 2138 1817 2737 1113 
1400 1485 2779 2225 3503 1366 
1600 1819 3471 2834 4481 1630 
1800 2203 4283 3479 5726 1854 
2000 2664 5441 4262 7325 2245 

Table 4:  Makespan Time for SDCS dataset 



 
Fig 7: Makespan Time graph for SDCS dataset 

Cost:Cost refers to the total quantity produced in relation to the number of resources used or utilized, as 
well as the amount which cloud providers get from the cloud users. The true goal obtained by minimizing 
costs for cloud users though increasing gain of income for cloud resource providers through effective 
utilization [27]. Assuming that only the cost of a VM varies from alternative to alternative depending on 
significant VMs’ and time description as defined by cloud service providers. 

𝑓𝑓(𝑦𝑦) =  ∑ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑚𝑚
𝑖𝑖=1 (𝐶𝐶𝑖𝑖 ∗ 𝑇𝑇𝑖𝑖)∀  𝑖𝑖 ∈ 𝑁𝑁, 𝑖𝑖 = 1,2,3, … … . .𝑚𝑚. Where  𝐶𝐶𝑖𝑖  is the  𝑖𝑖𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 𝑇𝑇𝑖𝑖  is 

the 𝑖𝑖𝑡𝑡ℎ resource utilization. 

 When our recommended methodology is applied to three datasets, it is noticed that with less cost, 
more resources are captured, which is extremely obvious when the acquired results of the suggested 
method are compared to the existing state of the art. The less the cost values the better is the approach. 

Cost [HPC2N] 
No. of cloudlets  MOCSO  ERMPUCSA  EPMOGA  MCRA  ARACH 

200 26 32 34 40 18 
400 25 35 34 42 18 
600 27 37 38 45 19 
800 30 41 41 47 21 

1000 33 47 45 53 23 
1200 38 50 50 62 27 
1400 43 58 55 70 29 
1600 51 66 64 78 35 
1800 57 75 73 87 39 
2000 63 86 81 99 43 

Table 5:Cost spent on resources with HPC2N dataset 



 

Fig 8: Cost graph for HPC2N dataset 

 

Cost [NASA] 
No. of cloudlets MOCSO ERMPUCSA EPMOGA MCRA ARACH 

200 0 12 9 27 0 
400 1 19 16 35 0 
600 2 28 23 46 1 
800 3 36 29 53 1 

1000 4 42 36 62 2 
1200 5 49 43 70 2 
1400 6 54 51 77 3 
1600 7 63 57 85 3 
1800 8 70 65 91 4 
2000 9 76 71 100 4 

Table 6: Cost spent on resources with NASA dataset 



 

Fig 9: Cost graph for NASA dataset 

Cost [SDCS] 
No. of cloudlets  MOCSO  ERMPUCSA  EPMOGA  MCRA  ARACH 

200 1 14 9 19 1 
400 3 16 11 22 2 
600 4 18 13 25 3 
800 6 21 16 28 5 

1000 8 24 18 31 6 
1200 10 27 21 35 8 
1400 13 31 24 40 10 
1600 16 35 27 45 12 
1800 19 40 32 51 14 
2000 22 46 36 58 16 

Table 7: Cost spent on resources with SDSCS dataset 



 

Fig 10: Cost graph for SDCS dataset 

Utilization: The total number of resources utilized in data centers is referred to as utilization. The major 
goal is to make efficient use of resources by competent mapping [28]. It aids cloud providers in increasing 
profit and revenue while successfully meeting the needs of cloud consumers. 

𝑓𝑓(𝑧𝑧) =  
∑ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑚𝑚
𝑖𝑖=1 (𝐶𝐶𝑖𝑖 ∗ 𝑇𝑇𝑖𝑖)

max∐ 𝑇𝑇𝑖𝑖       𝑚𝑚
𝑖𝑖=1

 

∀  𝑖𝑖 ∈ 𝑁𝑁, 𝑖𝑖 = 1,2,3, … … . .𝑚𝑚 

When it comes to resource sharing, resource use is crucial. The available resources must be 
effectively divided in this situation. The greater the number, the more resources are being used. Our 
proposed strategy appears to have worked well for the three datasets, with more resources being used as 
evidenced by the obtained findings. 

Utilization [HPC2N] 
No. of 
cloudlets 

 MOCSO  ERMPUCSA  EPMOGA  MCRA  ARACH 

200 10.81 9.1 8.32 8.25 15.28 
400 11.12 9.7 8.61 8.91 14.91 
600 10.97 10.26 8.08 9.49 14.3 
800 11.16 9.07 8.5 9.17 15.29 

1000 11.14 8.69 8.1 9.79 15.5 
1200 10.18 9.28 8.35 8.97 15.58 
1400 10.91 8.63 8.07 8.95 14.2 
1600 10.38 9.37 8.59 8.06 15.4 
1800 10.41 9.53 8.77 8.69 14.5 
2000 11.28 8.53 8.66 9.68 15.37 

Table 8: Utilization of Resources with HP2CN dataset 



 

 

 

 

 

 

Fig 11:  Resources Utilization graph with HPC2N dataset 

Higher values of resource consumption are derived from the table, and the same are mimicked in 
the graph, based on the obtained values. The higher the values, the greater the resource use, and the best 
resource utilisation is shown. When the proposed method's results are compared to the existing state of 
the art, it is evident that we achieved better outcomes. For the three considered data sets HPC2N, NASA 
and SDCS the highest resource utilization values obtained are 15.37, 20.299 and  27.746, and also it is 
clear that for SDCS dataset the resource utilization is high when compared with the remaining two 
considered datasets. 

Utilization [NASA] 
No. of 

cloudlets  MOCSO 
 

ERMPUCSA  EPMOGA  MCRA  ARACH 
200 41.9709 37.555302 44.841202 33.7002 54.2083 
400 35.18554 33.639729 36.945263 28.3279 49.1093 
600 30.39667 25.682405 30.635975 25.4749 45.4748 
800 22.64102 21.163153 24.810719 21.203 38.4235 

1000 18.7536 16.534086 19.099457 16.022 34.5666 
1200 13.72333 12.207283 15.746853 11.3238 31.3136 
1400 9.478241 8.913244 11.879416 9.20593 26.6748 
1600 6.963081 6.314257 10.443508 6.15615 23.5791 
1800 6.261339 4.541913 7.644475 4.84323 21.0689 
2000 4.772063 3.228214 8.86231 3.50739 20.2999 

Table 9: Utilization of resources with NASA dataset 



 
Fig 12:  Resources Utilization graph with NASA dataset 

Utilization [SDCS] 
No. of 
cloudlets 

 MOCSO  ERMPUCSA  EPMOGA  MCRA  ARACH 

200 66.1554 43.171299 58.980099 38.5866 79.9442 
400 56.20223 35.108646 51.086987 33.3457 68.9329 
600 49.74176 31.756483 41.291817 27.77 61.3782 
800 40.86816 27.982384 35.815498 21.3839 51.2146 

1000 31.14937 22.473104 27.43243 16.4403 42.8719 
1200 25.81346 20.469999 22.486555 10.9415 38.2385 
1400 20.41947 15.644387 19.521086 6.04136 33.5171 
1600 16.76032 15.442533 14.66276 6.28281 28.2837 
1800 15.33714 12.214144 13.700529 3.87673 26.6223 
2000 13.4399 12.188146 12.859795 3.87511 27.746 

Table 10: Utilization  on resources with  SDCS dataset 

 

Fig 13:  Resources Utilization graph with SDCS dataset 



7. CONCLUSION 

The proposed approach, which is based on three metrics, namely makespan time, resource usage, 
and cost spent for resource allocation in the defined simulation environment, was tested on three datasets: 
NASA, SDCS, and HPC2N. When the suggested methods' findings were compared to the state of the art 
of existing methods, it was discovered that the proposed methods produced better values for the 
parameters under consideration. In the future, we'd like to expand our technique which could work well 
with almost all dataset by including additional parameters and work with dynamical changeable loads, 
and we'd like to propose a permanent solution in this regard using trending technologies. 
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 ENHANCING EFFORT ESTIMATION IN GLOBAL SOFTWARE DEVELOPMENT 

USING NEURO-FUZZY DEEP LEARNING NEURAL NETWORKS (NFDLN) 

 
Abstract:For the successful project planning and management in global software development 
(GSD), the major issues are cost estimation and effort allocation. The focus of research 
investigations are to provide timely estimation of the probable software development for 
enabling the industries to deliver software and in a cost effective manner meeting time deadlines. 
The researchers worked with various models and algorithms for the GSD 
projects to punctiliously predict the cost. The global industry is also increasingly producing its 
products through a diversity of scientific, engineering, technical and managerial teams 
worldwide. The approximate size of the software is traditionally used to measure software costs 
and schedules. Advanced estimation methods take into account a variety of variables such as the 
project's purpose, available personnel expertise, time constraints, efficiency constraints, 
technology requirements, and so on. Typically, estimation is based on a model developed with 
the assistance of experienced workers. Estimating software costs is critical since it entails a 
significant financial and strategic commitment. However, accurate estimation remains a 
challenge due to the fact that the computational models used for software project management 
and estimation do not account for the true dynamic nature of software development. To address 
the complexity and versatility associated with the cost drivers. To achieve at optimized cost 
factors, we used the cuckoo algorithm in our model. Our proposed model NFDLN (Neuro Fuzzy 
Deep Learning Neural Network) gives highly accurate effort estimation results when compared 
with actual cost. The accuracy of the effort prediction in software cost approximation was 
validated by the parameters Magnitude of Relative Error (MRE), Balanced Relative Error (BRE) 
and prediction interval. Our proposed model results are better than the state of the art methods. 
 

Keywords:Global Software Development (GSD), Effort estimation, Lines of Code (LOC), 
Software Project Management (SPM). Neuro-Fuzzy Algorithmic (NFA), Artificial Neural 
Network (ANN) 

 

1. INTRODUCTION: 

 One of the most challenging aspects of the project is software estimating. For decades, 
project managers have struggled to assess the work, cost, and duration of initiatives needed to set 
schedules and budgets. The challenge is estimating those metrics early in the project lifecycle 
when the limits of each industry must be determined, and there is significant ambiguity about the 
ultimate product's functions [1]. Limited awareness of potential contributing factors and dangers, 
management or client pressure, older software approximation methodologies relying 
onprofessional opinion can all lead to inaccurate then often over-optimistic projections. 
Consequently, this may significantly affect completing projects on time, budget, and adequate 



standard [2] [3]. Despite continual improvements in project and software development processes, 
recent surveys show that only one-third of ventures succeed[4] 

For the rest, either a cost or time overrun happens, or the product fails to satisfy the customer's 
expectations, leading to project termination. Although widespread adoption of an agile method to 
software development has slowed the previously indicated trend, the project failure rate remains 
high. Despite frequently chastised researchers[4] by the Standish Group, which is primarily 
aimed at blocking access to assess data and limiting research to American companies, the project 
success problem is real. It is seen by construction companies daily[5]. The description of 
McKinsey fits many IT jobs and therefore makes further use of GSD [39] many software 
features can be offshore for the software. 

Sahay states that global development remains unexamined mainly in the empirical context. New 
organizational patterns develop, and contemporary political problems encounter rapid economic 
growth in formerly stagnant areas that still live alongside the newly prosperous populations. 
GSD has become a powerful economically and technologically powerful force in this context. 
The US, UK, Australia, Western Europe, and Korea are major outsourcing customers. The 
United States has consumed 5,5 trillion dollars in 2000 and about 17,6 trillion dollars by 2005. 
Indiaalone is estimated to reach 90 billion dollars by 2010[6]. In Ireland, India, and Israel, major 
'Tech nopoles' emerged to emerge sources in Russia, the Philippines, and China[7]. 

Software is available all around us. Software plays a crucial role in operating everything 
from kitchen devices to aircraft in the contemporary world of technology. The development of 
all this source code is now a genuinely global sector. Computers were born about 60 years ago as 
an international sector and are now a global enterprise that is growing exponentially, scope and 
geography. This global industry is also increasingly producing its products through a diversity of 
scientific, engineering, technician, and manager teams worldwide. GSD provides a detailed 
approach to GSD management and discusses current trends and their future implications. There 
will be a variety of options and the repercussions of each one. The available supply models run 
from completely internally to predominantly externalized or offshore. This leads to a debate on 
the global development of software and its variants. A particular focus will be put on 
understanding the evolution of this phenomenon and the definition of its core features. Since the 
software is a global business, companies, countries, and cultures have a great deal of interplay. 
These aspects will be described, and the patterns of technology transfer will be examined 
between the countries involved in global software development. These exchanges led to the 
establishment of widespread practices used in GSD and offshore commitments. A detailed 
description of these practices provides a practical guide on managing offshore projects and is 
open to anyone who is confronted with this challenge.The major reasons for this are a shortage 
of hard and soft expertise in teams, a lack of coordination between stakeholders[8], and 
inappropriate assessment and planning of the projects[9]. Because once a budget and timetable 
are defined, it may not be possible to change them due to costs surpassing benefits or a lack of a 
competitor time to market, precise predicting of effort and timeframe necessary to implement 
software package at the initial stage markedly increases the chances of project completion. As a 
result, there may be a reduction in capabilities or even lost opportunities due to this. 



 To assure quality and monitor the same way that on-site inspectors function in the 
physical structures of companies, testing firms will emerge. These companies will undertake on-
site spot checks, coding standards, code audits, safety tests, and integration tests.As indicated by 
the increasing expansion in demand for high-quality software and expanding investments in 
software projects, project management is one of the most important markets in the world. The 
median company spends 4% to 5% of its turnover on computer technology, with more new 
businesses, such as banking and telecommunications companies, paying more than 10% [10].In 
project management, predicting the expense of a software system is a critical task. Cost 
overestimation and underestimation can both be problematic for a business. Overestimation, for 
example, can lead to a corporation losing contracts or spending billions, whereas underestimation 
can lead to low quality, delayed, or incomplete software systems. The cost of software is 
determined mainly by effort [11]. As a result, models for forecasting software expenses can be 
utilized as decision support tools, allowing researchers to investigate the impact of specific 
requirements and development team characteristics on the payment of a project under 
development. A rapidly evolving market needs software products with ever-increasing 
capability, reliability, and performance. 

Furthermore, to remain competitive, senior managers are increasingly demanding that IT teams 
produce more quality and functionality with fewer resources than ever before [12]. In 
conjunction with the growing complexity of software, the global trend towards the transfer of 
development from individual contract workers to dispersed projects has resulted in a confident 
basis [40]for making or purchase decisions for software companies.  

Software engineers ultimately need to strive to achieve all these goals by using remarkable 
advances in rapidly changing (and often immature) technology.Cuckoo algorithm used in 
software effort estimation also play an important role [41][42][43] 

2. RELATED WORK 

 The use of effort estimating Data is becoming more popular, particularly in the corporate 
world. Recently, there has been a significant change in the business sector that necessitates 
precise effort assessment to get better results early in the project lifecycle and avoid failure. 
Estimating the cost and effort of software development is an essential issue for SPM. Predicting 
software development effort is a key and crucial challenge for any complicated and huge 
software industry's effective administration. As a result, estimating effort has become 
increasingly critical [13]. Understanding the current hypothesis around GSD, it is informative to 
step back a bit and take a glance at how technological developments have occurred over the long 
term. We must remember that for hundreds of years, the international economy has been with us. 
GSD differentiates from the old form of trade by semi-connected communications, which were 
impossible over the centuries. The natural state of trade between GSD countries has been there 
for ages, however. Although communications were not immediate, technical matters were the 
subject of a "dialogue" between countries. Chinese paper was published in China a thousand 
years ago, and in China, Iranian windmills became known. In India, the first cotton textiles were 
developed, but the whirling wheel was transported to India from Iran.Furthermore, estimates for 
any program are to save money by maintaining a competitive balance between software quality 



and cost while also considering the relevance of profit. Avoiding project abortion and restarts is 
another crucial part of project management [14]. 

Effort Estimation of GSD objectives: 

• Benchmarking in projects: The effort estimating approach should allow for software 
project benchmarking in progression effort and productivity. Comparing software project 
economic output and exertion between different companies is now very important, in the 
context of fast-growing global development, to enable us to make a decision and 
select/manage software providers. 

• Change in management: The cost estimate strategy should be straightforward to reapply 
during the software development cycle to facilitate the management of changes in the 
project scope, including changes in the (non-)functional software requirements. 

• Improvement in the process:The effort estimating approach should aid in the 
comprehension and enhancement of development processes involving effort and 
productivity. 

• Improving productivity:The effort estimating approach should help identify the aspects 
that have the most impact on development productivity. At least, in the long run, 
achieving objectives usually entails increasing productivity; nevertheless, productivity 
can be increased without improving related procedures, for example, by conveying more 
capable individuals to the project rather than enlightening training developments. 

• Managing risk in projects: The method for estimating work should help with project 
risk management. This involves the bidirectional incorporation of effort estimate and risk 
management, in which effort approximation uses risk management's outputs and gives 
hazard management with input. Furthermore, the technique should address estimated 
uncertainty explicitly. 

• Managing project overhead: The management overhead, or the expense of adopting 
and keeping an estimation approach, should be as low as possible. 

• Project cost negotiation: In computer procurement, the effort estimating approach 
should help the communication and conflict resolution process between the players 
involved. 

• Tracking and planning of projects: By delivering accurate and trustworthy projections 
at multiple levels of project granularity, the effort estimating approach should enable 
good project planning. Depending on the project type, there are two main approaches to 
project planning. In the form of total projects, effort estimation of GSD is the foundation 
for software planning capability. In the setting of repaired projects, effort estimate serves 
as a foundation for scheduling and budgeting software projects. 
 

3. EXISTING METHODS: 
 
EEDANN:Easy way of comparisons was discovered. Estimation of effort quickly is the 
advantage. The main methodology used in this approach is MATLAB 10 NN Tool.[15] used a 2-
2-1 architecture back-propagation ANN on a NASA dataset with 18 projects. The input was 
KDLOC, and the Output was development approach and effort. He received an MMRE score of 



11.78. [16] utilized the MATLAB NN toolbox to predict effort. He had employed Lopez-
recommended Martin's dataset, which comprises 41 project data. He used the DC, MC, and LOC 
as inputs to create a 3-3-1 neural network. The only outcome was development time.Being 
domain-specific is the drawback of this approach. 
EEEAM:The main contributory approach of this method is reduced measure and effort 
estimation of GSD.It uses IEAM-RP Methodology. The advantages of this approach lie in 
managing the diversity preservation and capabilities of convergence speed. Because of their 
population-based search strategy, nature-inspired algorithms were shown to be more suitable for 
tackling software cost estimates challenges. In recent years, many nature-inspired methods have 
been proposed for the cost assessment of software projects. [17] proposed a memetic approach 
for estimating software costs. In [18], IEAM-RP is also used to calculate the modularity value. In 
this study, IEAM-RP is used to tune the Sheta model's parameters (a, b, c, d) for which MRE and 
MMRE are optimized over current models. For evaluating software development efforts, the 
authors of [19] proposed a genetic algorithm-based parameter tuning strategy for the COCOMO 
II model. One of the evolutionary algorithms used to address single-objective optimization 
problems is the IEAM-RP [20].Limited to only two parameters is the only pitfall of this Model. 
 
 

Author Contribution Methodology Advantage Limitations 
Jagannath S 
et al. [21] 

(EEDANN) 

An easy, effective way of 
comparisons 

MATLAB10 NN 
Tool 

A moderate value 
effort estimation 

of GSD 

Domain-
specific 

Tribhuvan S 
et al. [22] 
(EEEAM) 

Reduced Measure and 
effort estimation of GSD 

IEAM-RP 

Diversity 
preservation and 

convergence 
speed 

capabilities 

Limited to 
only two 

parameters 

Y Amelia E 
et al. [23] 

BAT 

The effort estimation of 
GSD produces values 
having more closer to 

actual effort for a given 
dataset  

BAT Algorithm 
The smallest 

MMRE values 
are generated 

A bit time-
consuming 

process 

Przemyslaw 
P et al. [24] 

EML 

Provides a quick decision 
support tool SVM,MLP,GLM 

Results are 
accurate 

The accuracy 
of the method 

needs to be 
validated 

P Rajwani 
et al. [25] 
MLFNNBP 

Better effort estimation of 
GSD results MLFFNN 

Better Results 
and accurate 
forecast for 

effort estimation 
of GSD 

It does not 
work for 

determining 
the 

uncertainty 
 

Table 1: compares all the existing methods. 



 
BAT: Obtaining effort estimation of GSD values of software values which are very nearly the 
same as the values obtained from a project. A new BAT algorithm is used—calculation of very 
minimal MMRE values. COCOMO model optimization strategies include neural networks and 
fuzzy logic [26]. To solve the problem, a multi-layer Neural Network with feed-forward and 
back-propagation is commonly used. Only the hidden layer utilizes a sigmoidal activation 
function, while the output layer utilizes a linear process. The NASA dataset was also used to test 
this Model. In 1981, Boehm published COCOMO [27], a research paper describing the effort 
and schedule estimation model. COCOMO became one of the most prominent estimating models 
in the 1980s as a result of Boehm's publication. In the year 2000, Boehm created COCOMO II, a 
fresh approach to COCOMO. This new technique is superior to COCOMO since cost drivers 
have been improved, and COCOMO II is also more accurate in resolving software project 
estimates issues. The negative side of this approach is that it shows the project is taking a bit of a 
time-consuming process. 
EML:Provides a successful support tool that helps make quick decisions. Some of the popular 
Machine Learning Algorithms such as SVM, MLP, GLM is used. [28]The MMER,MBRE, and 
MAR are still extensively employed by academics as evaluation standards to compare outcomes. 
Furthermore, to prevent the overfitting of ML models, a k-fold cross-validation approach is used 
for validation.Aside from the many strategies available, such as deletion,imputation, and their 
application, rely on the dataset, according to [29]. The obtained results are accurate, which is the 
main plus point to be considered. Obtained results accuracy needs to be validated. 

MLFNNBP:This approach is famous in estimation efforts better compared to the existing 
methods. It used the MLFFNN methodology. Because of its ease of use and ability to measure 
effort in person-months for a project at multiple junctures, [30] is one of the most widely used 
empirical cost modeling methods in the software industry. [31] experimented with using ANN to 
estimate software effort. ANN training is essentially a nonlinear least-squares problem that can 
be tackled using typical nonlinear least-squares approaches. [32] is now in use. The hidden layer 
uses a tangent sigmoid transfer function, while the output layer uses a linear one.Accurate results 
and forecasts are obtained. Its drawback lies in uncertainty determination. 

4. PROPOSED METHOD 

Our proposed method uses two algorithms, the cuckoo algorithm, and the Neuro-fuzzy 
algorithm, for effort estimation of GSD. 
Cuckoo algorithm: 

Start 

Step 1. Initialize 
initialize the generation counter𝐺𝐺=1and the detection rate𝑝𝑝𝑎𝑎; initialize the 
population𝑃𝑃of𝑛𝑛host nests arbitrarily. 

Step 2. While𝐺𝐺<𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 do 
all cuckoos are sorted. 
Arbitrarily choice a cuckoo𝑖𝑖and contrivance Levy flights to substitute its resolution.  
Appraise its fitness𝐹𝐹𝑖𝑖. 
Arbitrarily pick another nest𝑗𝑗. 



if(𝐹𝐹𝑖𝑖<𝐹𝐹𝑗𝑗) 
Substitute j by the new resolution. 
end if 
Arbitrarily produce a fraction (𝑝𝑝𝑎𝑎)of new nests and substitute the inferior nests. 
Retain the most delicate nests.  
Categorize the population and discover the best cuckoo for this cohort.  
Pass the existing best to the following generation. 
𝐺𝐺=𝐺𝐺+1. 

Step 3. end while 
End. 
 
Neuro-fuzzy algorithm for effort estimation of GSD 
 

 

 

 

 

 

Figure 1. NFA Model for estimation 

 
Here 

ARF is AdjustableFactor Rating 
FM is Numerical Factor  
Mo is Output based Metric. 
M is No. of another Algorithmic variable in the Model 
N is the No. offactors helping for contribution 
NFB is the Neuro based Fuzzy Bank, 
RF helps rate the factor 
V is Algorithmic Model input, 

Neuro-Fuzzy Algorithm(NFA) 

Step 1: receive and adjust contribution factors rating as input 
Step 2: calculate membership values for every fuzzy rule (I,k) 
Step 3” calculate the firing strength for every fuzzy rule (I,k) 
Step 4: calculate the summation for all firing strengths 
Step 5: normalize the firing strength for every fuzzy rule. 
Step 6: calculate the reasoning result for each fuzzy rule (I,k) 
Step 7: compute the final reasoning result for all the proposed rules 
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Figure 2. Neuro-Fuzzy Algorithmic (NFA) Tool for Estimation 

Activation function used  

𝑶𝑶𝑵𝑵
𝒊𝒊 = 𝝁𝝁𝑹𝑹𝑹𝑹𝑵𝑵  (𝑨𝑨𝑨𝑨𝑨𝑨𝒊𝒊)   

 

There will be a common front-end GUI, back-end database, and training algorithm.  Various 
types of estimation will be simple plug-in of algorithmic models to the NFA engine, and the 
effort for additional extension will be small. 
 

• GUI Front-End: Two implementations are available for the GUI front end. Figure 1 
initializes the PNFIS on the first screen. The user can change the definition of interdependence 
from different contributing factors based on predefined defaults. The second display uses the 
pattern of the algorithm. The user is able to enter factor values and give other inputs to the 
Model. The Output of the GUI is a set of the NFA-motor model outputs. 

 
• NFA Engine: The NFA motor is NFA Tool's brain. The NFB, as is shown in the above 
figure, is implemented. 
  

Database:The database includes appreciated Data for comparison of actual and estimated 
data. Comparison is aimed at training the NFA motor and improving it. The project data 
is included in the algorithmic Model and grows with the user's collected local project 
data. For various project data points, different weights can be assigned in the NFA engine 
training. Also included in the database are parameter values of different ratings. A set of 
failures, PNFIS (Pre-Processing Neuro-Fuzzy Inference System) overwritten values or 
values can be included in the values of the parameter as the NFA engine matures. 
 

• Training Algorithm:If the engine is to be perpetually strengthened, the learning 
algorithm is essential. A simple MMRE mechanism is used to evolve the parameters with project 
data. The factor ratings in the parameters are monotonous. 
5. EXPERIMENTAL SETUP: 

GUI NFA Engine

Database

Training 
Algorithm

Algorithmic
Model



NASA dataset from Link [33] is used to evaluate the Proposed NFDLNN method. 
Dataset is divided into ten equal segments, and the benchmark parameters such as BRE, MRE, 
PI, MBRE, and MMRE are measured. An exclusive User Interface (UI) is designed using Visual 
Studio IDE [34] to evaluate the proposed method and generate the report file based on the 
observed results. The UI uses Operations Research SDK Tools (OR-Tools) [35] to perform 
standard and customized processes for calculating the benchmark parameters. The dataset input 
is accessed in ARFF [36] format, and the report file is generated in CSV [37] format.   

6. RESULTS AND DISCUSSION 

 The parameters considered to show the strength of the proposed method are MRE, 
BRE,PI. 

The magnitude ofRelative Error (MRE):The average of MRE across a set of n observations is 
MMRE. MMRE can be expressed mathematically as follows: it is denoted as  

𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖  = |𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸|
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

 

MRE 

% Of Data MRE 

10 3.22 

20 3.32 

30 3.25 

40 3.05 

50 3.4 

60 3.03 

70 3.44 

80 3.62 

90 3.35 

100 3.61 
 

Table 2: Showing obtained MRE values from the proposed method concerning % of data 
 

Where MMRE  

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
1
𝑁𝑁
�𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖

𝑁𝑁

1

 

MMRE 

EEDANN EEEAM BAT EML MLFNNBP NFDNLL 

4.98 18.84 34.25 17 14.48 3.33 
 



Table 3: MMRE values obtained from the existing and proposed methods 

 
Figure 3: MMRE values for various existing methods along with the proposed method concerning the 

percentage of Data considered  

Balanced Relative Error (BRE):Lesser the BRE values indicate the stability of a system in 
prediction; from the above values, it is clear that the proposed method BRE values are much less 
compared with the state of the art of the existing approaches. It is defined as 
𝐵𝐵𝐵𝐵𝐵𝐵 =  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑒𝑒𝑒𝑒𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓−𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 min(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒−𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒)
Mean of BRE is termed as MBRE 

 

BRE 

% Of Data BRE 
10 0.1253 

20 0.1305 

30 0.1316 

40 0.1347 

50 0.1269 

60 0.1342 

70 0.1332 

80 0.1251 

90 0.1263 

100 0.1348 
 

Table 4: Showing obtained BRE values from the proposed method with respect to % of data 
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Figure 4: showing the obtained BRE values vs. % of data from the proposed method  

 
 
 

MBRE 

EEDANN EML NFDNLL 

0.16 0.2 0.13 
 

Table 5: MBRE values obtained from the existing and proposed methods 
 
 

 
Figure 5:Obtained MBRE values for various methods with respect to the percentage of considered Data 

Prediction Interval (PI):The prediction interval denotes the time period between one parameter 
and the next; the smaller the gap, the more useful the method. It is defined as  
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𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

1 − 𝐵𝐵𝐵𝐵𝐵𝐵
             𝐵𝐵𝐵𝐵𝐵𝐵 ≤ 0

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (1 + 𝐵𝐵𝐵𝐵𝐵𝐵),    𝐵𝐵𝐵𝐵𝐵𝐵 > 0
� 

 
PI 

% Of Data PI 
10 75.14 
20 75.73 
30 73.56 
40 73.52 
50 74.1 
60 75.22 
70 74.05 
80 74.6 
90 75.03 
100 73.81 

 
Table 6: Showing obtained PI values from the proposed method concerning % of data 

It is evident from the acquired values that almost all existing and suggested methods are 
operating in parallel with the identical values, causing all associated methods graphs to be 
superimposed over each other. Its mean values are obtained by averaging all the PI values 
obtained for a different amount of data collection. This implies that PI still needs to be improved. 
 
 

 
Figure 4: Obtained PI values from the proposed method concerning % of data  

 
 

MPI 

72

72.5

73

73.5

74

74.5

75

75.5

76

1 2 3 4 5 6 7 8 9 10

PI

% of data 



EEDANN EEEAM EML NFDNLL 
70 72.42 69 74.48 

 
Table 7: MPI values obtained from the existing and proposed methods 

 

 
Figure 4:Predition Interval values obtained for various methods concerning the percentage of considered 

Data 
7. CONCLUSION 

 We proposed a new method for estimating GSD effort based on Neuro Fuzzy deep 
learning Logic and  a combination of Cuckoo search in our technique, which helps to improve 
the efficiency of the global software development effort.The obtained results were further refined 
with the deep learning approach which is used in the proposed method. As of total their 
parameters were considered with means as MMRE, BRE, PI. The obtained values from the 
proposed method seem to be novel as 3.33, 0.13, 74.48, ( average values obtained from the table 
2,4,6) on NASA dataset the parameters were calculated by considered parameters over 
percentage of data. The lower MMRE and BRE values indicates that this method is more 
accurate and stable than the existing methods. The obtained results are satisfactory when 
compared with the state of  the art methods. We plan to expand our specific method by adding 
more parameters that will help us calculate GSD's more accurate effort in the future
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Hybrid Fuzzy C-Means Clustering Segmentation of Tumor Region from 
MRI Images 
 
 
Abstract - In medical diagnosis, brain tumor identification and evaluation is important. The proposed 
study focuses on segmenting anomalies in MR DICOM axial brain slices, since that format has the 
advantage of preserving broad metadata. The axial parts suppose a symmetric line of symmetry (LOS) 
is the left and the right portion of the brain. A semi-automatic device has been built in the sense of a 
DICOM analysis to mine both usual and abnormal structures from each MR slice. In this paper we 
suggest an algorithm for identification of human brain tumors in magnetic imaging (MRI) that 
contains a Kernel Fuzzy C Means (KFCM). This procedure mainly removes the color, texture and 
place characteristics of each pixel by choosing the required color space depending on the grey image 
strength. Secondly, updated membership will be calculated using a fuzzy C-means (FCM) Algorithm 
in the cluster centroid to cluster data points and, final, the kernel FCM clustering algorithm is used to 
detect the tumors location by updating its membership function obtained on the basis of the various 
features of the tumor image, including Contrast, Energy, Homogeneity and Correlation. The 
simulation results demonstrate that the algorithm proposed is able to better detect abnormal and 
normal tissue with less grey strength detachment in the human brain. 

Keywords: DICOM processing, MR brain segmentation, fuzzy clustering, feature extraction, gray 
level intensity, Region Description. 

1. INTRODUCTION 

Digital image processing (DIP) is an emerging field of biological science such as tumor identification, 
recognition, disease detection, and essential parts of the human body. The automated detection of 
tumors is an important aspect of the medical science [1]. The human body consists of multiple cell 
types of which the brain (also the body's transformer) performs quite a important role. The brain is the 
most essential part of our nervous system [2]. In comparison, it is the central nervous human system 
kernel. 

Increased diagnostic significance is provided by standard Digital Imaging and Medical 
Communications (DICOM) image formats. MR imaging systems that cooperate with DICOM 
conform to a particular standard on digital medical image archiving and correspondence. DICOM 
(.dcm) files contain metadata, such as patient analysis, settings of equipment and the mode of image 
attributes, scale, bit depth and measurements. A regular number of tags is grouped into the DICOM 
header object. These are grouped into categories including image pixels, the image plane, MR/CT 
image and patient information [3,4]. These are listed as patient information. Based on data elements 
across each class, the size of this header varies. For instance: the picture plane system takes several 
key parameters including slice location, slice position and pixel distance. The spatial relation between 
the slices is determined from these parameters. DICOM enables the development of private tags that 
identify open data elements in the created application. Different imagery modes store DICOM digital 
files, and have higher amounts of metadata than other formats. DICOM offers harmonization, which 
thoroughly analyses the research patient and is compatible with several trade tools [5]. 

The abnormal growth of the tissue or central spinal cord can interrupt the brain's proper function. 
Brain cancer death rates for the USA are 12,674 per year, 1106 per month, 254 per week, and 34 per 
day, according to the National Cancer Institute Statistics (NCIS) survey. It indicates that the detection 
of brain tumors at advanced stages is very important to saving lives [6]. Though, very high speed and 
precision can be used for tumor detection processes. This can only be achieved by the use of MR 
images and suspect regions are extracted from complicated medical images through MR image 
segmentation. The typical flow diagram of MR image segmentation is shown in figure1. Experts 
manually perform the detection of a brain tumor. However, some problems remain, as they take a lot 
of time and various experts can vary greatly in their segmentation of the MR image [7]. In addition 
the outcome of the detecting of tumors can differ by the same physician under various conditions, 
with segmentation outcomes varying with the luminosity and contrast of the screen. For these 



purposes it is increasingly important to automatically detect brain tumors. Automatic brain tumor 
detection may enhance tumor survival risk. There is no specific procedure for brain tumor detection in 
the medical community [8]. 

MRI image acquisition

Pre-Processing

Segmentation Process

Post-Processing

Obtain the ROI area

Detection of Tumor 
Region

 
Figure 1. Typical flow diagram of MRI segmentation 

Detection of brain tumors ensures that not only the infected area of the brain is known but also the 
shape, scale, border and location of the tumor. For imaging the brain, various imaging methods like 
the MRI, computed tomography (CT), positron emission tomography (PET) etc. are used. The MRI 
scan or CT scan will more commonly assess the brain tumor pathology. Though, the CT scan might 
produce radiation which is dangerous to the human body, while the anatomic tissue formation of the 
brain is specifically visualized by MRI [9]. MRI is a tool for the development of accurate photographs 
of organ and tissues by means of a magnetic field and a radio wave. Researchers are actively 
scrutinizing and allowing MR images incredibly complex, so that pathologists can obtain a greater 
background in diagnosing patients [10].  

This paper outlines the main contributions: 

• The benefit of this research analysis is the Kernelized fuzzy (image-enhancing) clustering strategy 
that efficiently decreases the field of focus of the brain segments. 

• We used DICOM's attributes, such as the patient in image position, pixel distance and image 
orientation, as key to the generation of brain structures model and volumetric study, for each brain 
slice in this work. 

• The fuzzy clustering is used for improving the image in the identifying of the objects of concern 
by correctly choosing the number of clusters 'k.' Building on the silhouette metric, the necessary k 
is selected between 2 and 9 clusters (k). 

• The proposed study is initiated with an image consistency, similarity, and statistical tests, and is 
initially checked on the brain MR sequence of BRATS dataset through anomaly extraction. The 



overall dice scores for ten tumor segmentation experiments have shown positive findings. The 
method is also checked and verified against expert data on the clinical MR brain sequence. 

2 LITERATURE SURVEY 

Magnetic resonance imaging for detection and visualization of the internal structure of the human 
body is also used in the medical field. It is primarily used to find variations in the tissues in the body 
and are slightly greater than the CT scan. This method is also well suitable for the diagnosis of brain 
tumors and cancer imaging. In general, CT utilizes ionizing radiation in contrast while MRI uses the 
powerful magnetic field to align nuclear magnetization which results in changes to the radio 
frequency alignment observable by the scanner. An image based tumor identification analysis is given 
in this article [11,12]. One of the major causes of rising death in children and adults has been brain 
tumor. The technique of CT-scan is used for photographs of the injured brain area. The images of the 
CT scans have been seen in gray-sized pictures because the CT scan system embraces this color type 
and promotes the tumor's image identification. Any brain clotting that indicates damage of any type 
can be observed in color as dark grey. The method of extracting parameters is simply like gathering 
and plotting information per pixel [13]. The images from CT-Scan show that a white and brain-
damaged cell tumor is seen in black color, so binary pixel sizes showing the brain-damaged cells to 0 
and shows a tumor to 1, so further analyses such as MATLAB tests and charts can be conducted by 
the extraction process. This procedure will separate the patient with a damaged brain from the normal 
patient. The tumor can also be clearly detected based on the image [14]. We also used k-means, c-
fuzzy clustering and segmentation techniques in this article. 

Fuzzy C-means became a soft technique of clustering where each pixel will belong to two or more 
cluster memberships. The Description of distances from cluster centers to models identify the targets 
[15]. Although only image strength values are taken into consideration and no filters are not used, it 
offers high noise and enhanced standard of segmentation [16]. A K-means and FCM algorithm is 
given, in which K-means initially segmentation, FCM further segment on the image and an FCM 
technique detects an approximate segmented tumor by exact selection of the cluster [17]. The 
traditional FCM is restricted to noise sensitivity, while in K it is clustered. However, before 
segmentation the threshold should be fine, as the complex structure of the brain is very difficult [18]. 

3. PROPOSED APPROACH 

This section describes an idea employed by the proposed technology. There are mainly six modules 
available for the proposed system: image acquisition, pre-processing, segmenting, post-processing, 
extraction of features, stage detection. Filtering is done on the MR image during preprocessing. In 
separate segmentation work, K-means, Fuzzy C, and Kernelized Fuzzy C mean algorithms are used 
[19]. For function extraction, thresholding is used. In this work, two different datasets of brain slices 
were used. First of all, the KAGGLE dataset is a real-world clinical dataset, which contains 22 brain 
MR DICOM slices. Secondly, to evaluate the performance of the proposed model, the ZENODO data 
set has been used. In addition, ten patients with approximately 200 brain parts have been acquired in 
the Zenodo dataset in this work. The proposed solution to the segmenting and study of MR DICOM 
slice is set out in this section. Initially, pre-processing of DICOM slices is feasible. Segmentation of 
DICOM slices preprocessed is subject to fuzzy clustering for the improvement of the image. The 
silhouette metric is used to select the right clusters. The enhancement by morphological procedures of 
derived structures. The ROI is then collected by image post-processing techniques like MCW, RG and 
DRLS and checked using resemblance tests the tumor is extracted. Figure 2 illustrates the complete 
architecture. 
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Figure 2. Proposed MRI DICOM images Tumor detection 

A. MRI image acquisition 

1) Data collection: MRI input images from the various open access web research libraries in DICOM, 
MHA and JPEG formats have been obtained. 

2) Conversion of the file format: most of the images that were obtained were in DCM format; thus 
they were exported to a functional format. Interaction toolkit for diagnostic imaging. We have used 
the programmed tool for the .DICOM image. 

3) Normalization of Size: images from multiple sources have been acquired; thus, variable sized 
images. Both pictures are scaled to 255 * 255 pixels normalized. 

B. Image pre-processing 

1.  Remove color components for Fuzzy C-means and K-means by changing to grey mode 

2. Improve image consistency with a medium filter. 

3. Chart the histogram for amplitude distribution studying and analyzing of the pixels. 

4. Adjustment of intensity if necessary. 

5. Equalization of histogram. 

6. This section formats the image as needed in additional steps 

C. Segmentation 

This article contrasts three major segmentation approaches focused on clusters called KFCM, Fuzzy 
C-Means and K-Means. When a group is clustered, unlabeled pattern sectors are separated or grouped 
into a few clusters such as the related patterns. These classes are referred to as clusters. 

3.1. K-Means Clustering Algorithm 



K-means clustering is an unsupervised algorithm for learning. This gives a very simple way to 
classify a certain number of clusters, i.e. a group of data like 1 2 3, , ,..... ni i i i  into K clusters. The key 
idea for this algorithm is to set K centers for each group [20]. One for each group. Randomly select 
the K cluster centers. Distance measurement plays a key role in the performance of this algorithm. 
Multiple distance measuring techniques such as Euclidean, Manhattan and Chebychev etc. are 
available for this algorithm. Yet it depends entirely on the type of data we are going to cluster that you 
choose a correct distance calculation method. We can, however, use Euclidean as a metric distance, 
since it is fast, robust and easy to comprehensive. The classic K-means algorithm is described step-by-
step [21] as follows: 

Algorithm 1:- K-means clustering algorithm 

Assume that, 1 2 3, , ,..... nA a a a a=  be the set of data points and 1 2 3, , ,..... nC c c c c=  be the set of 
centers. 

1: Define 'K' cluster number. 

2: Identifying cluster 'c' spontaneously. 

3: Measure the distance from the cluster centre and data point. 

4: Data point for the cluster centre with a minimum distance from the cluster centre Both cluster 
centers. All cluster centers. 

5: The following is re-calculation of the cluster centre. 

1

1 nc

n n
mn

X A
c =

= å            (1)  

Where 'cn' is the n-th cluster number of data points. 

6: Recalculate the distance from each newly acquired cluster core to each data point. 

7: If no reassigned data point then stop, otherwise repeat steps 3 to 6. 

The distance called Euclidean is determined from each pixel to each centre of the cluster. In distance 
all pixels are separately compared to all cluster centers. The pixel contributes to a cluster that is 
shorter across both. The core is then replenished. Each pixel is then compared again for all centers 
[22]. This method continues until the centre converges, with a cumulative number of iterations testing 
the convergence. The clustering efficiency of that algorithm is optimized several times with a 
different initialization by repeating K-means to classify best centroids. It improves machine 
performance and facilitates multi-dimensional vectors. This algorithm is then programmed to decrease 
an objective parameter known as the squared error function: 
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X a c
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where, n ma c-  is the Euclidean distance between an and Cm, the cn is the number of n-th cluster data 
points and the c is the number of cluster centers 

3.2. Fuzzy C-Means Clustering Algorithm 

Bezdek introduces the FCM clustering algorithm, which is a clustering strategy in which each data 
pixel belongs to two or more clusters. A much closer the data to the cluster centre is to the particular 
cluster hub [23, 24]. The more its membership is. The objective function of the fluid-specific P cluster 
centroids Q is to be reduced. 
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Where 1 2 3, , ,..... nA a a a a=  is an Equation (3) X×N data matrix and i is any real number that is 
greater than 1. X, N and C represent the dimension of each ai vector, the number of vectors (image 
pixel numbers), and the cluster number. ( )mnP P X N CÍ ´ ´  is called vector an n-th cluster 

membership, which is consistent with [ ]0 1mnP e  and 1, 1, 2,3,....., .
mnP

n N= =å  The membership 

function is as follows: 
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Where 1 2 3, , ,..... nC c c c c=  is the matrix A × C. The n-th cluster function centre is now determined as 
follows: 
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Where i is any individual number that exceeds 1, the level of fuzziness of the ( )2 ,n md a c  is 
controlled. It is a similitude calculation between the two and is defined: 

( ) 22 ,n m n md a c a c= -          (6) 

In this case, .  can be defined as a straight Euclid or as a widely agreed distance like Mahalanobis. 
The MR image pixel intensity X = k is indicated in the vector A. With the continuous P and C update, 

the FCM algorithm can optimize Si(P, Q), repeatedly until ( ) ( )( ) ( 1)k k
mn mnP P e+- £

  
e= 0  to 1, 

where k is the number of iterations. The classical foggy C-means progressively clustering algorithm is 
seen as follows: 

Algorithm 2:- Fuzzy C-means clustering algorithm 

Suppose that the set of data points is 1 2 3, , ,..... nA a a a a= and that the set of centers is 

1 2 3, , ,..... nC c c c c= . 

1: Fix cluster number c, 2 ≤ c ≤ m. where m = data item number. Fix, i where 1 < i < ∞. Choose the 
any metric μ internal product caused. 

2: Initialize the fuzzy c partition P(0). 

3: In stage l, l = 0, 1, 2, ...., 

4: Measure the Equation (4) Fuzzy Membership Function mnP . 

5: Then use equation (5) to calculate the fluidized centers Ci. 

6: Repeat steps 2 and 3 to meet the minimum X or ( ) ( )( ) ( 1)k k
mn mnP P e+- £

 
value. 

3.3. Proposed Kernelized fuzzy C-means method (KFCM) 



The inner product algorithm can be implemented indirectly in space F. This trick can be used for 
clustering kernelized fuzzy C-means algorithms. The clustering centre, i.e. the clustering centers in 
functional space, is a common ground of these algorithms to represent the combined δ(an,) sum of 
both [25, 26]. The objective function of the kernelized FCM algorithm is as follows: 
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where δ is a nonlinear, implicit map as previously defined. Here δ (cm) is no longer represented as a 
linear cumulative value among all δ (an) as such dual expression, but is still considered in the original 
space as a mapped point ( image) of cm, and with the kernel substitution trick we have: 
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In GRBF kernel ( )2 2( , ) exp /K a c x c s= - - , ( , ) 1n nK a a = , ( , ) 1m mK c c = , 
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The purpose of this paper is to evaluate the Kernel Fuzzy C-means (KFCM) validity criterion for MRI 
data sets. The GRBF kernel provides better segmentation findings in noise-corrupted images of 
simulated MRs than the dependent polynomial algorithms [27] was shown. We only look for the best 
index for the stable kernelized fuzzy C-mean clustering on the GRBF kernel. The objective function 
Xi in Equation (8) is identical to the FCM algorithm under P limitation can be reduced. 
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The centre of the cluster cm of: 
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Algorithm 3 Kernelized Fuzzy C-means clustering algorithm. 

Stage 1. For any positive constant, patch c, tmax, m >1 and ε > 0. 

Stage 2: 0 , ,mnP C x  membership initialization. 

Stage 3: In the case of max1, 2,.....,t t= . 

(a) Upgrade the whole prototype t
nC with equation (10). 

(b) Upgrading all memberships 
t

mnP  with equation (9). 

(c) Evaluate 1
,maxt t t

m n mn mnE P P -= - to quit if tE e£ ; 

Finish 



3.4 Improvement Morphological Operations 

Masking of images can be used to denote the front, background or possible background. Contour-
masking is important for further study and distinguishes the objects from the original images. The 
outliers such as air may be excluded from the existing brain parts. The fuzzy method of clustering 
reveals the best segmented clusters. They shape a binary mask that overlays the individual parts to 
obtain the corresponding contour intensities. In order to ensure similarity, mutual information (M) is 
determined between a contour mask and the respective slice [28]. The weighted (Hi) addition to the 
initial slice (ISi) of the contour mask (Ci) is: 

min

max min
1 iM M

M M
i

i

H e
C

--
-=           (11) 

Where Mi represents Ci and OSi mutual information. For the overall Ci, Mmax, Mmin is the most and 
least mutual information. The obtained binary mask of the selected parts which be blurred due to 
noise and texture after the extraction of the structures from the clustering process. A kind of contrast 
improvement strategy, mathematical morphology supports selectively enhancing the small diagnostic 
contour properties, overlaid on such a composite background. Dilation applies pixels to the slice 
contour edges. The number of additional pixels integrated in the mask image depends on its form and 
scale. The method of dilation is carried out by: 

¶{ }| ( )zC SE z SE C jÅ = Ç ¹          (12) 

where C is a binary mask pixel, SE is the structuring aspect that is first reflected as SE c, and then z is 
a reflected object. The whole process enhances the binary mask to prevent missing pixels across all 
directions, specifically at contour borders. Erosion is also carried out by equation 13, 

{ }{ }| ( )zC SE z SE CQ = Í
   

      (13) 

The SE moves by specifying that z is limited to C. Erosion eliminate pixels and sharpens the 
boundaries of the object. Depending on the height of SE, the amount of pixels removed. Erosion strips 
the natural and irregular connected contours, which help to remove ROI efficiently at the post-
processing levels. 

3.5 Quantizing and Validating Tumors 

High solidity ventricles and tumor area are used in the removed artifacts. The image-post-processing 
techniques are used to collect ROI from the brain structures to reduce the ROI from the removed 
objects. The tumor size is quantified by area and perimeter after determination of irregular areas. In 
order to determine the structural intersection of the Ground Truth (GT) including its clinical slices 
with the extracted ROI, validity metrics are used [29]. The segmentation procedure's output is 
validated by similarities like Dice, Jaccard, False Positive Rate (FPR), and False Negatives Rate 
(FNRs). The statistical propagation of these steps is: 

( ) ( ) ( ), /gt ROI gt ROI gt ROIJaccard I I I I I I= Ç È      (14) 

( ) ( ) ( ), 2 /gt ROI gt ROI gt ROIDice I I I I I I= Ç È      (15) 

( ) ( ) ( ), / /gt ROI gt ROI gt ROIFPR I I I I I I= È      (16) 

Where, Igt gives a segmented picture with the suggested technique to the ground truth and IROI.  

3.6 Feature Extraction 

It is still the procedure of getting more details about the shape, texture, color and contrast of an image. 
Texture interpretation is essentially an essential parameter of human visual perception and the 
framework of machine learning. It is being used mainly by choosing main features to maximize the 
accuracy of the diagnostic system. Haralick et al.[30] implemented Gray Level Cooccurrence Matrix 



(GLCM) and texture function as one of the most frequently used image analysis applications. This 
procedure takes two steps to remove medical images from the functionalities. The first step is the 
GLCM calculation and the second is the estimation of the texture characteristics based on the GLCM. 
Highly dynamic nature, the retrieval of the related functionality is important throughout the brain MR 
images of diversified tissues like WM, GM and CSF. The identification and various stages of tumours 
(tumour stage) and therapeutic response evaluations could enhance textual outcomes and analyses. 
For some of the helpful features, the statistics form is given below 

(1) Contrast (Con): In contrast, a pixel and its neighbor are measured in intensity over the image. 
Contrast is 0 for an image that is constant and defined as 
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(2) Correlation (Cor): The correlation attribute defines the spatial dependency between the pixels. 
For a perfectly positive or negative picture, the correlation is 1 or -1. Correlation is NaN for a constant 
image. 
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where iM  and is  are the mean and standard deviation in the horizontal spatial domain and jM  and 

js  are the mean and standard deviation in the vertical spatial domain. 

 (3) Energy (En): The quantifiable sum of pixels pair repeatments could be described as Energy. 
Energy is an image similitude calculation parameter. If the Haralicks GLCM function defines energy, 
then it is also known as the second angular moment. Energy is 1 and is defined as a continuous image 
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(4) Homogeneity (Hg): Returns a value that calculates the similarity to the GLCM diagonal of the 
distribution of components. Homogeneity 1 is defined for a diagonal GLCM 
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3.7 Image Quality Metrics 
IQM plays an important role in designing image processing algorithms. IQM may be used to measure 
the output of the processed image. Quality of image is defined as a function of an image which 
measures the image degradation processed by comparison with an optimised image. People are 
typically observers and participants of most imaging technologies, so subjective process measurement 
of image quality is known to be an accurate method [31]. The use of the subjective approach, 
however, is limited in real time implementations because of its complications and difficulties in its 
execution. In recent years, however, quantitative approaches have been more commonly used for the 
measurement of image quality. In this study, we discuss multiple measurements of image quality and 
assess their statistical actions for seven focused indicators of the SFF system. 

(i) Mean Squared Error (MSE) 
MSE is a very easy and regular measure of distortion. The MSE between the referential image and the 
processed image ( )x y´  is expressed as follows: 
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where Aij and Bij are the reference image and processed image pixel values respectively. The MSE 
value calculates the difference between an image processed and the reference image. This increases 
the smaller value of the MSE. 

2.Peak Signal to Noise Ratio (PSNR) 

PSNR (Peak Signal to Noise Ratio) is one of the most widely used metric metrics for calculating the 
reconstruction efficiency. It represents the relationship between the maximal power of a signal and the 
power of corrupting sound and is typically seen in decibel size. The following can be said about 
PSNR: 

2255( ) 10logPSNR db
MSE

=
        (22)

 

A higher PSNR value implies higher quality restoration. 

3.Structural Content (SSIM) 

The following is reflected in this quality metric: 
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A higher SC value indicates that the picture is of low quality.  

4.Normalized Cross Correlation (NCC) 

The measure NCC demonstrates the contrast of the picture processed with the reference picture. The 
following was represented by NCC: 
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5.Maximum Difference (MD) 

MD produces the highest error difference between the processed and reference image. The following 
are described below, 

( )ij ijMD Max A B= -
         (25)

 

1, 2,3, & 1,2,3,i x j y= =L L  

The maximum variation value, the lower the image quality. 

6.Normalized Absolute Error (NAE) 

The NAE quality measure can be expressed as follows 
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A higher NAE value reveals a low quality image, 

7.Average Difference (AD) 

The average differences for the processed and source image are made by AD. The following AD 

can be expressed: 
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It should ideally be zero. 

4. RESULTS AND DISCUSSION 

A database of 40 MRI brain tumor images, where the first 3 images and the next database of 2 liver 
images are shown in Figure 3(a). The collection was compiled with numerous complex images of 
brain tumors. These images have been obtained from the kaggle and pre-processing in our algorithmic 
program for effective use. Then, by MATLAB 2014(a), we processed these original images and 
produced the final implementation database in figure 3. The tumors in such images have become so 
vital that they are too difficult to detect too easily by the ordinary people. 

The preprocessing of MR images is very important for further processing to enhance the visual effect 
of an image. The captured images in the dataset are usually of such low quality that noise is removed 
and the image sharpened. The obtained image in the dataset is preprocessed and converted into a two-
dimensional matrix, and the RGB image converted into grey image. A median filter is used to extract 
the noise from the background. Then the image is changed with an optimized operation, a histogram 
dependent operation and a histogram-based adaptive operation. Improving an image usually requires 
enhancing the image contrast.  

Initially, multiple attributes are indirectly extracted. Each part of the brain tumor should also not be 
avoided, including a small part of the brain tumor. The first step is to process the input image via 
Gaussian and Medium filters described in Figure 3. (b). Segmentation images from the region are 
illustrated in Figure 3 (c). The first segmentation of the image using Karinalized FCM (KFCM) 
template is then shown in Figure 3(d) based on its grey intensity and color temperature, where C=4 is 
segmented. The tumor is then filtered again through a median filter. So the tumor has been detected 
and represented red line using an enhanced FCM algorithm, which depends mainly on the distance 
Euclidean from the cluster centre to each data centre. This might be important in order to understand 
the significance of this modified and integrated technique. Finally, Figure 3(e) shows the area of the 
tumor. 

     



     

     
Is the above image,is CT image or MRI image  (All the input images are MRI) 

     

 (a)         (b)   (c)          (d)   (e) 

Figure 3. representing (a) Input MR images, (b) Pre-processed images, (c) ROI-based segmentation 
images, (d) FCM extracted tumor-affected area, (e) Area of the tumor-affected region.  

Why all (e) images are in green color   the final output images are extracted tumor area and the 
remaining areas are masked  

Evaluation of output and segmented images the tumor extracted field estimation of trained 
MR images seen in table 1. The contrast between trained MR images was more evident from 
the observation than the tested MR images, while the homogeneity of trained MR images was 
lower than the tested MR images. In contrast to studied MR images, energy and homogeneity 
are even more found in qualified MR images. This proposed technique has been used to 
produce photographs of the brain tumor using mathematical structural information such as 
contrast, correlation, energy and homogeneity. The differences in statistical textural feature 
values of trained and tested brain tumors were found to be very useful in manipulating the 
performance of the KFCM in training and testing. 

Table 1. The performance analysis of segmented images with the calculation of area 
Algorithms K-means Fuzzy C-means FCM Threshold Kernel FCM 

Images I1_Brain1 I2_liver I1_Brain1 I2_liver I1_Brain1 I2_liver I1_Brain1 I2_liver 
Tumour Area 0.0204 0.0001 0.0125 0.0001 0.019 0.0013 0.0187 0.0421 
Number of 
Pixel  1619 35 992 37 1530 333 1486 10787 

r_compression 
ratio 30.49 2004.18 50.87 1935.99 32.32 359.22 33.72 5292.71 

r_bits per pixel 0.2624 0.0040 0.1573 0.0041 0.2477 0.0223 0.2372 0.0015 
n_compression 
ratio 8.8359 14.3108 8.7455 16.9773 8.9654 17.3807 8.7465 21.4632 



n_bits per 
pixel 0.9054 0.5590 0.9148 0.4712 0.8923 0.4603 0.9147 0.3727 

Time 21.8758 70.4322 21.8758 70.4322 21.8758 70.4322 21.8758 70.4322 

 

The MRI brain and liver image features were extracted successfully. The contrast and 
correlation of brain MR images were higher than those of liver MR images. However, the 
energy, homogeneity and correlation were higher in liver MR images than in brain MR 
images. Therefore, there were statistically significant differences in the variables of texture 
features is shown in Table 2. Thus, the heterogeneity or complexity of brain MR images was 
higher than those of liver MR images, while more homogenous and uniform appearances 
were observed for liver MR images. 

Table 2. Statistical Features Analysis of segmented images 
Algorithms K-means Fuzzy C-means FCM Threshold Kernel FCM 

Images I1_Brain1 I2_liver I1_Brain1 I2_liver I1_Brain1 I2_liver I1_Brain1 I2_liver 

Contrast 0.1311 0.0035 0.1113 0.0035 0.1261 0.0322 0.1459 0 

Correlation 0.9332 0.7428 0.9081 0.7567 0.9320 0.7474 0.9191 NaN 

Energy 0.9573 0.9997 0.9730 0.9996 0.9596 0.9967 0.9602 1 

Homogeneity 0.9977 0.9999 0.9980 0.9999 0.9977 0.9994 0.9974 1 

The results of the applied target measures were analyzed with the image statistical metrics 
MSE, PSNR, NCC, AD, SSIM, MD and NAE. The results of the objective measurements 
measured statistically are described in table 3. In the absence of noise it contrasts and gives 
the ideal values of these metrics the different statistical metrics of the depth maps and all-in-
center picture. Table 3 shows that Laplacian operators' statistical metrics are similar to the 
optimal values. With LAPD focus measurement, slightly improved outcomes are obtained. 
For instance, MSE is a basic and normal measure of distortion. The MSE value is the 
difference between the processed image and the reference image. Significantly higher MSE  
the outcome is much better. PSNR is also one of the most commonly used quality metrics for 
calculating the consistency of the reconstruction. A higher PSNR value implies a higher 
quality reconstruction. 

Table 3. MR Image Quality Metrics       

Algorithms K-means Fuzzy C-means FCM Threshold Kernel FCM 

Images I1_Brain1 I2_liver I1_Brain1 I2_liver I1_Brain1 I2_liver I1_Brain1 I2_liver 
Mean Square 
Error  1352.1 2652.02 4593.02 2385.27 3997.7 1920.79 1322.05 134.67 

Peak Signal to 
Noise Ratio  16.8207 13.8950 11.5098 14.3554 12.1127 15.2960 16.9183 26.8381 

Normalized 
Cross-
Correlation   

0.7094 1.9301 1.2851 1.7092 1.1527 1.5914 0.8558 0.9756 

Average 
Difference   2.5837 -32.97 -19.478 -22.026 -14.826 -18.48 2.4658 0.1020 

Structural 
Content   0.5480 0.5833 0.5368 0.5945 0.6964 0.7367 0.9894 0.9932 

Maximum 
Difference  227 229 247 229 247 229 227 104 

Normalized 
Absolute Error  0.4032 1.0619 1.2032 0.9852 1.1155 0.8852 0.4310 0.0923 

 



5. Conclusions 

This paper gives a higher result than traditional schemes of the proposed KFCM algorithm. This 
algorithm is often found to be optimal relative to standard systems. When the proposed KFCM 
algorithm detects human brain tumors, SSIMs are 35.1% and 34.89% above the FCM threshold, FCM 
and K-mean algorithms respectively. Furthermore, the PSNR of the KFCM algorithm is 11.04% more 
and the MSE among all the other algorithms is slightly smaller. Moreover, the tumor region of the 
proposed KFCM algorithm has been decreased by 3 percent and statistics for extracting energy and 
homogeneity nearly achieved by the value of one (1). However, with the proposed KFCM algorithm 
the time taken to diagnose the brain tumor is very limited than traditional algorithms. 
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Abstract: Among renewable, wind and solar energy are the most prominent and favorable substitutes to meet 
mankind's future electricity requirements. Typically, these resources combined in distribution network to provide 
local distribution users. The amalgamation of these upgrades into the distribution network may modify the 
malfunction and network topologies, which may fail due to their pre-set state. Therefore, an advanced and accurate 
tracking device must continuously monitor topology changes, which is the Phasor Measuring Unit (PMU). In this 
study, a new technique based on the Sea Lion Optimization Algorithm (SLnO) is proposed to determine the finest 
number of PMUs and employment positions, i.e., the power structure is completely perceptible. In addition, the 
cost of system losses can be calculated with or without wind energy to achieve energy reserves. The energy losses 
before and after the connection of the wind turbine are compared in order to realize energy reserves. This 
comparison of energy reserves made by means of Realistic and Stochastic platforms. Comparison and proposed 
formulas offered in the IEEE 15, 33, 69 and 85 bus distribution networks explored to prove their effectiveness. 
Moreover, the proposed methodology produces trusted results than those of other methods in the literature. 

Keywords: Coverage, Distribution systems, Energy reserves, PMU, Renewable energy sources, Sea Lion Algorithm, 
State estimation. 

1 Introduction 
1.1 Challenges of RES Assimilation in DSSE 

 
The electricity grid is considered to be the critical, divergent and abundant man-made active grid. To enhance the proficiency of the 
electricity supply and to lower the operating costs and give users the choice of which electricity provider is needed to deregulate, 
restructure and decentralization of the network. The modern refurbishment of this grid presents a number of challenges;  

• A key stage is the development of sophisticated substructures that can capture the dynamics of the network. 
• Support multiple applications with diverse needs 

As a result of these meetings, the emerging electricity industries are facing unique challenges, particularly in planning, generation 
and operation. Previously, SCADA systems only provided static conditions for the electrical grid. Synchrophasor technology is a 
success because it makes it possible to synchronize phase data in real time on the network. The PMU is part of synchrophasor tools 
that measures the time-stamped values of frequency (f), voltage (V) and current (I) phasors in the electrical grid. It measures up to 
1 rate per primary cycle. The main features have made PMUs a powerful and widely deployed observation tool in electric networks. 
The second sight of the distribution network is to deliver quality of power to the users with lowest possible cost and eco-friendly. R 
ES assimilated in the distribution network to carry out the variable demand with decarbonizing effect. When encompassing 
Renewable Energy Sources in the distribution system, operation of distribution network has become more complex. Due to a 
variation in active power flow in a renewable system, meaning that, the wind does not always blow whenever we wanted.  
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Sometimes the sun does not shine due to cloud in the sky, power quality problems like harmonics, frequency and voltage variations, 
maintaining stability is one of the major challenges in the integrations, storage of RES, protection of equipment, optimal 
placement of RES, islanding of renewable sources from the distribution system. While modelling the challenge is to understand 
their variability and interaction with other resources. To support the reliable integration of DER at higher levels appropriate 
modelling and method is necessary system protection management is a herculean task. 
 

1.2  State of the art methods  
The placement of PMUs taking into account the minimal count of PMUs necessary to keep the system visible has posed a specific 
problem during the past three decades. PMU places a significant role in the assessment of its state, because it has excellent merit 
of achieving overall system observability, security and extensive control of electrical systems. The concept of Observable 
Propagation Depth (OPD) excludes the depth of the bus's PMU measurements [1]. To represent the OPD of each bus, new rules 
for the spread of observability were proposed which are valid at the incomplete observable state. 
 
The different metaheuristic algorithm such as  Hybrid algorithm of the Genetic Algorithm (GA) and Minimum Spanning Tress 
(MST) [2] method, Mixed Integer Linear programming (MILP) and Non Linear Programming (NLP) [3], Binary Integer linear 
programming [4], Binary Cuckoo Search (BCS) method [5], Taguchi Binary Bat Algorithm [6], Exponential Binary Particle Swarm 
Optimization Algorithm (EBPSO) [7], Modified Greedy Algorithm [8], Modified Binary Cuckoo optimization [9], Ant Colony 
Algorithm (ACO)[10], Best First Search Algorithm [11] are executed for the PMU placement to ensure comprehensive monitoring, 
the WAMS data traffic index and the cost installation index. 
 
Furthermore, load loss and repositioning after malfunction featured as conjunction with the relaying functions of the measuring 
devices in the OPP model [12]. The article [13] provides a comprehensive overview of security plans for renewable integrated 
power network, including distribution, transmission and microgrids. Conversely, the paper [14] presents the infiltration effect of 
the wind turbine at the distribution level, the proximity of the wind turbine error and the position of the wind turbine relative to 
the grid. In addition, A performance analysis of a wind turbine as a distributed generation unit is provided in (15). Moreover, the 
implications of integrating large-scale wind mill into the distribution network are detailed [16]. Considering the flexibility, both 
HV and LV explored the robustness of the model, particularly ZT and DT usage, voltage regulation, power flow and harmonics in 
the network. Moreover, the paper solves the probability restricted load flow [17] by changing the optimization, complex to 
consider random models of wind power generation and demand / supply of electric vehicles. Article [18-19] outlines the 
integration of the wind farms system with regard to the impact on voltage quality and stability of the power system. 
 
A perfect PMU placement model for electrically controlled islands, so that the electrical network is observable under controlled 
island conditions and normal operating conditions [20-21]. Now a day, PMUs are essential devices in the modern distribution 
system, in particular, on the way to the smart grid. The issue of placement of PMUs in the distribution presented in the context 
of system restructuring [22-24]. Voltage Stability Index [25] to identify the most important bus for voltage drop in radial 
distribution systems due to active and reactive power change in the line. The Tab. 1 shows the consolidate literature survey for 
the proposed method. 
 

1.3 Research hiatus and motivation  
 

The precise economic benefits of incorporating wind power into the distribution system, such as reducing electricity losses and 
improving voltage profiles are investigated by many researchers. Although most of these works are related to the stochastic 
nature of the system, therefore it is important to note the exact estimate of yearly energy reserves stochastically through the 
integration of wind energy. In the proposed works, energy reserves were resolute by computing the charge of losses from system 
with and without wind energy. 
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Energy losses prior to and later than the installation of the windmill is compared with the gain in energy reserves. This makes it 
possible to compare energy saving achieved by means of Realistic and stochastic platforms. The stochastic load flow (SLF) was 
resolved by means of the Monte Carlo Simulation method. This process was performed using 24-hour wind energies data for 
winter, summer seasons and 24-hour load demand curves for both the seasons. Fig. 1 illustrates proposed location of the PMU 
with the integration of the RS into the distribution system. The red color circle depicts the PMU sites and the green circle 
represents the placement of wind farms in IEEE 33 distribution system. 

Tab.1 Consolidated Literature Survey for Proposed Method 

Authors Year Approaches 
Objective OPP & 

RES 
Integration 

Min 
OPP 

RES 
Integration 

Guo et al. 2020 Observability Propagation Depth    

Research 
Gap 

(No 
reports) 

Devi and Geethanjali 2020 Genetic Algorithm and Minimum Spanning Tree 
method    

Fan 2019 Mixed Integer Linear Programming (MILP) and 
nonlinear programming (NLP)     

Su et al. 2019 Binary Integer linear programming     

Babu et al. 2018 Binary Cuckoo Search (BCS) method     

Ling et al. 2018 Load loss and Reconfiguration    

Basetti et al. 2017 Taguchi Binary Bat Algorithm     

Maji et al. 2017 Exponential Binary Particle Swarm Optimisation 
Algorithm     

Zhang 2017 Modified Greedy Algorithm     

KazemiKaregar & Dalali 2016 Modified Binary Cuckoo Optimisation     

Mouwafi et al. 2016 Ant Colony Algorithm     

Jain et al. 2016 Impact of wind turbine penetration    

Venkatesh 2014 Best First Search Algorithm     

Syahputra et al. 2014 Performance analysis of wind power    

Shafiullah et al. 2013 Influences of integrating large-scale wind energy    

Vlachogiannis 2012 Probabilistic constrained load flow    

Tande 2012 OPP considering system-controlled islanding 
   

Proposed method Impact of RES integration in DSSE considering PMU       

 
 
 

 
 

Fig.1. PMU placement with integration of RES in IEEE 33 bus distribution system 
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1.4 Objectives   
 

The objectives of this work are:  
 

i. To find out the effective placement of PMU with lesser number and maximum redundancy index value. 
Due to the effective placement, the network has been complete observable and subject to smart grid.  

ii. The integration of RES into the distribution grid enhances the voltage profile and provides a consistent 
power supply to utilities. This will avoid the outage of the weak buses. 

iii. Annual energy reserves are compared using RLF and SLF computation. Analyze the 24-hour power reserves 
from radial distribution system by incorporating wind turbines into practical 24-hour wind data.  

 
iv. Testing the relation of grid energy reserves for winter and summer. The cost of energy reserves is 

calculated statistically from the annual total energy losses of the systems. It compares energy reserves 
achieved based on Realistic and Stochastic platforms. The study was carried out using 24-hour data of 
wind for the winter and summer seasons in the 24-hour load curves for both the seasons. 

 
1.5 Work flow 

 
This paper arranged as follows: Section 2 illustrates formulation for optimal PMU and assimilation of RES. In section 3, the proposed 
SLnO algorithm which has been discussed for solving problem formulation. Section 4, provides simulation of PMU placement and 
integration of RES conferred for numerous test systems. Finally, section 5 wraps up the paper. 
 

2 Problem formulation  
2.1 Metaheuristic method based optimal PMU placement 
 

While determining the finest number of PMUs, it is presumed that each and every PMU has adequate number of stations for measuring 
the bus voltage and that all the current of the incident branch of a particular bus are current phasor. For a ‘n’ bus power system, the 
placement of ideal PMU problem is stated as 

  

min�𝑤𝑤𝑖𝑖

𝑛𝑛

𝑖𝑖=1

∗ 𝑥𝑥𝑖𝑖                                                                                                                                                                                                 (1)  

Subject to 

𝑓𝑓(𝑋𝑋) ≥ 1                                                                                                                                                                                                              (2) 

𝑥𝑥𝑖𝑖 = �1, 𝑖𝑖𝑖𝑖 𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
0, 𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛 𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖𝑖𝑖 𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛                                                                                                                                                         (3) 

Where, 

n = number of buses in the system, 
wi = installation cost of PMU at bus I,  
f(x) = vector function representing constraints and its rows correspond to one or more observable islands resemble to each 
critical measurement. 
X= binary decision variable (0/1) that has well defined inputs. 

The average overall cost per PMU (cost for procurement, installation and commissioning) ranged from $40,000 to $180,000 (U.S. 
Department of Energy Office 2014). 
For a system which does not have standard measurement and injections, the PMU placement problem considered as finding the 
minimum of PMUs such that a bus must reach at least by the set of PMUs. To begin with, A binary connectivity matrix formed. The 
elements of matrix A defined as, 
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𝐴𝐴𝑖𝑖,𝑗𝑗 = �
1,                                  𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑗𝑗

    1,    𝑖𝑖𝑖𝑖 𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
0,          𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

                                                                                                                                                     (4) 

𝑓𝑓(𝑋𝑋) ≥ 1                                                                                                                                                                                                              (5) 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … 𝑥𝑥𝑁𝑁]𝑇𝑇                                                                                                                                                                                            (6) 

𝒙𝒙𝒊𝒊 ∈ {𝟎𝟎,𝟏𝟏}                                                                                                                                                                                                              (7)     
    

2.2 Modelling of wind turbine 
The inaccuracy of wind turbine generation at all times is primarily due to changes in wind velocity and air denseness. Since, wind speeds 
often vary, it is an involuntary variable in energy flow computations. This article deals with the Weibull distribution that was used to 
model wind velocities. It is a two-parameter function that provides a mathematical description of wind velocity [23] 
 

𝑓𝑓(𝑣𝑣) =  𝑘𝑘
𝑘𝑘
�𝑣𝑣
𝑐𝑐
�
𝑘𝑘−1

exp �−𝑣𝑣
𝑐𝑐
�
𝑘𝑘

           0 ≤ 𝑣𝑣 ≥  ∞                                                                                                                                                 (8) 

Where, 

v=wind velocity in m/s 

k=shape parameter  

c= scale parameter.  

The output power of a windmill assumed by the following equation [19]: 

𝑃𝑃𝑤𝑤 = �  

0,              𝑣𝑣 ≤ 𝑣𝑣𝑐𝑐𝑐𝑐
𝑘𝑘1𝑣𝑣 + 𝑘𝑘2𝑣𝑣,            𝑣𝑣𝑐𝑐𝑐𝑐 < 𝑣𝑣 <  𝑣𝑣𝑟𝑟      

                     𝑃𝑃𝑟𝑟 ,            𝑣𝑣𝑐𝑐𝑐𝑐 < 𝑣𝑣 <  𝑣𝑣𝑟𝑟             
             0,              𝑣𝑣 > 𝑣𝑣𝑐𝑐𝑐𝑐            

                                                                                                                                     (9) 

Where, 

𝑃𝑃𝑤𝑤= wind turbine output in MW 
𝑉𝑉𝑐𝑐𝑐𝑐= wind turbine cut in speed in m/s 
𝑉𝑉𝑐𝑐𝑐𝑐= wind turbine cut out speed in m/s 
𝑉𝑉𝑟𝑟= Nominal wind turbine velocity in m/s 
𝑃𝑃𝑟𝑟= Nominal wind turbine capacity in MW 
𝑘𝑘1 = 𝑃𝑃𝑟𝑟/ (𝑉𝑉𝑟𝑟–𝑉𝑉𝑐𝑐𝑐𝑐) and 𝑘𝑘2 = −𝑘𝑘1 ∗ 𝑉𝑉𝑐𝑐𝑐𝑐 

2.3 Modeling of stochastic load 
Load demands are ambiguous and that ambiguity were managed by the stochastic distribution function. The stochastic loads on 
each bus are incorporated into the load flow studies by showing the load in the form of randomized variables distributed with a 
variation of an average value. The load data of each bus is presumed to correspond to randomized variables with a Gaussian 
distribution [19]. 

𝑓𝑓�𝑃𝑃𝐿𝐿,𝑖𝑖� =  � 1
𝜎𝜎𝑃𝑃𝑃𝑃,𝑖𝑖√2𝜋𝜋

� 𝑒𝑒𝑒𝑒𝑒𝑒 �−
�𝑃𝑃𝐿𝐿,𝑖𝑖−𝜇𝜇𝑃𝑃𝐿𝐿,𝑖𝑖�

2

2𝜎𝜎𝑃𝑃𝑃𝑃,𝑖𝑖2
�                                                                                                                                  (10) 

𝑓𝑓�𝑄𝑄𝐿𝐿,𝑖𝑖� =  � 1
𝜎𝜎𝑄𝑄𝑄𝑄,𝑖𝑖√2𝜋𝜋

� 𝑒𝑒𝑒𝑒𝑒𝑒 �−
�𝑄𝑄𝐿𝐿,𝑖𝑖−𝜇𝜇𝑄𝑄𝐿𝐿,𝑖𝑖�

2

2𝜎𝜎𝑃𝑃𝑃𝑃,𝑖𝑖2
�                                                                                                                                  (11)    

Where, 

𝑃𝑃𝐿𝐿,𝑖𝑖 and 𝑄𝑄𝐿𝐿,𝑖𝑖= active and reactive load demand at bus number i 
𝜇𝜇𝜇𝜇𝐿𝐿,𝑖𝑖,𝜇𝜇𝜇𝜇𝐿𝐿,𝑖𝑖,σ𝑃𝑃𝐿𝐿,𝑖𝑖, andσ𝑄𝑄𝐿𝐿,𝑖𝑖= mean and standard deviation values of load active and reactive powers respectively.  

The SLF integrated all uncertainty variables into the system using the MCS [25].   
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2.4 Modeling of the stochastic substation voltage 



The voltage of the substation can vary immediately as a function of the load changes. This prompt change in sub-station voltage is 
modelled with a normal distribution function [24]. 

      𝑓𝑓�𝑣𝑣𝑠𝑠/𝑠𝑠� =  � 1
𝜎𝜎𝑣𝑣𝑠𝑠/𝑠𝑠√2𝜋𝜋

� 𝑒𝑒𝑒𝑒𝑒𝑒 �−
�𝑣𝑣𝑠𝑠/𝑠𝑠−𝜇𝜇𝑣𝑣𝑠𝑠/𝑠𝑠�

2

2𝜎𝜎𝑣𝑣𝑠𝑠/𝑠𝑠
2 �                                                                                                                          (12)        

Where, 
𝑉𝑉𝑠𝑠
𝑠𝑠
 = nominal substation bus voltages (1.00 p.u.)  

µ𝑉𝑉𝑠𝑠
𝑠𝑠
, σ𝑉𝑉𝑠𝑠

𝑠𝑠
= mean and standard deviation values of substation voltage respectively.  

The optimum location of the wind turbine made it possible to obtain a voltage   
Stability index (VSI). 

 

2.5 Energy losses cost        

According to the equation given in [22], the annual cost of energy losses (COSTEL) can be calculated as follows: 

COSTEL = (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)*𝐾𝐾𝑃𝑃*𝐾𝐾𝐸𝐸*𝐿𝐿𝑠𝑠𝑠𝑠*8760)                                                                                                                           (13) 
Where, 

𝐾𝐾𝑃𝑃 = Annual demand cost of power loss ($/kW), 
𝐾𝐾𝐸𝐸  = Annual cost of energy loss ($/kWh), 
𝐿𝐿𝑠𝑠𝑠𝑠  = Loss factor.  

It can define in terms of load factor (𝐿𝐿𝑓𝑓) as: 
𝐿𝐿𝑠𝑠𝑠𝑠 = 𝐾𝐾𝑐𝑐*𝐿𝐿𝑓𝑓+1-𝐾𝐾𝑐𝑐*𝐿𝐿𝑓𝑓2                                                                                                                                                                  (14) 

The standard values used in the computations are [21]: 𝐾𝐾𝑐𝑐  = 0.2, 𝐿𝐿𝑓𝑓= 0.47, 𝐾𝐾𝑃𝑃 = 57.6923 $/kW, 𝐾𝐾𝐸𝐸  = 0.00961538 $/kWh. 

2.6 Energy reserves 

Energy reserves / cost savings from energy losses are obtained by: 

 
𝐸𝐸𝑆𝑆 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 - 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊                                                                                                                                                                 (15) 
Where, 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤= cost of energy losses without wind turbine integration 
𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑊𝑊𝑊𝑊= cost of energy losses with wind turbine integration.  
 

2.7 Wind cost  
The operating cost of the wind turbine per hour t (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤,𝑡𝑡) can be computed as follows [17]: 
 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤,𝑡𝑡 = 𝑎𝑎𝑊𝑊𝑈𝑈𝑊𝑊 +𝑏𝑏𝑊𝑊𝑃𝑃𝑊𝑊,𝑡𝑡                                                                                                                                                         (16) 
Where 

𝑎𝑎𝑊𝑊 = Fixed wind energy cost 
𝑏𝑏𝑊𝑊= Variable wind energy cost coefficient 
 
𝑈𝑈𝑊𝑊 = Coefficient indicating thewind turbine availability at time t (1- available,  
0-not available) 
𝑃𝑃𝑊𝑊 = Output capacity of the wind turbine per hour t in MW 

The values of coefficients used to determine hourly wind energy costs are [17] 𝑎𝑎𝑊𝑊 = 12.8 $, 𝑏𝑏𝑊𝑊 = 75 $/MWh, 𝑈𝑈𝑊𝑊 = one for all the 24 
hours of study.  
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3 Optimization algorithm for solving the OPP and wind model 
 
3.1 Necessity of metaheuristic optimization algorithm 



Metaheuristic optimization mechanisms well known for solving optimization problems by the reproduction of physical or biological 
phenomena. They are more common because they are built around modest notions and are easier for implementation. 

Teaching Learning Optimization (TLBO), Interior Search Algorithm (ISA), League Championship Algorithm (LCA), Harmony Search (HS) 
and Colliding Bodies Optimization (CBO) are the other metaheuristic algorithms that are inspired by human behavior. 

Population-based metaheuristic mechanisms share popular characteristics without regard to their nature. There are two key phases 
of the Exploration and Exploitation research process. Operators should remain as a part of the optimizer in exploring the global 
research space. At this time, travels should be selected at random. When the operation phase is to take place after the exploratory 
phase., and its phase should explore in detail the identified research space. In other words, the operation used in the area identified 
by the survey phase. Any metamorphic mechanism is challenged to balance investigation and functioning due to the nature of the 
optimization problem. 

 

3.2 Sea lion optimization (sLno) algorithm in ephemeral 
This article proposes a novel naturally enthused metaheuristic optimization algorithm called the Sea Lion Optimization (SLnO) [30-
31] algorithm to solve the PMU positioning problem model in the distribution network. The SLnO method monitors sea lions' hunting 
behavior in the wild. Furthermore, the sea lions' whiskers used to find prey attract them. 

 

 

Fig. 2 Hunting behavior of Sea Lions: (A) Chasing, Approaching, and Tracking Prey, (B) 

Encircling, (C) Stationary Situation and Attack 

The main stages in the hunting behaviour of sea lions were illustrated in Fig. 2 and as follows: 

• Stalking and hunting with their whiskers. 
• The Subgroup invites other members to join their subgroup, hunts prey and moves. 
• Attack against the target (prey). 

In this work proposal, these sealion hunting techniques were mathematically designed. Fig. 3 shows the employment 
flowchart in the OPP, considering the SLnO algorithm. 
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Fig.3 Flowchart of SLno Algorithm with RES Integration with OPP Model 
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NO 

NO 

NO 

NO 
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YES 
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4 Results and discussion 
 

A simulation study was built on MATLAB 2015a and is performed on personal computer. It is organized in Intel® Core™ i3-5005U / 2GHz 
/ 4GB RAM and 64-bit operating systems. The PMU deployment was formulated with the SLnO algorithm and tested on different IEEE 
standard test systems. To validate the effectiveness of the algorithm, OPP carried out to address the following instances. 

Case 1. PMU placement in DSSE by SLnO algorithm. 

Case 2. Energy losses cost with and without wind integration 

Case 3. Energy loses savings for winter and summer conditions. 

The various test system such as IEEE 15, 33, 69 and 85 bus distribution networks have been performed to achieve the above case 1. The 
IEEE 33 bus system has executed to solve the cases (2 and 3). 

4.1 PMU placement in DSSE by using sLno algorithm 

As part of this work, the observation assessment was performed under normal operating conditions. The optimal number of PMUs and 
related placements achieved using the proposed methodology for different test systems. These findings are presented in Tab. 2. The 
simulation results enable multiple placements with the same number of PMUs. Optimal positioning can be selected for applications 
such as state estimation accuracy, node monitoring and maximum coverage values. In IEEE 15 bus system, there are five PMUs are 
required to observe the whole system. The SLnO algorithm finds more set of locations with different coverage values.  Based on the 
highest coverage value, the best locations optimize by the proposed algorithm. Therefore, the best locations are 2, 4, 9, 11 and 13. The 
highest coverage or SMRI value found as 20 for the above said optimal locations. Similarly, the optimal placements of PMU with lesser 
quantity and its coverage value for the IEEE 33, 69 bus systems given in Tab. 2. The PMU placement in the IEEE 85 bus system is maiden 
attempt and its results obtain with a minimum number of PMU, best locations and high coverage values. In addition, the total PMU 
channel values also obtained for the all-test systems shown in Tab. 2 that claimed as part of the uniqueness of the proposed work 

Tab. 3 shows, the number of PMU, SMRI and PMU channels achieved by the proposed algorithms with existing algorithms of the 
distribution test systems. In case of IEEE 33 bus system, 11 PMUs are required to observe the system with the coverage value of 34. The 
AGA, CES, NSGA and MST methods also required to 11 PMUs to observe the system. Nevertheless, the coverage values of the existing 
methods very low compared to the proposed method. Therefore, the SLnO algorithm affords effective results. Even though, Greedy 
Algorithm and ACO algorithm achieved high coverage value such as 38 and 36 respectively. It should not take as optimal because the 
number of PMUs required in that method is more. Since the proposed method is reduced the number of PMU from 14 (Greedy 
Algorithm), 12 (ACO) to 11. Hence, the proposed method is delivering the better results against existing methods. 

Tab. 2 Best PMU Locations with Maximum Coverage Obtained by SLno Algorithm 

 

Test System 
No. of 
PMUs 

PMU Location SMRI 
Total 
PMU 
channel 

Execution 
Time in sec 

IEEE 15 5 2, 4, 9, 11, 13 20 11 0.25 

IEEE 33 11 
2, 5, 8, 11, 14, 17, 21, 24, 26, 
29, 33 

34 25 0.48 

IEEE 69 23 
1,3,5,8,12,15,18,21,24,27,30,3
3,38,41,44,48,50,52,55,58,61,
64,69 

81 68 0.96 

IEEE 85 32 

2,4,6,8,10,12,13,15,17,19,22,2
4,26,27,29,32,35,37,41,45,47,
50,53,55,58,62,64,67,70,73, 
81,84 

102 88 1.12 
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Tab. 3 Comparisons of PMU Location and SMRI 



 

Methods 
IEEE 15 Bus IEEE 33 Bus 

No. of PMU SMRI PMU channel No. of PMU SMRI PMU channel 

Proposed method 5 20 11 11 34 25 
AGA [26] - - - 11 33 - 
Greedy Algorithm [27] 7 22 - 14 38 - 
CES  [28] - - - 11 33 - 
NSGA [29] 5 19 - 11 32 - 
ACO [10] 6 21 - 12 36 - 
MST [ 2] 5 19 - 11 32 - 

 

Methods 
IEEE 69 Bus IEEE 85 Bus 

No. of PMU SMRI PMU channel No. of PMU SMRI PMU channel 

Proposed method 23 81 68 32 102 88 
AGA [26] 26 84 - - - - 
Greedy Algorithm [27] 27 85 - - - - 
CES  [28] 25 82 - - - - 
NSGA [29] 23 80 - - - - 
ACO [10] 24 82 - - - - 
MST [ 2] 23 80 - - - - 

 
4.2 Energy losses cost with and without wind integration 

The integration of the windmill into the distribution network carried out in the IEEE 33 bus system. IEEE standard radial distribution 
system data acquired as defined in [32-33]. The base power of IEEE 33 is 100MVA and the base voltage is 12.66KV. The cumulative active 
power load is 3.72 MW with a reactive power load of 2.30MVAR. Realistic load flow (RLF)for the feeder system shall be performed using 
forward/reverse load flow method [24]. The exact measurements taken by the PMU and n are compared with the load flow values. 
Then the error values were downplayed. The windmill selected for this analysis have the following characteristics: Vci = 2.5 m/s, Vr = 13 
m/s, Vco = 25 m/s and Pr=0.6 MW [21]. 

Ten wind turbines planned to install in the test distribution grid. The 24-hour daily data were used for the two seasons of the year, 
winter and summer. The average wind speed, standard deviation for the 24-hour data (Cape Comorin, a southern Indian location) 
are obtained for January and May. Average and standardized wind speed deviations for the summer, winter seasons are monitored 
by the PMU indicated in Fig. 4. 

 

 
 

(a) summer 
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(b) winter 
 

Fig.4 Mean and Standard Deviations of wind speed – (a) summer and (b) winter 

 
 

Fig. 5 System Voltage measured by PMU 

 
There are approximately 10 wind turbines installed in the distribution network. Initially, the forward / backward load flow 

was executed for the IEEE 33 bus utility grid. From load flow result, the voltage magnitude angle, real power, reactive power, losses 
obtained. Based on the voltage values, the integration of the wind turbine implemented. The node 18, 17, 16, 15, 14, 13, 33, 32, 31 
and 12 having the minimum voltage values. Theses nodes considered as the weakest node and it may outage quickly if any fault 
occurs in the distribution network. Therefore, Wind turbines placed in these nodes to expand the voltage profile of the particular 
nodes and its whole system. Fig. 5 clearly shows the system voltage with and without wind turbine. The system voltage monitored 
by the PMU very precisely. 

 

 
(a) Summer-RLF 
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(b) Winter– RLF 

 
 

 
 

                                  (c) Summer– SLF 
 

 
 

                             (d) Winter – SLF 

Fig. 6 Cost of energy losses ($) of 33 bus RDS – (a) Summer – RLF, (b) Winter – RLF, (c) Summer – SLF and (d) Winter – SLF 

4.3 Energy losses saving for summer and winter conditions 

Fig.6 shows the energy losses cost in $ based on RLF and SLF estimates for the summer season and winter seasons of 33 
RDS buses. Fig. 7 provides a summary of overall actual power losses or values of TPL that are derived from RLF and SLF measurements 
for both the seasons summer, winter of 33 RDS bus. It is clear that from Fig.6, the cost of grid energy losses decreases considerably 
in the midsummer and midwinter following the integration of windmill. 
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(a) Summer-RLF 

 

 
 

(b) Winter – RLF 

 
(c) Summer – SLF 

 

 

(d) Winter – SLF 

Fig. 7 Total real power loss (TPL) for the 33 bus RDS – (a) Summer – RLF, (b) Winter – RLF, (c) Summer – SLF and (d) Winter – SLF 

 
Fig. 7 demonstrates that the lowest cost of energy lost per hour5, during the summer season without the incorporation of wind 
turbines. The charge for the minimum hourly cost of energy losses is $4,877 from the RLF and $4,963 from the SLF. Both actual and 
reactive power losses values are 61.83 kW and 41.86 kVAR respectively.The minimum bus voltage for that hour is 0.9481p.u. The 
minimum load for summer energy losses following wind turbine deployment shall also be measured per hour 5. The minimum cost 
per hour for energy losses is $4,719 RLF and $4,727 SLF. The actual and associated power losses are $57.77 and $45.03 respectively. 
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                                                (a) Summer 

 
(b) Winter 

Fig.8 Energy loss savings for summer and winter seasons of 33 bus RDS 
 
 Seasonal energy conservation is depicted in Fig.8. It indicates a substantial difference in energy conservation for the test method 
during the winter and summer seasons. Peak energy reserves for the summer season were reached at 3 pm. It is $5,209 based on 
SLF estimates and $5,209 based on RLF calculations. For the same time, winter electricity reserves total $4,013.38. The maximum 
energy reserves for the 10-winter hour reached this value of $4,772 based on SLF calculations and $4,779 based on RLF calculations. 
Energy reserves for the summer amount to $4,523 per hour. A minimum electricity savings of $25 was achieved at the time of 4 for 
the summer. Minimal energy reserves of the winter at the time of 6 and benefit for it are $1,065. Minimum energy reserves of the 
winter outweigh the minimum energy reserves for the summer season. Fig.8 reveals that energy reserves were greater in the winter 
from 1 to 10 hours and in the summer from 11-19 hours and from 21-24 hours. Disparity of wind speed and load patterns influences 
net conservation of energy. 
 

5 Conclusion 
In recent years, improvements to distribution networks have exacerbated the distributed power line problem. This increases the 
number of PMUs to be monitored and replaces the data with an increased sampling rate. This paper presents a helpful justification 
for the optimisation of PMU placement technique through sea lion optimisation. This technique provides perspectives such as  
optimum locations, maximum visualisation, minimum PMU and total PMU channel. In addition, this article describes the effect of 
RES integration on the distribution network. Energy reserves of the generation were resolute by computing Realistic and stochastic 
methods of energy loss before and after the integration of the wind turbine as regards the achievement of energy reserves. A 
demonstration of the proposed technique was conducted for standardised distribution systems. Based on the results, SLnO is proved 
as a promising tool for solving such a kind of constrained objective optimisation problems. As a result, it can conclude that SLnO 
solution to the precise problem is the best one so far. 
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5.1 Policy implications 



For SG applications, many solutions needed to overwhelm the challenges of PMU-placement restrictions, topology observability and 
maximum coverage, as they provide planning engineers with additional options in selecting the solution that best encounters their 
requirements. 
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AWOA-RP SCHEME FOR IMPROVED COMMUNICATION OF VANET USING 
NETWORK PROTOCOLS 

Abstract- 

 VANET offers a secure and safe transportation 
over the vehicle to vehicle communication meant for the 
application of industrial wireless network. The vehicular 
communication in turn enhances the easy convenience 
between source and destination nodes. The BS and RSU 
too facilitate knowledgeable for attaining the field of 
vehicular data communications. Once activating the 
communication of VANET, this in turn offers new 
energy efficiency in the V2V connection and entire 
vehicular nodes to be enhancing by considering minor 
time. Consequently, the efficient routing path, lower 
delay, uncongested path, minimum consumption of 
energy, less execution time, and classification accuracy 
will create the VANET dependent competent 
communication model. The AODV protocol 
performance needs to enhance the stability parameters, 
less cost, and energy in relation to the communication of 
VANET. In this approach, the Adaptive Whale 
Optimization Algorithm-Routing Path (AWOA-RP) is 
presented for enhancing the AODV protocol in relation 
to the energy-efficient, delay enabled dynamic routing 
and path evaluation, stability and there is some 
indispensable variation that allows the preeminent 
routing path devoid of less delay, any link breakage for 
employing the stability of route. For congested path 
identification, the projected Clustering-dependent 
Congested Path Detection Algorithm (CCPDA) is 
employed. The CCPDA offers the transmission delay, 
PDR over the speed of vehicle through the trust- 

 

 

dependent sufficient residual energy levels. For the 
detection of malicious node in VANET, the presented 
Reputation value-based Prominence Algorithm (REPA) 
along with the identification of the malicious node 
should be considered. The PA improvements offer the 
reduced End-to-End delay, the minimum overhead 
enhanced PDR, routing problem in the network. The 
performance of VANET communication on the whole is 
analyzed to have improved performance of the malicious 
node identification. As a result, this approach offers 

secured and safe wireless communication appropriate for 
the industrial wireless networks.  

 

Key Words: Adaptive Whale Optimization Algorithm-
Routing Path, Vehicular Adhoc network, safety, 
Clustering-dependent Congested Path Detection 
Algorithm, security, Reputation value-based 
Prominence Algorithm. 

I. INTRODUCTION 

 In recent years, safety and secure 
communication between the vehicles as necessary. The 
efficient routing path among the vehicles without any 
traffic, delay of time, dynamic routing between the 
source and destination nodes. Wireless Networks will 
play major role in the industry 4.0. The vehicular fields 
provide wireless data communications and also capable 
of communicating with one another. i.e., roadside unit 
infrastructure with the respective trusted authorities. 
VANET has split into two concerned methods that are 
Vehicle to Vehicle (V2V), and Roadside to Vehicle 
(R2V) communication. The primitive technology 
provides multiple applications like traffic accidents, 
vehicle to vehicle communication, vehicle traffic levels, 
drivers, passengers, and pedestrians discussed in [1]. The 
tremendous characteristic features, such as active 
topology changes and high vehicle mobility. The high 
mobility is the essential factor that is describing the 
VANETs from other wireless networks and Ad hoc 
networks. The VANET area in the vehicle node density  
is not identical which exhibits spatiotemporal variation 
in [2]. The ancient trajectories of data may be solving 
reduced road congestion in VANET. The fuel wastage to 
be increases, capital losses, and fatal with the prediction 
of congestion control discussed in [3]. VANET is 
helping to generate every device with the information it 
necessary to route traffic timely. The routing protocols 
in VANET based on various internal and external factors 
like as vehicle node mobility, signals, obstacles, and road 
topology to enable the scalable characteristics in 
VANET shown in [4]. The challenges in VANET shown 
in figure 1. 
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Figure 1 Challenging factors in VANET 

AODV routing will not hold all routes at all 
times.Whenever packet is ready to sent automatically the 
route process will start{Yahiabadi, 2019 #855}. The goal 
is to maximize the vehicle and passenger safety and 
comfort also. In VANET, every vehicle capable of 
connecting to VANET and make a network with a wide 
range of applications. If any vehicle to be dropped out of 
the range of transmission, the network also dropped in 
[5]. The data packet in the system provides efficient 
routing protocols. The routing algorithm gives less 
delay, overhead routing, dynamic PDR and  End-to-End 
delay in the network. The vehicles in the network are 
working the better routing algorithms to information 
delivering to the neighboring vehicle position at any time 
of instance. If the positioning system fails, this provides 
high cost on routing, high bandwidth usage, and routing 
overhead shown in (Shafi & Ratnam (2019)).  The 
vehicle mobility, speed, converged the huge calculation 
overheads to vehicles to detriments of the performance 
of communication when they exploit the largest part of 
eminent degree algorithm to decide the CH selection. By 
consider the mobility of vehicle parameters, to utilizes 
each vehicle's hand‐off capacity and the handoff time 
defer according to the packet loss rate (Valayapalayam 
Kittusamy, Elhoseny & Kathiresan 2019). The various 
applications in VANETs function the multiple 
connections such as Vehicle to Infrastructure 
transmission and Vehicle to Vehicle transmission. The 
information services as the prerequisites to efficacy and 
long life multi-hop routing design approach. The 
VANET’s characteristics give the dynamic technique, 
high mobility, road layout limitations, easy access 
wireless system, and severe channel conditions are the 

demerits to design a routing scheme (Chen, Liu, Qiu, Wu 
& Ren (2019)). VANET has some inability 
characteristics to attain efficient routing among the 
destination node of vehicles and the source node of 
vehicles. The problem infers that  

1. Inefficient routing path, which makes the traffic 
and delays time to improve the AODV protocol 
for energy, delay time, and cost enabled vehicle 
to vehicle communication. 

2. Congested paths infer the inefficient of residual 
energy 

3. The malicious node attacks may lead to the 
routing overhead problem, End-to-End delay in 
the network. 

4. To implement a secured framework applicable 
for industrial wireless network (IWN).  

Here, to overcome all these inabilities and satisfies 
the efficient vehicle to vehicle connection, Vehicle to 
Infrastructure connection as well as enable the safety and 
secured connection in VANET. 

II. LITERATURE SURVEY 

 [6] proposed the VANET based routing 
protocols define the location of the vehicles, but never 
rely on route entries of predestination that solves the 
challenging factors such as inaccuracy, broadcasting 
overheads. [7] proposed multi-agent reinforcement 
learning through the trajectory rejection method to 
regularize the traffic congestion also minimizes the 
travel time, and travel distance. The road network-based 
congestion index provides the best traffic efficiency with 
the adaptive learning method. [8] proposed a VANET‐
Cloud layer to enable network performance and traffic 
management. The traffic services performed through the 
data exchange mechanism help of the fuzzy aggregation 
technique. The VANET cloud layer allows enhanced 
traffic safety. [9] proposed the Multimodal Nomad 
Algorithm associative of communication scheme to 
assist the multiple drones of VAN. The enhanced 
performance produces a specific space for the global 
application, and its performance like hop count, 
throughput, and PDR values are better. [10] proposed the 
safety and security based fifth-generation network to 
outperforms the applications and business models along 
with VANETs and SDR. The new drive of security 
threats and the vulnerabilities function through the 
different entities and the various architectural 



components. The critical security services and enhanced 
Intelligent Transport Systems (ITS) that incorporate the 
proposed SDVN techniques. [11] stated the Vehicular 
Cloud (VC) computing environments enable through 
V2V and V2I to optimize the traffic intersections along 
with the signal control strategy. The effect of the traffic 
patterns functions the probability-based traffic signal 
control parameters. [12] proposed the statistical Network 
Tomography (NT) based VANETomo for congestion 
identification. The Connected Vehicle (CV) technology-
based Dedicated Short Range Communication evolves 
vehicular communications. To improve the accurate QoS 
through the Statistical Network Tomography that 
concludes the transmission delays over the network 
nodes. [13] proposed the framework of distributed 
collaborative detection to tracking the collection of data. 
The malicious nodes detection evolves through dynamic 
behavior analysis technology. The Stochastic Petri 
Net used for security-based detection of higher detection 
rates. [14] proposed the vehicular traffic management 
provides the vehicular traffic congestion paths through 
the congestion routes and weighted graphs. To identify 
the congested routes without traffic jams to improve the 
traffic distance by using Re-RouTE. Re-RouTE used to 
minimize traffic jams and enhanced travel time, distance, 
speed, and the traffic flow of the road networks. [15] 
proposed that cloud computing enabled VANET in IoT 
environments to construct control on traffic and data 
processing systems through a cloud-based vehicular 
network. The machine learning and data mining 
techniques how performs the heterogeneous cloud 
platforms. [16] proposed the DisTraC for traffic 
congestion control parameters based on less 
communication overhead problems to be satisfied with 
the minimum travel time and all other external 
infrastructures. Nowadays many people’s eye on  
Industrial wireless networks (IWNs) than academic 
communities and other domains. [17] proposed the 
optimization algorithm for Dynamic Interior Point 
Method congestion path identification through driver 
rerouting. DIPM outperforms in the knowledgeable real-
time deployment of user-based optimal approaches. [18] 
proposed the refined congestion control problem may 
elongate through the traffic-based, resource-based 
classical techniques. The optimization of traditional 
methods used for soft computing-related approaches. 
[19] proposed the Base Station (BS) and Road Side Unit 
(RSU) over the vehicular medium with the extensive 
adaptation. To mitigate security-based threats and 

privacy to be evolved. [20] proposed the Vehicle-to-
Vehicle (V2V) communication models provides 
efficient access, reliability, and availability through the 
concept of spatial intelligence. V2V enables the 
Intelligent Transport Systems (ITS) for the exchange of 
information and intelligent decisions on roads. 

III. PROPOSED METHODOLOGY 

 To establish the improvements in AODV 
protocol with the clustering enabled route selection 
process for optimal routing path (VANET 
Communication) to decrease overhead and enhance the 
route stability in the proposed Adaptive Whale 
Optimization Algorithm (AWOA-RP) to be considered. 
The algorithm enables the better performance of packet 
delivery ration and the link stability while improvements 
on energy, delay time, least congestion, malicious node 
estimation are the parameters that get to consider. The 
schematic diagram of the proposed AWOA-RP 
methodology shown in figure 2. Thus, a secured 
communication path has been implemented with the use 
of this approach which is greatly applicable in industrial 
wireless network. 
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Figure 2 Schematic diagram of the proposed method 

Normally, the Whale Optimization Algorithm 
depends on the bubble net feeding behavior of Whales.  

4.1 System Model 

The vehicular nodes to be initialized by 
considering the effective routing path among the 
vehicular nodes through the topology of the vehicular 
network for V2V, and V2I communication.  Initially, to 
construct the clustering formation, CH selection before 
the routing process and the source and destination of the 
vehicular nodes to be initialized first and its details 
explain in further process.  

To imagine that the vehicles are equipped with 
Road Side Units (RSUs), On-Board Units (OBUs), 
Locations and sensors. For effective vehicle 
communication, the RSU works as an intermediate node 
which will exchange the data between the vehicles. The 
network model is to be considered for the establishment 
of the road model structure with N average number of 
vehicle nodes. 

4.2 Adaptive Whale Optimization Algorithm 

 The better path of selecting a route is usually to 
predict traffic between the source and the destination 
points in VANET routing. The direction of a low traffic 
density is favored for optimum route choice, as a high 
traffic density increases the flow of vehicles on the road. 
An active prediction method is necessary to choose the 
best path. Route exploration is the central process in the 
current implemented optimization method. The 
optimization algorithm finds the right route, from source 
to destination, which meets the entire considered 
multiple limitations. For optimizing multipath, an 
algorithm can be used to provide reliable data delivery. 
During the route selection, the data transfer to the 

destination can be postponed if the nodes are not energy 
efficient and overloaded because of high traffic. In 
VANETs, the vehicle nodes travel along with fixed paths 
alone because of some restriction on the roads and 
streets. 

 The Whale Optimization Algorithm (WOA) is a 
new optimization technique which is used to solve 
optimization problems. The WOA consists of three 
operators to simulate the search for, encircling prey, prey 
and bubble-net foraging behavior of humpback whales 
to reduce the clusters and also achieves the reduced end-
to-end delays. Road Side Units (RSU) will allow the 
planners to deploy effective communication without any 
link breakage. The QoS in the network is measured using 
various parameters like end-end delay, energy 
consumption, packet loss, and throughput. 

 Initially, clustering the vehicles is non-linearly set into 
motion through the own fitness value of own and their 
neighbors thus imitate efficient neighbors by attaining 
the optimal path between the vehicles. The clustering of 
vehicles uses for continuous herds or each vehicle can 
belong to a single global flock. Clustering starts with 
collecting arbitrary particles to improve the cluster 
stability and also to reduce the cluster regeneration 
timing. The wireless-enabled vehicle nodes get 
clustering according to the encircling prey, Let the 
optimal path for clustering the vehicle nodes considered 
as,  

𝑉𝑉�⃗  =  �𝐷𝐷��⃗ .𝑤𝑤𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑡𝑡) −  𝑤𝑤(𝑡𝑡)�            (1) 

w (t+1) = 𝑤𝑤𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑡𝑡) −  𝐵𝐵�⃗ .𝑉𝑉�⃗                 (2) 

Where, V as vehicle nodes 

 t as time is taken during clustering  

 w (t+1) as optimal path 

In the routing table with no path to destination 
node, the route discovery phase will start when a source 
node likes to propel the packets to the destination node. 
A Route Request (RREQ) packet has broadcasts by the 
source node to its neighbors. The RREQ packets 
received by neighbors are classified into three 
categories: the receiver node has a path to the 
destination; the receiver node is the destination node and 
none of both. In this condition, the RREQ packet has 



forward to its neighbors by the receiver node until the 
RREQ packet has received by the destination node or the 
destination node has routed to the node, and the process 
repeats with the reduced overhead problem. 

To achieve the optimal routing path, the 
constant number of clusters in a vehicle nodes gets 
enabled for AODV protocol improvement. For the Trust-
based routing path by making the cluster creation, a 
Trust-based rule manager never considered for the 
clustering process, and all vehicle nodes imagined as 
trust nodes. Moreover, the routing processes enable each 
trust-based vehicle nodes. The large differences in speed 
of any 2 vehicles might result in lesser link time taken 
and the links are break easily. Based on the previous 
knowledge, the proposed AODV protocol explained in 
detail the trust-based route calculation, link breakage 
among the vehicles, and the threshold assignment 
according to the vehicle nodes in the wireless network.  

Now, the trust-based routing enables through 
the threshold assignment among the vehicle nodes with 
the optimal path estimation. The Threshold assignment 
depends on the residual energy mean value and overall 
Trust based score mean value for each vehicular nodes. 
By using the overall trust scores to find the mean trust-
based score value for each vehicular node  

TMi = 
(
𝑇𝑇𝑇𝑇𝑖𝑖+ ∑ 𝑇𝑇𝑇𝑇𝑖𝑖

𝑛𝑛
𝑗𝑗=1

𝑛𝑛−1 )

𝑛𝑛
, j! = i             (3) 

Where, 

TMi = Trust Mean value (ith node).  

TSi = Summation of trust scores 

TNj = Trust Value of the Neighbor,  

n = Number of nodes in the network 

Threshold value that helps for routing path 
calculation, i.e., Mean value >Threshold to participate 
The DV for vehicular nodes selection through the 
formula as, 

Decision valuei = 
(𝑊𝑊1∗𝑇𝑇𝑇𝑇+𝑊𝑊2∗𝑅𝑅𝑅𝑅∗𝑊𝑊3∗(1𝐷𝐷))

(𝑊𝑊1+𝑊𝑊2+𝑊𝑊3+
           (4) 

Where TM > Threshold 

RE is residual energy 

D is Distance from the neighbor vehicle nodes 

The threshold values assigned to the vehicle 
nodes and stable to enable the trust-based calculation 
over the neighbor nodes without any link breakage. The 
trust-based calculation among the vehicle nodes used to 
find the Trust based score for each vehicle nodes 
considering the two limitations. 

1. The vehicle nodes are sending an ACK to 
neighbor vehicle nodes when it receives the packets. 

2. The vehicle nodes that drop more packets.  

TSCi1 = (𝐴𝐴𝐴𝐴𝐴𝐴
𝑅𝑅𝑅𝑅

) * 100             (5) 

Where TSCi = The percentage of the initial trust-based 
score for the ith node. ACK = Acknowledgements sent to 
the nearby vehicle nodes. RP = Total number of received 
packets.  

TSCi2 = 100 – (( 𝐷𝐷𝐷𝐷
𝑇𝑇𝑇𝑇𝑇𝑇

) * 100)            (6) 

Where, DP = Dropped packets, TDP = Overall dropped 
packets. 

TSCi = (𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖1+ 𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖2)
2

             (7) 

 After trust-based score evaluation, the Cluster 
Head Selection will do for the effective nest preparation 
over the nodes. The selection of Cluster Head algorithm 
to calculate the high residual energy optimization and 
Trust-based score values, but with the reduced distance 
from all participated vehicular nodes for distance 
evaluation. The distance of the vehicle nodes as, 

Di = |𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑜𝑜𝑜𝑜 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (𝑣𝑣1) − max𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑜𝑜𝑜𝑜 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛|      

           (8) 

Where, Di as the average distance of vehicle nodes 

The traffic system on each vehicle reduced and 
the average distance helps to enable the Cluster Head 
(CH) Selection. The sensor nodes enable the efficient 
CH selection to predict the path and less-cost system by 
addition of distance between the each vehicle. 

The sum of distance among the vehicle nodes 
provides the essential message for the feasible 



communication that utilized to detect the distance of 
sensor node. The sensor node distance is, 

Si = 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑗𝑗

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑗𝑗
                  (9) 

The sensor nodes help to establish the optimal 
position of the vehicle using the vehicle's sensor and to 
enable the AODV protocol gets improved based on the 
least traffic occurrence and energy efficiently. The area 
of the best hunt used to estimate the clustering enabled 
CH selection with the updating of adjusting the 
proximate distance over the vehicle nodes. The fitness 
value calculated by using the formula as, 

Fitness = {Max_stability of cluster}              (9) 

The fitness value helps to improve the channel 
capacity among the vehicle nodes. An Adaptive Whale 
Optimization is to increase the capacity of the channel 
with lesser time by choosing the suitable necessities of 
communication and radar sensing and the equation as 
follows,  

CC = maxcc 
𝑁𝑁𝑐𝑐 �𝑇𝑇𝑔𝑔�+𝑇𝑇�𝑓𝑓∗𝑀𝑀∗𝑆𝑆𝑐𝑐

𝑇𝑇
 * log2(1 + 𝛿𝛿𝛿𝛿𝛿𝛿

𝑁𝑁0.𝑆𝑆𝑐𝑐
)   (10) 

Where,  

Nc as spacing of subcarrier nodes 

Sc as number of subcarrier nodes 

Tg as yclic prefix 

f as frequency among the vehicle nodes 

Here, the Whale Optimization Algorithm 
Encircling prey, Bubble net attacking model used to 
enable the shortest path among the vehicle nodes, 
without any traffic, improved data loss, the shortest path 
to be estimated. 

Encircling prey 

 It is depicted by 

I = �𝑥⃗𝑥. 𝑏𝑏�⃗ (𝑡𝑡) −  𝑏𝑏�⃗ 𝑥𝑥(𝑡𝑡)�    (11) 

b(t+1) = 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(t) – H. x 1�⃗                          (12) 

where, t as recent CH selection 

H, x as coefficient vectors 

𝑏𝑏�⃗ (𝑡𝑡) as better CH selection arrangements with respect to 
the position of vectors. 

x 1�⃗   =     2x2�.𝑠𝑠              and 

 x = 2�.r 

where x2→ randomly reduced from two to zero 
all through the iterations r→ is a non-linear vector in [0, 
1]. 

 

 

Bubble net attacking model: 

Updating the new Cluster Head values is 
completed by two steps with the help of vehicle 
clustering model. The steps  used are Spiral updating 
position and Shrinking encircling mechanism. 

Both the methods are used to enable the better CH 
selection with the accordance of vehicle nodes. The 
position of humpback whales seems chaotic as indicated 
by the position of each other for optimal shortest path 
estimation as given below: 

𝑁𝑁��⃗  = |𝑥𝑥. 𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 −  𝑐𝑐|         (13) 

C(t+1) = crand – y1.𝐻𝐻��⃗  ]correlation                       (14) 

This function is done by the decreasing the 
value linearly an y2 from zero to two; the vector k1 with 
random value in the ranges are fixed between −1 and 1. 

The Correction Factor(CF) which stimulate the 
whales to move in lesser steps in the direction of the prey 
to explore the search space resourcefully for better and 
efficient shortest path selection. To find the trust-based 
degree of vehicle nodes with the respective shortest path 
equation based on the RSU system as, 

DRSU-U = �(𝑈𝑈𝑅𝑅𝑅𝑅𝑅𝑅 − 𝑈𝑈𝑖𝑖) + (𝑉𝑉𝑅𝑅𝑅𝑅𝑅𝑅 − 𝑃𝑃𝑡𝑡)2
2         (15) 

The proposed algorithm considers the trust 
aware score values, distance, and residual energy for the 
unique routing path, which is optimum. The limitation of 
CH is that the speed and mobility < average mobility 



speed of all the vehicular nodes. Finally, the vehicle 
communication established the efficient routing path 
with the improvements and modification on AODV 
protocol according to the vehicle’s stability and the 
primary and essential parameters such as energy 
consumption, delay time reduction, and the least traffic 
also attained. 

 

4.2 Congested path in VANET 

The predicted congestion never specifies the 
actual coordinates also for the congestion time. For 
congested path identification, the Clustering-based 
Congested Path Detection Algorithm (CCPDA) to be 
used. This algorithm detects congestion due to traffic, 
location, and congestion time.  

For path clustering, path algorithm enables one 
to cluster the path. The algorithm performs the 
longitudinal paths clustering, and it follows 3 steps. 
Firstly, it describes the features. Secondly, to select a 
subset of data through the factor analysis. Finally, the 
performance of cluster evaluation to find the cluster path 
and allocate each cluster in all ways. The path clustering 
method consists of path range, SD, Mean change/time.  

The path distance calculated through the 
Harvesine formula such as, For any two points of 
vehicles, the central angle among the two vehicles as,  

𝜃𝜃  = hav (𝜙𝜙1 −  𝜙𝜙2) + cos (𝟇𝟇1) + cos        

                  (𝟇𝟇2)hav(λ1 – 𝜆𝜆2)                          (16) 

Where 𝜃𝜃 referred to as Harvesine function (𝜃𝜃): 

𝜃𝜃 = sin2 (𝜃𝜃
2
) = 1−cos (𝜃𝜃)

2
                           (17) 

After the distance of each path to be found 
through the Havesine formula to calculate the distance 
and path traveling time. The time to travel the path 
distance and the time estimation as,   

t = ti – ti-1                            (18) 

 The formula for cluster speed and path for least 
congestion of traffic path that can be found using below 
as; 

S =𝑑𝑑
𝑡𝑡
                                  (19) 

By considering each cluster paths, the average 
speed/cluster computed by using; 

Cs = 𝑇𝑇𝑠𝑠
𝑛𝑛

                            (20) 

The congestion depends on the threshold value 
with its bandwidth, and residual energy If the averages 
speed of a cluster < the speed of the threshold, it attain 
less than 1 km/h and the time is important than a 
threshold time. The duration of stopping congestion 
event < the threshold duration, which is not congestion, 
it has a stoppage of traffic. If cluster speed < 1 km/h and 
the event duration > threshold duration, the vehicles to 
stop for while a time, then that are locked. If stoppage 
duration ≥ threshold duration, which is not a traffic 
stoppage or passengers to be picked, which is a 
congestion occurrence. The results of congested 
events performance conducted in terms of the positions 
like longitudinal and latitude of time occurrence.  

4.3 Malicious node Detection 

 For malicious node attacks in VANET, the 
proposed REputation value-based Prominence 
Algorithm (REPA). PA helps for malicious nodes 
detection. The Prominence Algorithm necessarily 
depends on the node's prominence value. The 
prominence values based on the Packet Forwarding 
Ratio (PFR), i.e., the packets are received and the 
packets are ahead to the neighboring nodes. The 
malicious node connects; it receives the default 
prominent value and the performance of a specific node. 
The prominent value describes the perceiver node. In 
PA, the selection of the perceiver node based on various 
specifications. The selection of a perceiver node never 
has the best prominence value and less computation load 
parameters. 

 Malicious node "s" (perceiver node) needs to 
find the prominence of node "t" depends on the 
calculation of Packet Forwarding Ratio (PFR), and node 
"t". 

Pseudocode for Malicious node detection: 

Packet Forwarding Ratio (PFR) value (Pb) as an input 
Status of the malicious node “t” as an output. 



Step 1: The node “s” finds the PFR value of node “t” 
described as Pb:  
Pb = (u/v) 
Where u as = the data packets need to forward by ‘s’ to 
‘t’. 

v as = the data packets forwarded by the ‘t’ 
node 
Step 2: Depends on the value of Packet Forwarding 
Ratio, it decides the node “t” of prominence 
value(Direct prominence) 
If 
i) Pb ≥ Th and Pb ≤ 1; then prominence value  
𝑅𝑅𝑡𝑡𝑠𝑠 = 1; Else  
ii) 𝑅𝑅𝑡𝑡𝑠𝑠  = 0; 
Step 3: Node “s” asked other neighbor nodes to send the 
prominence value of node “t”: 
𝑅𝑅𝑏𝑏 = ∑ 𝑅𝑅𝑡𝑡𝑖𝑖𝑖𝑖=𝑛𝑛

𝑖𝑖=1  
If 
i) Rt ≥ n/2; then reputation value Rt = 1; Else 
ii) Rt = 0; 
step 4: Node “s” computes the final prominence of node 
“t”: 
R f = 𝑅𝑅𝑡𝑡𝑠𝑠 + Rt 

If 
i) 𝑅𝑅𝑡𝑡𝑠𝑠 and Rt  are 0; then final prominent value R f = 0;  
Else 
ii). R f = 1; 
Step 5: For final prominence Rf, value declares 
prominence of node “t”: 
If  
i) R f = 0, the‘t’ node is a malicious;  
ii) To remove the “t” node  
Else 
iii) Rf = 1; the‘t’ node is trusty node 
Step 6: The message delivers to all the other nodes about 
the node’s status as 't'. 

 
The Prominence Algorithm that detects the 

attacks in V-2-V and V-2-I communication in VANET 
networks. The attack detection range of the network 
status is improved and compare to the other existing 
algorithm. 

 
V. RESULTS AND DISCUSSION 

 
 The proposed work for an efficient routing path 
has done through MATLAB. For malicious node based 
attack detection in VANET, the prominence algorithm 

that represents the attack detection. AWOA-RP has a 
trustworthy secured and optimized routing algorithm. 
AWOA-RP used for direct Trust to evolve the trust based 
on multiple nodes. AODV protocol based optimized 
routing process enhances the performance of routing 
overhead issues. The optimized AODV protocol routing 
algorithm provides the addition of efficient shortest path 
identification with the trust-based secured malicious 
node detection.  

To calculate direct trust values and indirect trust 
values with the help of final prominence value. The 
enhanced results like Routing Overhead PDR, and End-
to-End Delay by compared with the existing 
performance. The malicious nodes have the dropping in 
the packet that gets affected and PDR value is worst. To 
calculate the PFR with the help of the perceiver nodes, 
to estimate the direct as well as the indirect prominence 
values of the node. For better performance, the average 
of End-to-End Delay could be as low. When the highest 
path breakages occurred because of the presence of 
malicious nodes, so the overhead routing issues to be 
improved by the concern of frequent routes and its 
measurement. Thus, a secured communication path has 
been implemented with the use of this approach which is 
greatly applicable in industrial wireless network. 

The results of malicious nodes detection in 
VANET shows as follows: Figure 3 represents the packet 
Delivery Ratio Vs Time (ms). Figure 4 describes the 
End-to-End delay Vs Time (ms). Figure 5 depicts the 
routing Overhead Vs Nodes 

 

Figure 3 Packet Delivery Ratio Vs Time (ms) 



 

Figure 4 End-to-End delay Vs Time (ms) 

 

Figure 5 Routing Overhead Vs Nodes 

Figure 6 represents the lifetime duration. Figure 
7 shows the packet drop ratio Vs Tie (ms). Figure 8 
illustrates the detection time Vs Nodes. The reduced 
energy consumption shown in figure 9 with the number 
of nodes in the network. 

 

 

Figure 6 Lifetime duration 

 

Figure 7 Packet drop ratio Vs Time (ms) 

 

Figure 8 Detection time Vs Nodes 

 

Figure 9 Energy consumption Vs Nodes 

VI. CONCLUSION 

 In VANET, the enhanced road traffic 
conditions was employed for safe and secure 
communication,. The vehicles safety like traffic jam that 
were uncongested, with no delay time should be 
considered in order to offer effective communication. 
The improvement on efficient routing path was attained 
from these characteristics, identification of uncongested 



path, and attack detection also. The AWOA-RP was 
employed for enabling enhanced routing path by adapted 
the AODV protocol in accordance with its channel 
capacity and the stability by the energy efficient, less 
cost and reduced traffic with the less delay, less packet 
loss ratio ,high throughput and condensed residual 
energy consumption with the improved performance. 
For improved packet delivery ratio, Trust based efficient 
residual energy levels, and the standard transmission 
delay, the proposed CCPDA should be well utilized. On 
behalf of the attacks from the malicious node 
identification and detection, the REPA performed well, 
i.e., the enhanced PDR value minimum overhead 
routing, reduced End-to-End delay in the network. The 
vehicular nodes and malicious nodes identification 
provided better communication with RSU, BS for 
enabling competent VANET. Hence, a secured 
communication path has been implemented among the 
usage of this approach which is applicable significantly 
in industrial wireless network. 
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IMPLEMENTING WIRELESS SENSORS FOR MONITORING COVID USING 

VARIANCE DETECTOR 

 
 

Abstract 

This article focuses on implementing wireless sensors for monitoring exact distance between two 

individuals and to check whether everybody have sanitized their hands for stopping the spread of 

Corona Virus Disease (COVID). The idea behind this method is executed by implementing an 

objective function which focuses on maximizing distance, energy of nodes and minimizing the 

cost of implementation. Also, the proposed model is integrated with a variance detector which is 

denoted as Controlled Incongruity Algorithm (CIA). This variance detector is will sense the 

value and it will report to an online monitoring system named Things speak and for visualizing 

the sensed values it will be simulated using MATLAB. Even loss which is produced by sensors 

is found to be low when CIA is implemented. To validate the efficiency of proposed method it 

has been compared with prevailing methods and results prove that the better performance is 

obtained and the proposed method is improved by 76.8% than other outcomes observed from 

existing literatures.  

Keywords: Wireless sensors; COVID; Energy consumption; Angle of inclination; Internet of 

Things (IoT). 

1. Introduction 

Recently, Internet of Things (IoT) has been emerging as a useful platform for medical 

applications. This helps the doctors all over the world to take care of their patients in the place 

where they are residing. This type of developments is possible only by using intelligent 

monitoring 



devices like sensors. In line with above concern, sensors can also be designed and used for 

handling the current pandemic Corona Virus Disease (COVID). It is well know that no medicine 

is available for stopping COVID and only way is to maintain distance among individuals. Even 

the sensors can be designed for monitoring whether hands of individuals are sanitized or not. 

Therefore, an ultrasonic distance sensor can be integrated with high performance boards with a 

micro server as shown in Figure 1a. In addition, these sensors are designed for installing in all 

public places which even includes small shops. Therefore, in this case different LEDs can be 

connected for determining distance as shown in Figure 1b. This method is not a complete 

remedial method for COVID but by implementing this technology the people can preserve 

themselves from COVID and the monitoring station will try to stop the anomaly behavior of 

each individual. 

(a) (b) 

Figure 1. Implementation of proposed method for monitoring COVID (a) With micro server (b) 

Without micro server 

 

1.1 Literature works  

For integrating sensors in general public it is necessary that basic parameters and design of 

sensors have to be surveyed. Therefore, this section focuses on literature works by examining 

different parameters that have been discussed by several authors. The basic parameter for 

monitoring distance with basic principles of infrared illumination in mobile robots is discussed 

[1]. The authors have designed a low cost sensor but the major disadvantage is that the sensors 

are designed for monitoring very low distance which is up to 1 meter. Also, the angle of 

inclination for installing sensors is much hard task in public which is also discussed with 

necessary formulations. But after installation it is observed that energy consumption is much 

lesser and therefore it needs to be solved. For solving the problem of energy consumption high 

power wireless nodes have been deployed [2] and after deployment it is observed that even 

additional energy can be saved. However, there is advantage of much higher energy saving the 

method suffers from disadvantage that error rate is much higher where, exact parametric values 

cannot be obtained [2]. In addition, the distance between individuals and walls should be 



maintained and in this case ultrasonic sensors have been designed with exact angle of inclination 

[3].  

Even though a low cost sensor for moving environment is designed, straight angle measurement 

which is much necessary for monitoring in epidemic situation has been inapt. If both straight and 

cross angle measurements are made then, it would be a major advantage to the society [3]. To 

overcome the drawback in [3] a new technology using robotic application have been developed 

[4]. This kind of robotic environment will be mostly used in applications like vehicle monitoring 

where, exact distance of other vehicles can be informed to all individuals. Additionally, an alarm 

gust will also be deployed and if two vehicles are getting closer and any indication of accident is 

present then the alarm will be automatically switched on. But, installing the sensors of this type 

will be much higher and public cannot be able to afford much higher cost [4]. Consequently, for 

reducing the cost of sensor which needs to be installed in highways an ultrasonic pulse with a 

new method on selecting ground based points with necessary threshold parameters have been 

designed [5]. If this case [5] is considered then, cost of installing sensors in important points will 

reduce but the pulse will produce only less energy where information cannot be processed in a 

correct way between transmitter and receiver [5]. Furthermore, the sensors designed [1-5] cannot 

be able to monitor any one necessary parameter therefore, the authors [6] have combined two 

different techniques such as ultrasonic and infrared sensors for measuring distance. Even if 

accurate distance is monitored and the values are correct but when two methods are combined it 

is apparent that cost will be much higher [6]. From examining [6] it is observed that instead of 

using two different methods, if thermal sensors are implemented then, it is easy to predict the 

position of each individual [7]. Still, this virtuous method suffers from disadvantage that exact 

values can only be obtained if sensors are installed only on ceiling of all buildings [7] and angle 

of inclining sensors is missing. After some years a unique application on door step have been 

developed for computing group of peoples and exact distance between them which is denoted as 

smart construction monitoring [8]. In this application a lot of security measures have been 

updated from existing platforms and also an array of sensors has been implemented in grid-based 

structure. But the problem with array structure is that when sensors are grouped the data that is 

sent from transmitter to receiver have to be arranged in order for saving the energy consumption 

which is not possible with this type of IR sensors [8]. For implementing sensor arrays another 

method that is diverse from [8] have been introduced with photodiodes and bridge routes [9]. 



When photodiode is introduced exact measurement accuracy will be much higher and values will 

be obtained exactly within 2.5ms. But this creates an uncertainty where, bandwidth supplied by 

source should be much higher [9] where, it is not possible in all situations. Even for better 

installation a comparison has been made between ultrasonic and infrared sensors for detecting 

obstacles with exact detachment rate [10]. The aforementioned model is examined using 

vehicular applications and a time of flight method is enabled which makes the entire system to 

provide more accurate results. But unreasonably more energy have been used which makes the 

cost to rise beyond exact economic value [10]. When sensors are tested for integrating in medical 

application mainly for Corona Virus Disease (COVID) a new method using neural network have 

been applied. When this neural network is introduced it can able to detect the affected patients 

immediately with ten days. A common drawback in neural network is more data needs to be 

specified at same time and during each stage separate operations will be performed [11]. To 

introduce a new method that differs from neural network, a block chain technology has been 

integrated [12]. When this block chain is introduced then, it is very easy to store large amount of 

data. This creates may positive advantage over other methods because these systems can be 

introduced in mobile environments where correct of inclination will be specified. But the authors 

have not explained about security measures that are involved during this risk process on storing 

large amount of data [12].  To have complete exploration on security an energy cost behavioral 

model have been implemented [13] where, different position of sensor is acquired in accurate 

way and complete analysis for integrating in public places have been made with help of EC 

curve. However, uniform distribution of data is necessary for implementing in low cost condition 

[13].  

1.2 Research gap and motivation 

All the existing work which provides base information [1-13] fails to detect any one basic 

parametric value like energy consumption or cost of installation. Moreover, the existing articles 

have not focused on detecting any pandemic situations like COVID. But only basic parametric 

values have been measured to some extent. So the gap on monitoring the distance with high node 

energy at low cost has been missing in all deliberated literatures. Therefore, the authors have 

formed a base work by maximizing distance, energy and minimizing the cost of installation with 



proper angle of inclination of sensors by formulating the objective function (Equation (7)) and 

integrating it with deep learning model for building the research gap. 

1.3 Objectives 

The main objective of this research work is to protect all people and stopping the spread of 

COVID by monitoring the distance between them using an online monitoring system (Things 

speak). In addition, the objective on minimizing the cost of installation with high energy for 

transferring the information from source to destination is also fulfilled. The main purpose of 

considering this objective is that no medicine is available for COVID and all people have to 

maintain distance between them with proper sanitizing lifestyle. This is possible only by 

implementing a monitoring device like sensors. Therefore, a cost-efficient sensor will be 

installed in all public places with correct angle of inclination for monitoring the distance between 

each individual. 

  



2. Problem formulation 

In this section the sensors will be designed according to the requirements by taking necessary 

parameters. Since the sensors are designed for pandemic situation all necessary parameters must 

be integrated together.  

2.1 Calculation of distance 

It is well known that for preventing the pandemic COVID situation no remedy is available and 

the only way is to maintain distance. But most of the people are not maintaining distance 

properly in all places. Therefore, for monitoring the distance between individuals a distance 

monitoring sensor will be placed and it will be formulated as given in Equation (1). 

      𝐷𝐷𝑖𝑖 = ∑ 𝐶𝐶𝑇𝑇𝑖𝑖𝑛𝑛
𝑖𝑖=1             (1) 

Where, 

𝐶𝐶 represents distance between each individual  

𝑇𝑇𝑖𝑖 denotes the time that both individuals are standing close to each other 

Equation (1) represents the mutual formulation of sensors whereas, it differs in each situation 

based on selective criteria as shown in Equation (2).  

      𝐷𝐷𝑖𝑖 = 3∗𝑉𝑉(𝑖𝑖)
10

            (2) 

Where, 

𝑉𝑉(𝑖𝑖) represents the output voltage obtained from each sensor 

Equation (2) will be implemented if the distance is calculated using output voltage. The value 3 

indicates angle of inclining each sensor and 10 represents distance between each obstacle (In 360 

degree view). In addition if both equations are implemented for designing the sensor then, it 

should provide full accuracy and it can be observed from Equation (3). 

      𝐴𝐴𝑖𝑖 = 100 − 𝐷𝐷𝑖𝑖           (3) 

 



Where, 𝐴𝐴𝑖𝑖 represents the accuracy of sensor for calculating the distance (For both Equation (1) 

and (2)) 

2.2 Angle of inclination 

Angle of inclination for implementing sensors in outside environment is much important. If the 

sensors are not mounted properly in objects then, necessary parametric value cannot be evaluated 

properly and exact value will be much different where, Equation (3) will not be satisfied. 

Therefore, the position for mounting the sensors can be formulated in a collective way as given 

in Equation (4). 

     ∅𝑖𝑖(𝐷𝐷𝑖𝑖) = 𝜌𝜌𝑖𝑖
𝐷𝐷𝑖𝑖
2 + 𝛾𝛾𝑖𝑖            (4) 

Where, 

∅𝑖𝑖(𝐷𝐷𝑖𝑖) indicates that angle of inclining sensors will vary depending on distance 

𝜌𝜌𝑖𝑖 represents the replication of ith target source 

𝛾𝛾𝑖𝑖 denotes the radiation of integrated sensors (0 or 1) 

Equation (4) cannot be implemented if necessary constraints in Equations (1) and (2) are 

satisfied. Also, two different values will be indicated when radiation occurs through sensors. 

Therefore, the value will change at different times where, exact value will be obtained in all 

circumstances. 

2.3 Energy consumption 

Once the accuracy of designed sensor is much higher then, the next parameter for valuation is 

consumption of energy by all nodes that are connected with sensors. Always the sensors should 

be designed in a correct way that it should maximize the energy consumption which indicates 

that power transmitted form source to destination should be much higher. Calculation of power 

that is consumed by nodes (Both transmitter and receiver) can be expressed as, 

    𝐸𝐸𝑖𝑖
𝑇𝑇𝑇𝑇,𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇𝑖𝑖𝐴𝐴+𝐷𝐷 + 𝑇𝑇𝑇𝑇𝑖𝑖

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎          (5) 

 



Where, 𝑇𝑇𝑇𝑇𝑖𝑖𝐴𝐴+𝐷𝐷 denotes the total power that is supplied to all paths inside the sensors 

𝑇𝑇𝑇𝑇𝑖𝑖
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 represents the total power of amplifier that is present at transmitter side that includes 

peak-to-average power ratio 

2.4 Total cost 

It is necessary that even in small industries and in other yards the sensors needs to be installed. 

Therefore, it should be fabricated in a way with much less cost as given in Equation (6). When 

considering the cost of sensor units distance, angle of inclination and width of sensors will also 

be included. 

      𝐶𝐶𝑖𝑖 = (𝑤𝑤𝑖𝑖 ∗ 𝐷𝐷𝑖𝑖) + ∅𝑖𝑖           (6) 

Where, 𝑤𝑤𝑖𝑖 represents the width of installed sensors 

2.5 Objective function 

By considering Equations (1) to (6) the objective function on implementing sensors for distance 

monitoring and hand sanitizing can be modeled as follows, 

     𝑂𝑂(𝑖𝑖) = 𝑚𝑚𝑚𝑚𝑚𝑚∑ 𝐷𝐷𝑖𝑖 ,𝐸𝐸𝑖𝑖  ,𝑚𝑚𝑚𝑚𝑚𝑚∑ 𝐶𝐶𝑖𝑖𝑛𝑛
𝑖𝑖=1

𝑛𝑛
𝑖𝑖=1          (7) 

If the objective function in Equation (7) is implemented then sensors will be fabricated in right 

way and exact results will be predicted in online monitoring system. 

3. Optimization algorithm 

To handle the pandemic COVID situation each and every individual should follow some 

consistency between them and all should regularly sanitize their hands. This is the only way for 

reducing the death rate across all countries. Therefore, for detecting the regularity of all people in 

public places an improved deep learning optimization algorithm which is denoted as Controlled 

Incongruity Algorithm (CIA) have been integrated with proposed model. One major advantage 

on choosing CIA is that it can able to provide solutions only if the problem is convex in nature 

and it can able to converge earlier [14, 15]. For integrating the deep learning model with 

proposed objective function some basic integration formulations are essential. One important 



function in CIA is used for detecting losses of sensors using a conjugate function as given in 

Equation (8). 

     𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑖𝑖) = 𝑐𝑐𝑐𝑐𝑐𝑐(𝐷𝐷𝑖𝑖 − |𝑙𝑙(𝐷𝐷𝑖𝑖)|)           (8) 

Where, 

|𝑙𝑙(𝐷𝐷𝑖𝑖)| represents the lagrangian function of distance  

If this kind of deep learning algorithm is introduced then, loss which is produced by sensors will 

be much lesser and therefore exact langrangian controls can be made for distance measurements. 

For accurate measurements distance should always be measured from center of target and 

therefore, centric function can be given as, 

     𝑡𝑡𝑖𝑖 = ∑ (∅𝑖𝑖 − 𝑚𝑚𝑖𝑖)𝑛𝑛
𝑖𝑖=1 2𝜋𝜋𝜋𝜋           (9) 

Where, 𝑚𝑚𝑖𝑖 denotes the mid value of target 

From Equation (9) it is clear that target centric function will be formulated only based on 

parameters like angle of inclination and area of circle. If sensors are not mounted at correct angle 

then the target cannot predict exact value which will result is wrong calculations. To avoid this 

situation area of circle with midpoint is also added for accurate calculations. Finally, the mean 

value of distance followed by different people will be calculated as given in Equation (10). 

     𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑖𝑖) = max𝐷𝐷𝑖𝑖−min𝐷𝐷𝑖𝑖
2𝜋𝜋𝜋𝜋

         (10) 

From Equation (10) the mean incongruity value will be calculated for all individuals. If any 

individual walks to maximum distance the sensor will be automatically switched off where, in 

this case energy loss will occur. To overcome this loss difference between maximum and 

minimum distance will be calculated in addition with area of circle. This makes the optimization 

process to converge earlier and within small values the sensor will be switched off and lot of 

energy can be saved. The flow chart of proposed CIA is shown in Figure 2. 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Flow chart of CIA for monitoring distance between entities 
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4. Results and discussion 

The proposed method of installing sensors for being alert to prevent COVID have been 

monitored using an online monitoring system and it is executed using MATLAB where, different 

parametric values are monitored and they are listed as following scenarios. 

Scenario 1: Angle of inclination 

Scenario 2: Measurement of distance 

Scenario 3: Calculation of energy consumption 

Scenario 4: Cost of installation 

Scenario 5: Proportion of gap  

Scenario 1 

For installing sensors one major prerequisite is inclining angle which is discussed in this 

scenario. For each public building the angle of inclination is different and it depends on radius of 

buildings. If correct angle of inclination is not provided then distance between two individual 

cannot be monitored properly which results in failure of installing sensors. Therefore, angle of 

inclination for mounting sensors in suitable places should be followed correctly. It is observed 

that angle of inclination for small radius will be tilted up to -50 degrees whereas, for large radius 

of buildings the angle of inclination will be 90 degrees. If in this angle the sensor is mounted 

then it can be able to detect each individual within the distance of 100 meters as shown in Figure 

3.  

 

 

 

 

 

Figure 3. Angle of inclination (in degrees) 



From Figure 3 it can be seen that sensors are inclined correctly at precise angles where; 

maximum and minimum limit will be -50 to 90 degrees. If radius of building is much higher 

then, angle of inclination can be calculated using Equation (4). This inclination value will be 

automatically fed as input to Things speak, an online monitoring system and if inclination angle 

varies an alert will be sent to the user and therefore, they have to re-install it. This parameter is 

not compared with any existing method because this is an unique parameter and no previous 

exists for comparison states. 

Scenario 2 

Once the sensors are mounted at correct angle, distance can be calculated which is conversed in 

this scenario. Generally, sensors should be able to monitor distance with less interpretation 

values. For monitoring long distance above 50 meters the interpretation values should be 

constant. By this monitoring station can detect whether each and every individuals are 

maintaining minimum distance between them. If any person is creating anomaly then 

interpretation will be stopped and alert will be sent to the users. In this case the data such as 

mobile numbers and names can also be fed as input and therefore, if any user violates guidelines 

then a message will be sent. 

Figure 4 shows calculation of distance which is obtained in a small yard. The results are 

monitored for a single day using Thing speak and it is visualized in MATLAB. For the proposed 

method if the users are between 50-100 meters a constant voltage will be supplied because in this 

case there is no need for monitoring but if the users are closer between 10-40 meters then, more 

interpretation is needed which is greater than 3 volts. But in existing method [1] even if 

individuals are at long distance more interpretation is needed and more wastage will occur. 

Therefore, the proposed method proves to be more efficient then existing method for monitoring 

distance between individuals. 

 



 

 

 

 

 

 

 

 

Figure 4. Distance vs accurate reading 

Scenario 3 

In this scenario the basic parameter that is necessary for sensors during transfer of information 

which is referred as energy consumption is determined. For transferring information from source 

to destination amount of energy supplied to nodes should be much higher. This is one important 

characteristic that is much needed for proposed method. Figure 5 portrays energy that is 

consumed by nodes for transferring information and it can be seen that more energy is supplied 

in proposed method because for monitoring this pandemic situation more energy is required as 

number of peoples are higher.  

It can also be observed that the packets arrived at receiver will consume up to 8 mW for 100 

nodes whereas, the existing method [2] consumes only 7.19 mW. In this case if energy is 

supplied much lower then information will not reach the receiver and therefore, the interpretation 

values will be much higher for existing method as shown in Figure 2. 

Scenario 4 

The sensors designed for this COVID situation have to be installed in all local places therefore, 

cost of installation should be much lesser. Here, the cost will be calculated by taking into account 

the width of current abode and angle of inclination. If these two bounds are considered then, 

automatically cost of installing sensors will be much lesser. Figure 6 displays the simulation 

results that is obtained after integrating Equation (6). From Figure 6 it can be observed that cost 



of installing sensors through proposed method is much lesser than existing method [12]. For 

example if number of nodes is 60 then, cost of installation for proposed method will be 46.1K 

whereas, for existing method it is found to be 53.8K respectively.  

 

 

 

 

 

 

 

 

 

 

Figure 5. Comparison of energy consumption  

This shows that if angle of inclination is correct then, cost of installation will be much lesser. 

This parameter will not be fed as input values to Things speak but for providing information to 

public it has been included. Even a small dealer should be in a position to buy this sensor 

because it is much necessary to monitor distance which is the only way to stop this pandemic 

situation. So, if the proposed method is implemented in real time all small dealers can buy this 

type of sensor and they can install it at much lower rate. 

Scenario 5 

In this scenario accurate measurement distance and gap will be calculated between each 

individual. This is treated as special case because once an individual arrives at a shop a small 

sanitizer magnum will be kept where, if the person arrives within a particular distance, they will 

be alerted to sanitize their hand. Next after sanitizing percentage of gap between each individual 

will be observed and if either hands are not sanitized and if percentage of gap is low then an 



alarm message will be sent to particular person. This is monitored by Things speak and the 

results are visualized in MATLAB. 

 

 

 

 

 

 

 

 

 

Figure 6. Calculation of total cost (INR) 

Figure 7 shows the simulated results by taking distance in X-axis and percentage of gap in Y-

axis. It can be seen in Figure 7 that a person is ready to go into s shop and when that person is 

outside at a distance of 50 meters then percentage of gap observed will be 36. But once the 

person enters into the shop and it the shop is much smaller to a distance of 10 meter then gap 

maintained by that person is 1.3 whereas, for existing method [6] more gap is specified and it is 

not much possible for small sized shops. This proves that proposed method is capable of 

monitoring exact values than other existing methods. 

 

 

 

 

 

 



 

Figure 7. Accurate distance vs percentage of gap 

4.1 Performance analysis of CIA 

Beyond some real time factors it is much important to analyze the simulation time of 

implemented algorithm and it should be compared with existing one for understanding the 

performance and accuracy of parametric values. Therefore, when the proposed method is 

visualized in MATLAB simulation time is calculated by varying the number of rounds and is 

shown in Figure 7. 

From Figure 7 it can be seen that simulation time for proposed CIA is much lesser than existing 

method [11]. For accurate checking the numbers of rounds have been considered as 100 and even 

for all rounds simulation time is much lesser and it is considered as foremost advantage of 

integrated algorithm. For example, if the number of round is equal to 60 then simulation time for 

proposed method is 3.81 seconds whereas for existing method [11] it is equal to 5.16 seconds. 

This proves that proposed method is capable of converging solutions at earliest and all the 

parametric values will be obtained within fraction of seconds.  

 

 

 

 

 

 

 

 

 

Figure 8. Computational time (seconds) of CIA 

 



5. Conclusion 

Many countries around the world are suffering from COVID and day-by-day the count of people 

affected by this disease keeps on increasing. Even though preventive measures can be taken by 

staying at home it is not possible for all working people to stay at home all the time. Therefore, 

only way of preventing this pandemic situation is to maintain distance between two individuals 

which is monitored by wireless sensors and it has been addressed in this article. Most of the 

people are not maintaining even minimum distance between them when they are going in public 

places. To stop this sensors are designed in a way that it can monitor the movement of people 

using Things speak, an online monitoring system which will predict exact values when wireless 

sensors are connected.  

Moreover, the sensors are designed where, even small dealer can able to afford it and it can 

provide high energy by passing the information from transmitter to receiver. In addition, for 

effective functioning CIA algorithm have been implemented which can be treated as other 

advantage of proposed method. The projected method is simulated and compared with existing 

methods and in future it can be extended for detecting the humans by integrating it in their 

apparels with necessary energy consumption. 
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