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ABSTRACT Writer identification is the procedure of identifying individuals from handwriting. Writer
identification is a common interest in biometric authentication and verification systems, and numerous
studies are available for English, Chinese, Arabic, and Persian specific handwriting. This paper introduces
a supervised offline Indic script writer identification system that can identify individuals using less than a
single page of handwriting. A lightweight Convolutional Neural Network (CNN) architecture fused with
non-trainable Gabor filters is used as an identification model that can recognize writers from scarce data.
For the experiment, we used BanglaWriting dataset, which is openly available for Bengali writing and writer
recognition. Further, we added Devanagari and Telugu datasets for evaluation. The overall evaluation shows
that the proposed thresholded Gabor-based CNN architecture performs superior to numerous deep CNN
architectures for Indic writer recognition.

INDEX TERMS Image processing, convolutional neural network, Gabor filter, writer identification, Indic
script.

I. INTRODUCTION
Handwriting biometrics is a division of biological phenomena
that allows a person to be identified and authenticated based
on a set of recognizable and verifiable features that are unique
and specific among individuals [1]. Writer identification is
primarily classified into two scenarios, offline and online [2].
Offline writer identification systems only receive handwrit-
ten images as features, whereas online writer identification
systems receive more robust features, writing strokes, pen
pressure, writing coordinates, among others. Although the
usage of an online writer identification system is limited to
electronic writing devices, offline writer identification can be
applied to both electronic and paper-based handwriting.

Writer identification systems are also segmented into
two categories based on the criterion of recognition proce-
dure: text-dependent and text-independent recognition [3].
Text-dependent recognition systems can only recognize writ-
ers from a specific written word phrase which the system
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has previously seen as an example from the writer (or stored
in the database). Signature verification systems are a variant
of text-dependent writer recognition. In such a case, writers
provide specific signatures which they have to write again
for validation purposes. In contrast, text-independent systems
can recognize any writing from the writers, which the sys-
tem may not have previously observed by the writer. The
advantage of text-independent systems is that the writers can
be recognized from any written words or characters. In this
paper, by writer recognition, we term the text-independent
writer recognition systems.

Before the advent ofmachine learning systems,most writer
identification and forensic techniques targeted various facets,
such as the physics of writer’s ink, the paper on which writing
is written, the size of each letter, character-level spacing,
word-level spacing, and so forth [4]. After the advancement
of machine learning and deep learning methods, it is possible
to identify writers using image processing techniques [2].
Although recent machine learning and deep learning methods
perform excellently on writer identification, they bring out
some new challenges: a) insufficient amount of training data,
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b) noise in the image of writing, c) existing similar pattern
among writers, d) risk of overfitting, e) risk of underfitting,
f) occurrence of unknown writing patterns or strokes, and
so on.

Some studies are found in the literature that devel-
oped language-specific writer identification systems for
major languages, including English [5], Chinese [6], [7],
Arabic [8], and Persian [9]. Indic scripts cover most scripts
used in India, Bangladesh, Nepal, and Pakistan continental,
such as Bengali, Devanagari, Gujarati, Gurmukhi, Telugu.
In comparison, non-Indic scripts are English, Chinese,
Persian, Thai, Arabic, Farsi, Latin, Roman, among
others.

The complexity of writer identification and verification
varies among different languages due to the individual
shapes, strokes, number of characters belonging to the lan-
guage, and the similarity between characters. To introduce the
properties of the Indic languages, the following concepts of
Bengali language writing should be acknowledged:

FIGURE 1. The structure of grapheme (the smallest unit of writing) in the
Bengali language.

A. VOWEL
The letters or characters which represent the speech sound
that can be uttered only with an open vocal tract are consid-
ered as vowels. The Bengali language has 11 vowels.

B. CONSONANT
The letters or characters that represent the speech sound that
can be uttered with a complete or partial open vocal tract
are considered as consonants. There are 39 consonants in the
Bengali language.

C. DIACRITIC
The signs that are written above or below a character to define
a different pronunciation of the same letter or character. In the
Bengali language, there are two types of diacritics, vowel dia-
critic and consonant diacritic. There are 11 vowel diacritics
and seven consonant diacritics.

D. CONSONANT CONJUNCTS
Consonant conjuncts are letters or characters that contain
two or more joined consonants. In the Bengali language,
118 consonant conjuncts are primarily used.

E. GRAPHEME
Grapheme is the smallest unit of any writing system. In terms
of the Bengali language, a graphememust contain a grapheme
root. A grapheme root is a letter that can be a vowel, a conso-
nant or, a consonant conjunct. A grapheme can also contain
diacritics, yet they are optional. A grapheme may contain at
most one vowel diacritic and at most one consonant diacritic.
Figure 1 exhibits the structure of Bengali grapheme. Figure 2
shows an example of a Bengali word construction.

FIGURE 2. An example of a Bengali word structure. A Bengali word is
constructed with one or more graphemes. Graphemes must contain a
grapheme root, whereas containing diacritic is optional.

Due to the comprehensive collection of vowels, conso-
nants, consonant conjuncts, and diacritics, the Bengali lan-
guage has around 13,000 different grapheme variations [10].
These grapheme variations also introduce various combina-
tions of character patterns. Compared to English, Bengali
writing patterns are more complex due to the increasing num-
ber of character patterns, making Bengali writer identification
a challenging task. As a result, image processing-based writer
identification systems unaware of the overall patterns may
produce less accuracy in the Bengali writer identification than
English. Indic scripts are generated from ancient Bhramic
script [11]. Therefore, like Bengali, Indic scripts, such as
Tamil, Devanagari, Gujarati, among others, are packed with
complex writing patterns, grapheme variations, complex con-
structions, and an approximately similar number of char-
acters. The visual appearance of Devanagari, Gurumukhi,
and Gujarati is nearly identical. Nevertheless, Devanagari is
more circular, Gurumukhi includes diverse half-length ver-
tical lines, and Gujarati contains extra loops. Furthermore,
the visible appearance of Malayalam, Kannada, Tamil, and
Telugu are also alike. Tamil and Kannada scripts are similar,
while Malayalam scripts have a round shape. Concavities of
most of the Telugu andKannada characters are upwards while
downwards for Malayalam and Tamil. Besides, the Telugu
and Kannada characters have head marks on the above.
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Nevertheless, the writing style and characters of Indic scripts
are equivalent, with minor changes resulting in similarities in
writing strokes and patterns.

This paper contributes to a Gabor filter-based Convo-
lutional Neural Network (CNN) architecture as a Bengali
writer identification system that can recognize writers from
a small amount (less than a single page writing) of training
data. The overall architecture is named Thresholded Gabor
CNN (TGCNN), and it is trained with word-level black and
white image data. Each word image is first passed through
a convolution of thresholded Gabor filters (TGC). Further,
the outputs are passed through a comparatively light CNN
architecture that learns the writing patterns from the TGC
extracted linear handwritten features.

The overall contribution of the paper includes:

• We introduce a Deep Convolutional Neural Net-
work (DCNN) based writer recognition system, specifi-
cally for Indic script writer recognition systems.

• We demonstrate the overall construction of the Indic
scripts based on the Bengali writing system at the
word level. Moreover, we address the complexity of the
Indic writer identification system based on the Bengali
language.

• We exploit a non-trainable, thresholded Gabor filter
fused with a CNN, which is used as a writer identifi-
cation system.

• We carried out experiments implementing other
CNN-based state-of-the-art methods on our dataset and
validated that our approach performs better in most
cases.

The rest of the paper is segmented as follows: Section II
introduces a subset of recent approaches that are available in
the field of offline writer identification. Section III motivates
towards using Gabor filters for the writer recognition tasks.
Section IV provides a detailed description of the proposed
TGCNN architecture. Section V presents the performance
evaluation of the proposed architecture. Finally, Section VI
concludes the paper.

II. RELATED WORKS
In the phase of the offline writer identification system, most
works relate to specific methods, which are but not limited to,
the HiddenMarkovModel (HMM), GaussianMixture Model
(GMM), Gabor Filters, Deep Neural Networks (DNN), and
CNN. Due to the robustness of deep learning approaches,
a more significant share of modern systems is structured
based on deep learning strategies [12].

Before the advancement of neural network architectures,
Gabor filters were exploited for writer identification. Gabor
filters are linear filters, which are used to obtain linear fea-
tures from an image. Similar to Gabor filters, XGabor filters
were also used to extract feature data. After the extraction of
feature information from image data, most works performed
wavelets [13], graph relations [9], statistical analysis [6],
[14] and so on [15]–[18]. HMM-based methods have also

been introduced inwriter identification systems, where expert
identifiers are built for individual writers [19]. Although these
methods performed better, they are less accurate compared
to the neural network methods, which are observed to work
better for writer recognition pipeline [2].

Following the advancement of neural network architec-
tures, new robust methods have been introduced in the field of
writer identification. Chu and Srihari presented a word-based
identification system that performs word-level feature learn-
ing by identifying similarities between two words, and the
learned knowledge was further applied to identify writ-
ers [20]. They also collected annual writings and performed
experiments on them. The limitation of the approach includes
its reliance on DNN instead of CNN, which is preferable for
image identification and image pattern recognition. Fiel and
Sablatnig used a CNN to extract features vector [21]. The
pre-trained CNN model on a known writers database is used
as a feature vector. The last softmax classification layer of the
CNN model is cut off after the pre-training phase and is used
as a feature vector for further identification. Christlein et al.
introduced a unique method that uses both CNN and GMM
supervectors [22]. The research work defined CNN activa-
tions as a local descriptor and formed a global descriptor
produced by GMM supervector encodings. Xing and Qiao
introduced a multi-stream CNN method called DeepWriter
along with a patch scanning technique [5]. Yang et al. devel-
oped a DCNN architecture as a writer identification sys-
tem. They concluded that DCNN methods require a great
amount of data to achieve better performance and introduced
a writing augmentation technique named DeepStroke [23].
Chen et al. introduced a semi-supervised feature learning
process that was mainly implemented using CNN. The pro-
posed semi-supervised system employed a mixture of labeled
and unlabeled data in the training phase and acquired better
accuracy [24]. Christlein et al. introduced a CNN feature
learning strategy that is fully unsupervised and uses ResNet
as a baseline, and performs better on available datasets [25].
From the most recent works, it can be concluded that CNN is
the most suitable state-of-the-art writer identification system.

Compared to non-Indic scripts, writer identification tar-
geting Indic scripts has been less explored [26]. In addi-
tion, the datasets concerning writer recognition are mostly
closed sources in previous research endeavors. Therefore,
the scarcity of openly available datasets limits the scope of the
research work in this domain. Strategies targeting basic deep
learning-based pipelines are mainly investigated for Indic
scripts [27], and more significant contribution is required.

Among the different Indic scripts, Bengali writer iden-
tification methodologies have been primarily investigated
[26]. In [26], a few Bengali writer identification systems
were observed and reviewed. However, previous research
endeavors are conducted in closed-source datasets, resulting
in a scarcity of Bengali writer recognition datasets [28].
In Bengali writer identification, efforts have been given on
identifying isolated characters [29], [30]. Further, efforts have
been investigated in word-level writer identification [31],
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as well as document-level writer recognition [28]. Biswas and
Das used radon transform [32] for word-level writer identifi-
cation system, evaluated on a group of 55 people. In contrast,
Halder et al. introduced a document-level approach of writer
recognition, one of the most promising writer recognition
pipelines specifically developed for the Bengali language.
The approach first converts images into binary black and
white binary pixels and segments the handwritten portions
of the datasets using image pixel statistics. After segmen-
tation, the following statistical features extracted from the
document: a) word-spacing, b) stroke-thickness, c) angular
distance of word center, e) circularity and rectangularity
ratio of words, f) height and width of words, g) fractal
dimension analysis, and h) four diagonal (horizontal, ver-
tical, left, right) stroke directions. These features were fed
into a classifier for the final classification. However, most
research strategies [28]–[30] involved text-dependent writer
recognition systems, as both training and testing sets contain
the same isolated characters and words. Therefore, the strate-
gies introduced in the research endeavors are still outdated
based on the current implementation of the computer vision
system.

Apart from the Bengali language, efforts have been
observed in Gurmukhi [33]–[35], Tamil [36], Telugu [37],
and Devanagari [38], [39] scripts. The investigation related
to the specific scripts targets statistical exploration of hand-
written patterns and depends on machine learning analysis.
Efforts have also been made to recognize writers based on
Indic scripts. Reddy et al. [40] implemented a regressor for
extracting stroke vectors in a vector space to generate a cluster
space for writer stroke patterns. Kumar et al. [27] introduced
a general CNN architecture for the Indic writer identification
system, evaluated on a close-sourced Devanagari dataset.
The writer recognition systems targeting Indic scripts are
still advancing, requiring an extensive investigation. Hence
there are opportunities to improve both architectural and
text-independent writer identification systems.

This paper introduces a writer identification scheme that
explicitly targets Indic handwriting scripts. The proposed
method uses CNN with Gabor filters as an identification
system. The usage of Gabor filters with CNN boosts the
accuracy of standard CNN architecture in classic image iden-
tification systems [41]. Although CNN fused Gabor filters
are trainable, it is mostly suitable for high-end image clas-
sification tasks. However, for writer identification, instead of
learning the Gabor hyperparameters through the backpropa-
gation technique, the paper introduces non-trainable Gabor
filters to find linear orientations. The non-trainable Gabor
filters extract specific linear textures from handwritings and
pass the handwriting image textures to CNN that performs
feature detection. Although the end-to-end architecture of
the proposed system is supervised, the system requires less
handwriting data from traditional CNN-based methods. The
challenges include attaining higher accuracy with a limited
amount of data. In addition, CNN architectures often tend to
overfit while being trained on a limited amount of training

data. Again, with the difficulty of overfitting and minimal
training data, the dataset also contains a large number of
unique word images. As a result, a generalized architecture
is to be implemented to attain satisfactory accuracy on the
Indic script datasets.

III. MOTIVATION
Gabor filters are named after Dennis Gabor, which is used for
numerous image processing tasks, including edge-detection
[42], image pre-processing, texture analysis [43], feature
extraction, feature modification. The procedure of Gabor
filters is similar to the human vision system and excellent
for texture analysis tasks [44]. Gabor filters can separate
texture information from images, which can also eliminate
some specific texture information. Gabor filters are mutated
and used for numerous image processing purposes, including
iris-recognition [45], face recognition [46], speech recogni-
tion [47], vein recognition [48].

In general, a CNN learns the filter representation used
to determine the availability of certain features in a given
input image. CNN filters can recognize complex and
higher-dimensional features from images. However, they suf-
fer from overfitting issues and hinder generalization capabil-
ity if the number of training samples is relatively low [49].
Therefore, training a DCNN architecture on handwriting
data which includes less than a single page writing of
an individual, causes overfitting (reported in Section V:
Tables 2, 3, and 4).

The overfitting on small training datasets can be solved
using numerous strategies, among which data-augmentation
[50], regularization [49], and transfer learning [51] are
well-recognized. These strategies increase generalization by
achieving reducing overfitting issues. Data-augmentation and
transfer learning are data-dependent approaches, whereas
regularization is a model-dependent approach. Transfer
learning consists of numerous strategies, including feature-
based approach, parameter-based approach, instance-based
approach, and so on [51]. In the most straightforward transfer
strategy, the model is trained on a different dataset, and the
learned experience (model weights) is further used to learn
representation from a different dataset. Further, the preceding
layers of the DCNN models are frozen (not updated) in
the transfer learning approach. The approach is similar to
non-trainable convolution, as they are never trained in the
final training procedure of transfer learning, and they often
produce better results.

Gabor filters are excellent for obtaining texture features.
Hence in this study, they are implemented to recognize
writers from word-level images. Instead of using trainable
CNN in the initial layer of the DCNN, a non-trainable
Gabor filter is implemented. This property is similar to the
non-trainable weights of transfer learning approaches. Imple-
menting non-trainable Gabor filters for writer recognition
systems results in the following advantages:
• Achieves better accuracy while trained on small
datasets.
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• Avoids overfitting and provides better generalization on
unseen data.

• The requirement of the number of CNN layers is com-
paratively low based on the current implementations of
deeper CNN architectures.

Gabor filters merged with CNN layers achieved superior
performance in the case of Indic scripts. Indic scripts mostly
contain non-linear stroke patterns. However, in English,
which is a non-Indic script, the stroke patterns are mostly
linear. Therefore, Gabor filters only activate the subsequent
CNN layers to learn the primary linear strokes, which results
in an imbalance of accuracy benchmark compared to Indic
scripts. In the following section, the overall methodology for
Indic scriptwriter identification is introduced.

FIGURE 3. The overall pipeline of the proposed TGCNN architecture. The
processes include image pre-processing, augmentation, random image
cropping, Gabor transformation through thresholded Gabor convolution,
and deep convolutional neural network.

IV. METHODOLOGY
Thewriter identification system uses a traditional CNN archi-
tecture that is fused with a modified Gabor filter. This section
presents a thorough walkthrough of the proposed Indic writer
identification system. Figure 3 provides an overview of the
complete workflow of the introduced approach. The system
firstly inputs normalized images, discussed in Section IV-A.
Consequently, the inputs are passed to the first layer of the
network, performing ThresholdedGabor Convolution (TGC),
discussed in Section IV-B. The TGC-processed outputs are
passed to a CNN architecture discussed in Section IV-C.

As the architecture receives fixed-size images, the training
and testing of random size word-level images require modi-
fications, which are finally discussed in Section IV-D.

A. IMAGE PRE-PROCESSING
The architecture is inputted 110 × 110 sized cropped
word-level images. The images are converted into black and
white, where white portions of the images are presented by
zero in the image matrix. Throughout the research investiga-
tion, it is examined that if the datasets are scaled in [−1, 1]
range, the Gabor kernel fails to adapt input features. The
proposed Gabor convolutional layer only contains positive
values. Therefore convolving a positive weight matrix with a
negative scale input causes the resulting image to be negative.
Hence, often the output image does not pass through the
activation function. In contrast, scaling input image between
[0, 1] provides a better passthrough the activation functions
and results better accuracy.

FIGURE 4. The 9× 9 kernels of the non-trainable Gabor filters, where
θ = {0,10,20,30,40,50,60,70,80,90} respectively.

B. THRESHOLDED GABOR CONVOLUTION
Gabor filters are two-dimensional matrices that extract spe-
cific directional frequency content from an image. A Gabor
filter is a complex Gaussian sinusoid modulation consisting
of real and imaginary values, represented as follows,

Real : g(x, y, λ, θ, ψ, σ, γ ) = exp(−
x
′2
+ γ 2y

′2

2σ 2 )

× cos(2π
x ′

λ
+ ψ) (1)

Imaginary : g(x, y, λ, θ, ψ, σ, γ ) = exp(−
x
′2
+ γ 2y

′2

2σ 2 )

× sin(2π
x ′

λ
+ ψ) (2)

where,
x ′ = xcosθ + ysinθ
y′ = −xsinθ + ycosθ
λ =Wavelength of the sinusoidal factor
θ = Orientation of the parallel stripes
ψ = Phase offset
σ = Standard deviation of Gaussian envelope
γ = Spatial aspect ratio
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FIGURE 5. The left column is the input image. The rest of the columns are the outputs of Gabor kernel convolution (explained in Section IV-B) along with
θ = {0,10,20,30,40,50,60,70,80,90} respectively.

TheGabor filters are used as convolution filters in the CNN
layer. The convolution operation of CNN is most suitable
for calculating real integer values. Also, current processing
units and applications do not adapt complex-number calcula-
tions. For the sake of avoiding complex-number calculations
from CNN, instead of using the imaginary part, the real
part of Gabor filters is used, as stated in Equation 1. The
general Gabor filters still encounter noises (negative values),
excluding features from input images through the convolu-
tion operation. Hence, the negative values of Gabor filters
are eliminated by passing the Gabor filter matrix through a
threshold function stated as,

Threshold(xi,j) =

{
xi,j if xi,j ≥ 0
0 otherwise

(3)

The thresholded Gabor filters are used as the kernels of
convolutional operations. The Gabor filter is initialized by
setting λ = 102, ψ = π

2 , σ =
1
2 , and γ =

1
10 . As Gabor

filters are isomorphic, the value of θ is set in range of
[0, 90], which determines is the angel of stroke of Gabor
filter. Figure 4 illustrates thresholdedGabor filters in different
orientation w.r.t θ . In the proposed TGCNN baseline, a 9× 9
size of convolution filters are used. 46 filters are used in the
Gabor filter convolution where each filter represent different
value of θ , in the pattern {0, 2, 4, . . . , 88, 90}.
The thresholded Gabor convolution exploits the contours

of handwritten strokes in different orientations. Figure 5
illustrates a scenario after particular handwriting is con-
volved using thresholdedGabor filters at different angles. The
Gabor convolution extracts the outlines of writing in different
orientations, which helps the lower-end of the architecture
to recognize stroke patterns instead of directly identifying
individual character-based features.

C. BASELINE STRUCTURE
Handwriting images can be recognized using black and white
images, whereas general image recognition architectures

consider color features. CNN architectures can recognize
geometric shapes and patterns from images [52]. Hence,
CNN architectures are also suitable for identifying geometric
features of handwriting.

Although the Gabor filter convolution can be used on
any specific DCNN baseline, a lightweight residual CNN
architecture is introduced. The overall architecture is pre-
sented in Figure 6. The architecture is initially trained
using randomly cropped images. As the cropped images
contain unfurnished pen-strokes, padding the input images
with zero paddings adds extra furnish to the input
image.

After applying TGC, the baseline implements general
convolution on the TGC outputted images. For performing
convolutions, separable convolutional operations are chosen.
A separable convolution includes a depthwise convolution,
followed by a pointwise convolution, which reduces trainable
parameters with faster processing time [53]. However, for this
specific case, the pointwise convolution is performed before
the depthwise convolution, which is introduced in Xception
architecture [54]. In the first two separable convolution oper-
ations, a stride of 2 is used to downsample the resolution of
the input features.

Deeper CNN architectures tend to work better for general-
ization from training dataset [55]. In addition, residuals [56]
are excellent for generalization, and identity mapping [57]
of deeper CNN architectures. Hence, this paper introduces
residuals with a custom depth CNN network. After applying
TGC and two Separable convolutions, the rest of the CNN
layers are connected through skip connections (residuals).
The number of residual layers is kept variable (may change
based on the complexity of the dataset), and the default
number of residual layers is chosen to be six.

As an activation function, ReLU is implemented after
every convolution operation. BatchNormalization [58] is
attached to every convolution block to reduce the covari-
ance shift, which gives better results in general residual
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FIGURE 6. The workflow of TGCNN architecture. The randomly cropped
images are zero-padded with a border of one horizontally and vertically,
and then Gabor filters are convolved. Two separable convolutions perform
downsampling of the image. Further, a block of separable convolution
with residual is repeated six times, finally passing the output to a global
average pool, followed by a softmax layer. A batch normalization layer is
added after each convolution operation. The abbreviations of the graph
are: ks = kernel size, s = stride, f = number of filters.

architectures [56]. The pattern Convolution→Activation→
BatchNormalization is followed for each convolution seg-
ment. A general cross-entropy loss is implemented to train
the overall architecture.

D. TRAINING-TESTING STRATEGY
The architecture is trained using fixed-shaped word-level
handwriting images. However, as word-level handwriting can
be of different widths, a modified training-testing strategy
is implemented. These techniques are discussed below. The
input words are kept at the height of 110 while keeping the
aspect ratio of the width unchanged.

1) RANDOM IMAGE CROPPING
A randomly cropped image of 110× 110 is used from every
word-level image to train the TGCNN architecture. Random
image cropping is also a data augmentation process proven
to improve the overall accuracy and reduce the overfitting of

FIGURE 7. An example of the augmentation processes applied to the
training dataset.

CNN architecture [59]. The random positions are generated
for each training data on every iteration/epoch.

2) HANDWRITING AUGMENTATION
Apart from randomized cropping of the word-level training
data, custom augmentation processes are also implemented.
The augmentation includes various basic geometric tech-
niques, including horizontal and vertical cutouts from the
image, rotation, grid distortion, and affine transformation.
Figure 7 illustrates an example of the augmented images.

3) WORD-LEVEL IDENTIFICATION
The architecture is trained over randomly cropped image
frames. Finally, to classify word-level images, each variable-
width-sized word is segmented into 110 × 110 shaped
image frames while maintaining a 50% overlap between each
image frame. Let, pij be the probability distribution of ith

word-image frame of being jth class, n is the number of frames
segmented from aword-image andm is the number of classes.
The final classification for each word is calculated as,

wordClass = argmax
j

f (j)

f (j) = p′0≤j<m

p′j =

∑n
i=1 pij
n

(4)

Although the training is conducted in randomly cropped
pieces from word-level images, the testing and validation are
conducted on the actual word-level images.

TABLE 1. The statistics of the datasets used for evaluation.

V. EVALUATION
In this section, the performance of the proposed architecture
is evaluated and compared with the state-of-the-art schemes.
In the following sections, the datasets and training strategy
are investigated and a brief on the experimental results is
provided.

A. DATASETS
To validate thewriter recognition architecture, BanglaWriting
[60] dataset was used. However, owing to the scarcity of
openly available writer recognition datasets for Indic lan-
guages, two small similar domain datasets of Devanagari [61],
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FIGURE 8. Different word-level images of the three datasets. The first,
second, and third rows illustrate the word-level images of Bengali,
Devanagari, and Telugu writings, respectively.

and Telugu [62] are added to the experimental benchmark.
Figure 8 illustrates the word-level representations of the
datasets. In the figure, it can be observed that Bengali and
Devanagari contain horizontal lines above each character
(also known as ‘‘matra’’). In contrast, the Telugu script does
not contain any horizontal line. Bengali and Devanagari is a
mixture of vertical and circular writing patterns. In compari-
son to Bengali and Devanagari, Telugu scripts contain mostly
circular patterns.

The Devanagari and Telugu datasets are pre-processed
using similar methods to generate the BanglaWriting dataset
script [63] to remove the variance shifts of the input data.
Each dataset is split into train, test, and validation sets with
a ratio of 40%-30%-30%, respectively. Table 1 explains the
number of classes and per-class word-level data statistics. The
word per-class is tuned to a minimum to keep the recogni-
tion position challenging, resulting in less training data than
full-page writing.

The world-level data is fetched from datasets for training.
The words were manually segmented, which were already
present in the datasets. The writer detection models are
trained using heavy augmentation procedures, including ran-
dom cropping, rotation, cutout, and distortions (explained in
Section IV-D2). Therefore minor errors in word-level seg-
mentation do not affect the inference results of the models.

B. COMPETITIVE ARCHITECTURES
Apart from the TGCNN baseline architecture (illustrated
in Figure 6) the thresholded Gabor is also implemented
in four different DCNN baselines: ResNet [56], MobileNet
[53], Xception [54], and DenseNet [64]. For each backbone
(ResNet + TGCNN, MobileNet + TGCNN, Xception +
TGCNN, and DenseNet + TGCNN), the architectures
directly receive the inputs from the thresholded Gabor
filter. Architectures specially designed for writer recogni-
tion (DeepWriter [65] and FragNet [5]) are trained using
word-level images. Every architecture is pre-trained using a
small subset of ImageNet [66] dataset.

C. TRAINING STRATEGY
All architectures are trained using a learning rate (lr) of
0.001 is implemented with Adam [67] optimizer. Further-
more, a default learning rate scheduler is used to train each
of the deep learning models. The initial value of lr is decayed
using the formula lr = max(0.9 × lr, 10−5). The decay is
applied if the loss value on the test dataset does not reduce

within five epochs. Training iteration is halted if the loss on
testing data does not improve within the last 50 epochs. The
benchmarks presented in the paper are a result of the mean
of k × 3, where k is the number of splits in k-fold cross-
validation. For every dataset, the value of k is set to five.
The overall training process is continued three times with
augmentation ratios of 0, 0.1, and 0.2 for all architectures.

D. EVALUATION METRIC
Accuracy is a metric that is used to evaluate a classification
model. In a biometric identification system, accuracy is one of
the commonly used measurements to evaluate how a system
accurately classifies any individual from a set of people. This
metric is based on a ‘‘confusion-matrix’’ that contains four
measures, True Positives (TP), True Negatives (TN), False
Positives (FP), and False Negatives (FN). The significance
of the four measures can vary depending on the variety of
accuracy metrics. For evaluation, the fraction of the accurate
predictions over all the predictions performed is measured
and computed as,

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(5)

Precision metric is used to compute the relevancy of the
positive prediction, calculated as,

Precision =
TP

TP+ FP
(6)

Recall metric is used to compute the positive predictions
over the ground positive predictions computed as,

Recall =
TP

TP+ FN
(7)

Finally, F1-score is used to represent the balance of preci-
sion and recall of the predicted result, which is computed as
follows,

F1score = 2×
precision× recall
precision+ recall

(8)

Floating point operations (FLOPs) are used to measure
the computational cost of the neural network architectures.
FLOPs calculate the number of computations required in
one second of calculation for a model. A lower FLOPs score
describes a less-computationally complex model.

Furthermore, the receiver operating characteristic curve
(ROC) is used to measure the classification performance of
the models at different thresholds. Also, the area under the
ROC curve (AUC) is used to present the aggregated purity of
classification at different thresholds.

The architectures are evaluated based on the metrics tested
for word-level classification. Word-level evaluation defines
the accuracy metrics based on the overall prediction of
word-level images, calculated using the methods explained
in Section IV-D3.
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TABLE 2. The comparison of different architectures in the Bengali dataset. The identification methods are sorted in ascending order based on the
performance of the validation dataset. The best results based on the F1 score are highlighted in bold.

TABLE 3. The comparison of different architectures in the Devanagari dataset. The identification methods are sorted in ascending order based on the
performance of the validation dataset. The best results based on the F1 score are highlighted in bold.

TABLE 4. The comparison of different architectures in the Telugu dataset. The identification methods are sorted in ascending order based on the
performance of the validation dataset. The best results based on the F1 score are highlighted in bold.

E. EXPERIMENTAL SETUP
The overall data collection processings, experiments, and
evaluations are performed using Python. Deep learning meth-
ods are implemented using Keras [68]. Numpy [69] and
OpenCV [70] are used to perform mathematical operations
and image processing on an individual basis.

F. EXPERIMENTS AND COMPARISONS
The comparison is split into three subsections. Firstly the
computation speed for each architecture is observed. Then
the performance of the architectures is discussed based on the
four datasets. Finally, explanations related to the comparisons
are investigated.

Table 5 explains the comparison of the computational com-
plexity and number of parameters present in the architectures.

The FragNet architecture consumes the highest computa-
tional complexity for input processing. In contrast, the pro-
posed TGCNN architecture acquires the minimum number
of parameters while being the second fastest architecture pre-
sented in the comparison. In the comparison, the TGC layer
is also fused with different classification baselines: Xception,
ResNet, DenseNet, and MobileNet architectures. It can be
observed that adding a TGC layer with different baselines
increases computational complexity, which is almost four
times higher than the existing complexities of the baselines.

Table 2 illustrates a comparison of the architectures on
the Bengali dataset. Existing writer recognition systems,
FragNet, perform marginally in the Bengali dataset, and
DeepWriter achieves poor performance. In contrast, among
the TGC architectures, TGCNN achieves the best result
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FIGURE 9. The ROC curve of TGCNN, Xception + TGC, and, Xception baselines in Bengali, Devanagari, and Telugu scripts. The AUC scores are also reported
in the figures.

TABLE 5. A comparison of the number of parameters and
time-performance measure, FLOPs of DCNN architectures. Architectures
are sorted from high to low time complexity.

in the Bengali dataset. Furthermore, TCG mutated with
Xception architecture (Xception + TGC) performs closely
to TGCNN architecture. Compared to Xception + TGC,
the Xception architecture closely falls behind compared
to accuracy and F1 score, proving that TGC results in a
slight performance improvement in the Xception architec-
ture. Hence, TGC architectures are better compatible with
Xception architecture. Comparatively, TGC mutated ResNet,
DenseNet, and MobileNet architectures fall behind the base
architectures’ performance. The reason for the poor perfor-
mance of any other baseline prevails in the architectural
construction of Xception. Xception architecture implements
separable convolution, which provides better non-linearity
recognition capability than any other architecture. Hence,
apart from Xception, any other baseline fails to learn the
stroke patterns extracted through TGC. The benchmark clar-
ifies a practical intuition for selecting separable convolution
in the proposed TGCNN architecture.

Table 3 illustrates a comparison of the architectures
on the Devanagari dataset. The performance of the exist-
ing writer recognition architectures is marginal. For this
dataset, Xception + TGC leads to the Xception baseline.
In comparison, the TGCNN architecture achieves superior
accuracy. However, in the comparison of the Telugu dataset,
enlisted in Table 4 Xception+ TGC achieves superior perfor-
mance. While the TGCNN architecture slightly lags behind

the superior architecture. For the Telugu dataset, DeepWriter
architecture results in poor performance. In contrast, FragNet
architecture maintains a marginal performance for the three
Indic script datasets.

The TGCNN architecture follows almost the same strategy
of performing pointwise convolution before depthwise con-
volution, which is introduced in Xception architecture. How-
ever, the Xception architecture contains a skip connection (or
residual) with a pointwise convolution, which is avoided in
the TGCNN architecture. With the similar implementation
of Xception, the TGCNN architecture mainly performs simi-
larly to Xception architecture in the Indic script-based writer
identification task. The TGCNN is lightweight, with lesser
parameters, and achieves better performance.

Finally, the three best-performing architectures, TGCNN,
Xception+ TGC, and Xception, are compared based on their
classification purity. Sequentially, Figure 9 represented the
ROC curve for Xception, Xception + TGC, and TGCNN
classification models on Bengali, Devanagari, and Telugu
language datasets. In addition, the graphs highlight the AUC
scores achieved by the models. The graphs illustrate that
both Xception and Xception + TGC architectures break
down Telugu and Devanagari scripts, respectively. In con-
trast, the TGCNN model performs better in Bengali and
Devanagari scripts. Nevertheless, a slight decrease in the
AUC score is noticed for Telugu scripts. However, the TGCN
model performs best when the probability threshold is
increased in all cases.

Figure 10 shows a Grad-CAM [71] inference example
of TGCNN and Xception architectures on Bengali dataset.
Grad-CAM is a visual representation for a class-specific
heatmap of a deep learning model. Hence, it is excellent
for visualizing spatial attention of deep learning models.
By inspecting the Grad-CAM heatmap, it can be perceived
that the Xception architecture gives a similar priority to the
handwriting strokes. In contrast, the TGCNN architecture
gives a distinctive priority to some of the specific stroke
patterns. The general perspective of Gabor convolution is
to prioritize specific stroke patterns. Hence, the Grad-CAM
visualization validates the approach of performing thresh-
olded Gabor convolution.
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FIGURE 10. The Grad-CAM [71] inference visualization conducted on the image patches of the Bengali dataset. The first column of every block
illustrates the input, and the following column shows the priority heatmap for classification. Yellow color defines higher priority, while cyan
indicates average priority.

VI. CONCLUSION
The paper introduces a deep learning based writer identifi-
cation system specifically for Indic scripts, such as Bengali,
Telugu, and Hindi. The paper provides examples of the basic
construction of Indic scripts based on the Bengali language
to explicate the structural differences in writing. Further,
the paper derives thresholded Gabor filters, which filter the
contours of the writing of specific stroke orientations when
convolved in the writing image. The application is further
extended into a shallow CNN architecture that improves the
accuracy of the model, specifically for Indic writer recogni-
tion tasks. The architecture is tested over three Indic datasets,
including Bengali, Devanagari, and Telugu. The proposed
architecture performs better on Indic datasets than numerous
DCNN architectures and writer-recognition methods while
training with less than a single page of handwriting data.
The overall research contribution would inspire researchers
to explore the diversity of performance, the variance of hand-
written patterns, and recognition methodologies related to
both language-dependent and language-independent writer
identification systems.
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