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Abstract 
Fog computing (FC) is a new architecture that aims to reduce network 
pressures throughout the core network as well as the cloud computing (CC) 
by bringing resource-intensive functions like computation, analytics, 
connectivity, also storage, nearest to the clients. In their operations, FC 
systems can make use of intelligence features to reap the benefits of data that 
is readily accessible with computing resources to be able to resolve the 
problem of excessive energy use with power for Internet-of-Things (IoT) 
apps that require speed. It generates large volumes of data, prompting the 
creation of a growing number of FC apps and services. Furthermore, Deep 
Learning (DL), an important field, has made significant progress in a variety 
of research areas, including robotics, face recognition, neuromorphic 
computing, decision-making, computer graphics, and speech recognition. 
Several studies have been suggested to look at how to use DL to solve FC 
issues. DL has become more common these days to improve FC apps as well 
as provide fog services such as security, resource management, accuracy, 
delay, and energy reduction, cost, data processing, and traffic modeling. The 
current review paper will focus on how to provide an overview of DL 
functions throughout the FC sector. The DL implementation for FC has 
evolved into powerful clients with services at the highest level, allowing for 
deeper analytics and mission answers that are more intelligent. 
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1. Introduction  
Throughout the next 5 years, it is projected that 50 billion IoT products will be produced, 
involving power and processor devices like wearables, driverless cars, drones, robots, artificial 
intelligence, and digital devices, the integrated solution of all "material" throughout the 
network poses a huge an issue (La et al., 2019) (Hamad and Askar, 2021). congestion produced 
through billions of IoT nodes due to the time-sensitive necessities of minimum delay and 
latency, energy consumption, context-aware, accessibility, and data privacy security (Hashem 
et al., 2015). To relieve the burden upon on cloud, a modern field of networking, transmission, 
processing, and facilities defined as FC, Edge Computing, and Mobile edge computing may be 
spread near to consumers with data sources at the edge of the network(Bonomi et al., 2012). 
Since the majority of certain processes are progressively evolving into complicated, 
heterogeneous, and dynamic structures, managing similar processes in fog nodes is difficult 
(Abdulkareem et al., 2019). Furthermore, to attract more users, fog node services should be 
enhanced in terms of diversity and performance (Sharma et al., 2017). DL was already 
successfully utilized in the FC model in some previous studies; as a result, FC will benefit from 
DL in a variety of ways (Li et al., 2018). FC is not required only to address cloud computing's 
limitations in evolving IoT applications but also to open up new opportunities to 5G and 
embedded Artificial Intelligence(AI) such as DL  (Abeshu and Chilamkurti, 2018) (Kiss et al., 
2018). When each Fog node tries to gather and evaluate any amounts of information that comes 
in through its own IoT devices, it will take a long time, then combining DL with each Fog node 
would improve Fog Analytics (Prabhu, 2019). Because of its flexibility and ability to self-learn, 
DL offers more reliable and faster processing (Tang et al., 2016). Therefore, this review paper 
demonstrates the necessity and importance of DL functions for FC, and how can it help and 
improves fog performance once implemented. The remainder of this paper is arranged as 
follows: The second section describes the Fog Computing. Deep Learning is explained in section 
three. Section four delves into the literature review. Then, the findings are presented and 
discussed throughout section five. Finally, section six brings the paper to a conclusion. 
 
2. Fog Computing 
FC is a cloud computing extension, often referred to as edge computing. FC is a term that places 
storage and computing capacities at the network's edge (Loja et al., 2019) (Hu et al., 2017) 
(Svorobej et al., 2019). It can allow new services and applications to be delivered, particularly 
for the future of the Internet (Yi et al., 2015b). By bringing storage devices and servers close to 
the user, these capabilities can be realized. It's a decentralized computing system in which data 
is being processed and stored in the cloud between both the source and infrastructure. This 
decreases the overhead of data processing and, as a result, increases the rate of cloud 
computing by removing the need to manage and store vast volumes of data that aren't needed. 
The growing number of smart apps assists the FC model significantly (Hassan and Fareed, 
2018). Fog nodes are facilities with infrastructures that can provide support for services at the 
network's edge in FC. Devices with limited resources involve wireless networks, set-top boxes, 
switches, routers, base stations, and edge devices (Yi et al., 2015a). 
 
Fog is described by the following characteristics: 
Geographical distribution is significant. The services and applications targeted by the Fog, in 
comparison to the more centralized Cloud, require widely dispersed deployments (Askar et al., 
2011; Al Majeed et al, 2014). For example, the Fog will actively participate in achieving great 
streaming to passing traffic through proxies with access points strategically placed along 
pathways and tracks. 
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Sensor Networks on a wide scale for environmental monitoring and the Smart Grid, Other 
fundamentally distributed systems that include necessitate computing and storage tools that 
are distributed.   
Mobility assistance. Many Fog applications must communicate directly with mobile devices, so 
they must embrace mobility strategies like the LISP protocol, which decouples host 
identification with position identity and necessitates the use of a remotely accessing system. 
The word "heterogeneity" does have a number of connotations. Fog nodes come in a range of 
shapes and sizes and can be found in a variety of settings. 
As a consequence of the huge geo-distribution, there are a huge number of nodes. As 
demonstrated by the Smart Grid in particular, sensor networks in general. 
The communication that occurs in important real-time fog apps that necessitate real-time 
instead of data aggregation (Bonomi et al., 2014) (Dastjerdi et al., 2016). 
 

 
Figure 1. Fog Computing Architecture (Gedeon et al., 2018) 
 
3. Deep Learning 
DL is described in a number of ways, but the following are the central and main terms in 
relation to deep learning: Unsupervised machine learning, learning multiple layers, and 
artificial intelligence are all terms that refer to a broad range of machine learning methods that 
are strongly neural networks-related, pattern recognition, and so on (Kamilaris and Prenafeta-
Boldú, 2018) (Litjens et al., 2017). This is similar to how the human brain processes data and 
creates patterns in order to make decisions (Kwon et al., 2019). It learns multi-level features in 
hierarchical architectures and representations using unsupervised with supervised techniques 
for pattern recognition and classification tasks. Recent advances in sensor networks and 
networking technologies have enabled the processing of large amounts of data (Zhang et al., 
2018) (Mohammadi et al., 2018). Throughout the machine-learning world, DL is now one of the 
most popular research paths, with huge achievements in many areas(Yuan et al., 2020). DL has 
the ability to solve complex problems because that's the most general tool for modeling a 
problem (Pouyanfar et al., 2018). It can not only generate useful results in which other 
approaches fail, but it can also create very accurate models and shorten the time it takes to 
create a good concept in half. DL models, on the other hand, necessitate a lot of computing 
power to practice (Min et al., 2018).In today's IoT and fog networks, data analysis to identify 
meaningful trends and information is critical, and DL algorithms are at the root of all data 
analytics activities. Convolutional Neural Networks (CNN), Deep Neural Networks (DNN), Long 
Short-Term Memory Networks (LSTM), and Recurrent Neural Networks (RNN) are examples 
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of traditional deep learning algorithms (Ahmed & Askar, 2021; Mohammed & Askar, 2021; Ali 
& Askar, 2021; Huang et al., 2017). 

 
Figure 2. classification of machine learning algorithms (Moubayed et al., 2018) 
 
4. Literature Review 
Depending on the different papers that we read and mentioned below and also selected the 
results of some of them. We notice that DL has a great role and positive impact in the case of 
integration and applied with FC. In (Li et al., 2018) demonstrated that many sensors are used 
in factory output, resulting in a huge amount of data. The produce inspection, among the most 
famous examples, is a tool that is used to detect product flaws. They proposed a DL-based 
classification method to introduce a robust inspection system for greater accuracy, that can 
find possible faulty items. Given the possibility of multiple assembly lines in a single plant, one 
major issue throughout this situation how to handle such large volumes of data during real-
time is the question. As a result, they developed the framework around the idea of FC. The 
machine gains the ability to deal with incredibly large data by transferring the processing load 
according to the cloud server to a fog node. There are two strong benefits to the system. The 
first is to adjust the CNN template to the FC, which increases its computing performance 
significantly. The other is to construct an inspection system that can display the defect form 
and severity at the same time. Experiments would show that the presented method is both 
reliable and effective. In (Teerapittayanon et al., 2017) implemented Distributed DNNs (DDNN) 
for distributed computing structures that included cloud, fog, and end devices. Although DNN 
can be inferred in the cloud, a DDNN can also be used to perform quick and localized deductions 
utilizing deep parts of the neural network at both the edge device and surface. A DDNN will 
grow exponentially in neural network scale-out and size in a geographical span when assisted 
by a scalable distributed computing structure. Data protection, sensor fusion system, and fault-
tolerant are all improved with DDNNs because of their distributed design. They map DNN parts 
over to a distributed computing structure in order to implement a DDNN. Automatic sensor 
fusion with fault tolerance is built-in to the system as a result. As a test of the project, they 
demonstrate how well a DDNN should use sensor diversity to increase object recognition rate 
while lowering communication costs. It was utilized to monitor the multiple sensors on a local 
level across end devices, ensuring optimum reliability while cutting contact prices by more 
than a factor of 20. 
 
In (Dey and Mukherjee, 2018) presented a series of approaches, findings, and conclusions that 
can aid in the development of Edge enhanced data analytics systems able to manage large 
amounts of data with minimal human interaction. In an Edge-Cloud set up, they showed that 
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tools at hierarchical, middle levels of effective analytics across DL were required. Including a 
reference to current norms in the Edge Computing with Fog, the significance of having the 
ability to assign optimal resources at the edge of the network to efficient as well as cost-
effective DL-based analytics applications was highlighted. DL is quick will become the power 
solution for conducting evaluative data due to its capability to minimize human interference in 
certain workflows. Cloud outages and fairly high latency are significant deterrents to delivering 
DL-based cloud services. The deployment and parallel processing characteristics of an Edge-
based DL design based on off-the-shelf modules are discussed in detail, as well as their 
evaluation. Focused on experiments on CNN Deep, as well as techniques in order to provide 
optimal resource provisioning in restricted edge devices. In (Priyadarshini et al., 
2018)presented Deep Fog, a fog-based DL model that gathers information from patients and 
estimates wellness stats that used a DNN model which should handle data that is 
multidimensional and heterogeneous. For experimental research, three significant anomalies 
in wellness were chosen: (a) hypertension attacks, (b)diabetes, (c) stress type classification. In 
conventional setups, the cloud backend collects healthcare data and conducts illness, diagnosis, 
and wellbeing prediction tracking and prediction. FC makes use of low-power multicore 
applications in a node seen between client and cloud layers. The cloud layer could move the 
diagnosis for health and wellness tracking to the fog layer. As a consequence of this paradigm, 
latency is decreased while throughput is increased. The findings proved that the proposed 
framework and design were effective in accurately monitoring these important health and 
fitness parameters. For their studies, they used common datasets and open-source software 
resources. In (Zhu et al., 2019) showed that to achieve efficient task computation, throughout 
the local fog, developed a weighted total optimization problem of overall project energy 
consumption and time. To address such concerns, a DL-based integrated transferring judgment 
and resource allocation (DLJODRA) method is being built to maximize offloading processes, the 
proportions of local CPU, delay, and external Processor profession at the same moment. The 
network performance is improved even further with optimum offloading decision-based 
holistic management consideration for network resources. When compared to benchmark 
approaches, the comprehensive simulation results show that the proposed DLJODRA could 
attain efficient offloading decisions with minimal computational resource requirements and 
achieve a substantial reduction of network costs (i.e., delays and power). In (Memon and 
Maheswaran, 2019)proposed the use of DL approaches to help with FC mobility management 
throughout the Internet of Vehicles. To gain insight into fog node interactions by observing 
vehicle interactions, they employ DL algorithms. On a test set, the method predicts the correct 
fog node at such a given place and time to 99.2 percent to enhance efficiency utilizing 3-layer 
feed-forward NN. They also built the dual RNN with LSTM cells that could learn the cost, or 
latency, of these customer inquiries. The system's success on a testing sample as well as 
experiments. display that it can predict exactly fog node handover positions as well as low-
coverage areas for a vehicle. A fog node's performance at a specific location can also be 
forecasted using a cost prediction model that learns respectively geographical and temporal 
patterns in data. In (Homayoun et al., 2019) suggested system can be applied as a completely 
automated ransomware security mechanism on the fog layer (Abdulkahleq & Askar, 2021; 
Khalid & Askar, 2021). They presented the Deep (DRTHIS) in order to distinguish good ware 
from ransomware and to recognize families. DRTHIS uses the soft max algorithm to classify 
data and using two deep learning techniques: LSTM and CNN. Throughout the categorization 
of ransomware instances, it receives a 99.6 percent F-measure with a positive predictive value 
of 97.2 percent. Furthermore, according to the results of their tests, LSTM with eight units 
produces a more effective binary classifier than CNN for detecting ransomware. 
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In (Liang et al., 2019) proposed a novel for optimizing machining processes, a fog-enabled 
diagnosis system has been created. Among the system's features are (1) dynamic diagnosis – a 
CNN-based diagnosis system is used to identify possible faults in specialized machining 
processes. CNN’s pre-processing techniques are required can improve the efficiency of the 
system by partitioning and de-noising-controlled signals in manufacturing work situations. (2) 
a novel diagnosis supported by fog system enhancement of the machining operation, to 
minimize data traffic and improve device efficiency, a gateway layer, a cloud server, as well as 
a fog layer is used. The design uses the qualified, upon this fog surface, CNN was deployed to 
process controlled signals received on the terminal layer throughout machining in order to 
successfully recognize abnormal situations. Energy and output quality increased by 29.25 
percent and 16.50 percent, respectively, after the system was installed. This fog system 
achieved a 70.26 percent bandwidth compression, as well as a 47.02 percent reduction in data 
transmission time when compared to a cloud system. In (Priyadarshini and Barik, 2019) 
developed a DL-based method, to secure a Fog network against DDoS attacks. To manage the 
entire Fog network, they used SDN technology (Askar, 2017; Fizi & Askar, 2016; Askar, 2016; 
Keti & Askar, 2015; Qadir & Askar, 2021). The open flow-based SDN network is abused, as well 
as a DDoS defense framework is installed based on DL. Of all the deep DL models, the LSTM 
model is selected. Since LSTM operates very well data sets, and the packet data that are 
primarily used during DoS detection are obtained across time. The DL technique is trained 
using historical data and then evaluated using simulated and actual DDoS attack packets. The 
model has tested various parameters to come up with a selection of optimized output tuners. 
On the data collection for this study, the model has a precision of 98.88 percent. The Open Flow 
switch within SDN will prevent the incoming data packets from propagating to the cloud server 
if it detects them as suspicious malicious packets. In (Lyu et al., 2019) showed that to prevent 
bottlenecks in Cloud-based architectures, a Fog-embedded privacy-preserving DL (FPPDL) 
architecture is proposed. They create a two-level security system to protect privacy. Random 
projection is used to disturb the original data during data transmission between end nodes 
with Fog node in order to increase the degree of privacy security while also maintaining certain 
numerical characteristics of the original data. Computation is moved from the cloud 
Environment to Fog nodes close end nodes. The results of the experiments on benchmark 
image datasets in various settings show that the FPPDL achieves a level of accuracy comparable 
to the centralized SGD is a stochastic gradient descent framework that produces better results. 
Moreover, both computing and communication costs are shown to be high FPPDL significantly 
reduces this.  Resulting in the desired tradeoff both quality and confidentiality. In 
(Priyabhashana and Jayasena, 2019) applied machine learning approaches to the IoT in a 
practical and efficient manner. With the assistance of technologies including Tensor Flow and 
Cloud Platform, as well as container technologies such as Docker. Without transferring all of 
the information to a data center, the analytics framework is introduced. Cloud-native 
architectures like Cloud Data lab and Cloud Machine Learning Engine are used to build and 
teach machine learning applications. DDN were used to further develop the data analytics 
process. This contribution will be important because it will concentrate on fog devices by pre-
processing information before sending it over the Internet, as well as monitoring the fog 
station's output. This aide in the early identification of problems as well as the tracking for fog 
channel results to ensure efficient allocation of resources. In (Lin et al., 2020) proposed an FC-
based Hybrid DL Framework (FC-HDLF) for detecting potential product defects. Since a single 
plant may have a large number of production lines, one of the most pressing concerns is this 
information are managed throughout live time. Since the load is distributed from the central 
servers to the fog nodes, the device can manage extremely large volumes of data. There are two 
clear benefits of this, the CNN model has been modified for FC, which significantly increases 
the accuracy of its calculations. Another is that a control model is created that can 
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simultaneously represent the defect's type and degree. Calculation burdens would be 
transferred to the fog node, greatly decreasing the load upon on central server (Husain & Askar, 
2021; Samann et al, 2021). The simulations demonstrate the method's robustness and 
efficiency, demonstrating that it can outperform other current research methods. In (Luong et 
al., 2020) developed an efficient auction for fog resource allocation in block chain networks 
using DL. They used neural networks to create assignment and payment mechanisms for the 
auction. The assignment system generates miners' assignment probabilities, while the 
payment system generates prices. and demonstrated how to build a loss function with neural 
networks as well as how to prepare DNN. The simulation results show that their plan 
outperforms the standard approach by a significant margin. As the number of miners grows, 
the proposal becomes scalable. In (Lee et al., 2020) proposed a solution aimed to satisfy the 
greatest number of applications needing DL service although reducing internet usage and cloud 
burden, by using the full available capacity of fog nodes. They proposed the DLEFN (DL 
Entrusted to Fog Nodes), which determines which layers of the DL algorithm should be 
executed on every fog node based on their computational power and bandwidth. In about the 
same experimental setting, the analyzed results were compared to existing methods and 
revealed substantial improvements in available bandwidth, power efficiency, the number of 
permitted DL apps, and cloud overhead. Individual decision-making regarding fog node 
resources had a substantial positive impact on efficiency, as demonstrated by significant 
improvements in performance. As a result, the proposed algorithm provided excellent aid for 
fog nodes with varying resource capacities as a response to existing issues. Finally, they may 
say confidently that the proposed DLEFN algorithm is an effective scheme for grafting DL into 
FC-based precision agricultural environments, allowing for efficient operation without service 
delays caused by network congestion. In (Siasi et al., 2020)presented a thorough investigation 
into DL through FC service function chain provisioning for network function virtualization. The 
set-up is built based on an innovative heterogeneous fog design, which is made up of lower and 
higher fog nodes with varying resource capacities. The LSTM network algorithm is used to 
predict the popular categories and volumes of incoming VNFs. As an alternative to traditional 
provisioning, this provides a dataset of prefetching and caching new requests. The scheme 
identifies and maps common network functions with high-capacity nodes, while uncommon 
network functions are predicted and mapped to low-capacity nodes. Predicting the next 
incoming feature and prefetching it on the node is the target. As a consequence, if a future 
requirement needs a certain feature, the node can cache it directly, saving resources, 
processing time, price, and energy. As a result, a greater amount of the request is fulfilled, and 
availability is increased. The DL network creates a loss model with a low failure rate and a high 
success rate. In (Li et al., 2020) designed an (SPDDL) method based on fog-cloud computing. 
To safeguard users' privacy, and an authentication system to prevent foreign attackers from 
impersonating users. Distributed Deep Learning (DDL) can have better results. Learning which 
focuses exclusively on swapping variables protects privacy. Nonetheless, when DDL is 
combined with fog and cloud, it is faced with two big security concerns.: 1) How to prevent 
external adversaries from manipulating consumers' identities; and 2) how to avoid sharing 
users' private information to a large range of many other participants were recruited during 
the teaching practice. Several techniques using different methods have been suggested to 
tackle them. However, those methods have security, performance, and accessibility flaws, and 
they can't guarantee the authenticity of participants' identities throughout the practice 
(Sulaiman & Askar, 2015; Fares & Askar, 2016). The proposed solution achieves a better 
balance of protection, performance, and functionality. In addition, The SPDDL will ensure that 
users' identities are unforgeable in the face of external threats. Extensive test results suggest 
that their SPDDL is both realistic and effective. In (Chen et al., 2020)provided a novel 
constructive and data-driven methodology to route optimization with the primary aim of 
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guaranteeing Age of Information (AoI) trust. They detail a 3-month analysis of a multi-vehicle 
campuses shuttle system that is linked to cloud/fog servers through an industrial LTE network. 
In addition, empirical models of AoI to connected vehicles were developed, as well as the 
impact of major elements on AoI results was investigated and suggested a DL (DQN)-based 
method for determining the best driving route with the highest level of trust for each connected 
vehicle. The proposed method has the potential to dramatically lower driving costs while also 
increasing overall AoI efficiency, according to numerical results. In (NG and Selvakumar, 2020) 
proposed an IoT congestion intrusion detection system in an FC area utilizing the Vector 
Convolutional DL- (VCDL) method, the target was to solve the VCN's inability to scale due to its 
anomalous existence. The main fog node identified internal and external anomalies of IoT 
traffic using the learned VCDL model. The Bot-IoT dataset from UNSW was used to test the 
proposed anomaly detection system. The experiments showed that in a fog computing context, 
the established scheme aided a clustered detection system with a lower detection rate than a 
centralized approach. The results showed that the proposed solution outperformed state-of-
the-art anomaly protection systems and standard DL models by a large margin. When 
compared to all of the features, the selected features obtained impressive accuracy and 
performance. 
 
5. Result and Discussion 
Depending on the different papers that we read and mentioned in part literature review and 
also selected the results of some of them. We summarized them in the table below. The aim is 
to clarify and demonstrate the advantages and impacts of DL algorithms in FC. 
 
Table1. display some experimental results of applied DL algorithms in FC. 

Authors Methodology Objective Significant Result 
(Li et al., 2018) CNN to find the weaknesses in the 

products for the smart industry. 
In order to incorporate a more 
reliable and accurate inspection 
scheme. 

presented method is both reliable and 
effective 

(Teerapittayanon 
et al., 2017) 

Distributed 
DNN 

Automates sensor fusion and 
system fault tolerance by 
implementing distributed cloud 
offloading. 

Most sensor data is processed locally 
on end devices through DDNN, which 
achieves high accuracy while 
reducing connectivity costs by a rate 
of over 20x. 
 

(Dey and 
Mukherjee, 
2018) 

Deep CNN Using Fog and Edge Computing 
Systems to Apply Deep Learning 
and Inferencing 

DL is quick when it comes to its ability 
to minimize human interaction, data 
analytics is becoming increasingly 
popular. 

(Priyadarshini et 
al., 2018) 

DNN Hypertension Attacks latency is decreased while throughput 
is increased. 
 

(Zhu et al., 2019) DL-JODRA The issue of overall project 
energy and time avoidance with a 
weighted total elimination 
consumption in the local fog 

minimal computational resource 
requirements and achieve a 
substantial reduction of network 
costs 

(Memon and 
Maheswaran, 
2019) 

LSTM 
RNN 

to help with fog computing 
mobility management throughout 
the Internet of Vehicles 

To 99.2 per precision, it determines 
the right fog node at a given location 
and time. 

(Homayoun et al., 
2019) 

LSTM 
CNN 

 To distinguish good ware from 
ransomware   and to recognize 
families 

DRTHIS has a positive predictive 
value of 97.2 percent and an F-
measure of 99.6%. 

(Liang et al., 
2019) 

CNN to process controlled signals 
received on the terminal layer 

Energy and output quality increased 
by 29.25 percent and 16.50 percent 
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throughout machining in order to 
successfully recognize abnormal 
situations. 

and achieved a 70.26 percent 
decrease in bandwidth 

(Priyadarshini 
and Barik, 2019) 

LSTM DDoS mitigation Using DL to build 
a fog area based intelligent 
system 

prevent the incoming data packets 
from propagating to the cloud server 
if it detects them as suspicious 
malicious packets. 

(Lyu et al., 2019) (FPPDL) to prevent bottlenecks in Cloud-
based architectures, a Fog-
embedded privacy-preserving DL 
(FPPDL) architecture is proposed 

computing and communication costs 
are reduced 
and achieves a higher level of 
accuracy comparable to the 
centralized SGD 

(Priyabhashana 
and Jayasena, 
2019) 

DNN applied machine learning 
approaches to the IoT in a 
practical and efficient manner. 

the early detection of issues and the 
monitoring of fog station results to 
ensure effective resource allocation. 

(Lin et al., 2020) CNN  for detecting potential product 
defects 

a significant reduction in the load 
mostly on central server the 
simulations show how reliable and 
efficient the process is., 

(Luong et al., 
2020) 

DNN development of a fog computing 
allocation of resources auction 
focused through deep learning 

their plan outperforms the standard 
approach by a significant margin 

(Lee et al., 2020) DLEFN effective scheme for grafting DL 
into FC-based precision 
agricultural environments 

allowing for efficient operation 
without service delays caused by 
network congestion 

(Siasi et al., 2020) LSTM deep learning for service function 
chain providing in FC for network 
function virtualization 

 a higher number of requests being 
fulfilled and increased availability. 

(Li et al., 2020) DDL to safeguard users' privacy, and 
an authentication system to 
prevent foreign attackers from 
impersonating users. 

the better trade-off between security, 
efficiency, and functionality. 

(Chen et al., 
2020) 

DQN to route optimization with the 
primary aim of guaranteeing Age 
of Information (AoI) trust 

significantly reduce driving costs and 
increase average AoI efficiency 

(NG and 
Selvakumar, 
2020) 

VCDL model anomaly detection system for IoT 
traffic in a fog computing 

obtained impressive accuracy and 
performance. 

 
 
6. Conclusion  
Despite the growing popularity of cloud computing, concerns such as inaccurate latency, user 
mobility, and location awareness remain unresolved due to the inherent problems of cloud 
computing. FC addresses these issues by offering elastic infrastructure and services to end 
clients at the network's edge, whereas CC focuses on distributing resources across the core 
network. FC systems can use intelligence features throughout their activities to take full 
advantage of the availability of data with networking devices to address the challenges of 
energy efficiency and delay in IoT applications. The DL framework for FC has evolved into a 
powerful end-user and elevated service that provides deep analytics and more intelligent 
responses to challenges. While FC intelligence is still in its early stages, it has enormous 
potential for practical application, as discussed in our studies, and it unquestionably merits 
further consideration. This review convincingly demonstrates that using DL algorithms or 
incorporating them into FC improves fog performance and efficiency while also providing end-
users with services such as protection, management of resources, traffic predictions, latency, 
and energy reduction, as well as cost, data analysis, and reliability. 
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