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Abstract: Computer based algorithms are used for monitoring and controlling a computers where human, physical, digital 

and analog interaction occurs. This scheme termed as cyber-physical systems (CPS) is being deployed in a wide array of 

applications due to its easy deployment feature and connectivity. CPS based on cloud computing technology offers wider 

application range with enormous amount of storage and computing resources. However, despite the wide application and 

deployment of CPS in combining the key technologies like big data analytics, cloud computing and IoT, its energy 

consumption is large. Optimization of this energy is a major field of research and is of due importance. For this purpose, in 

cloud environment, virtual machines (VMs) are used for hosting the applications and the resources are managed thereby 

optimizing the energy consumption.  The security issues and the quality of service (QoS) requirements of the system is also 

met by optimizing the system design. The scheduling issue of the system is addressed by implementation of efficient 

memory-aware scheduling strategy and algorithms. The proposed technique is tested for performance and the results of 

simulation is presented.   
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1. Introduction  

Cyber-physical Systems have evolved rapidly in various critical domains like traffic control, manufacturing, 

healthcare and so on due to its efficient and timely control, management and data evaluation capabilities [1]. For 

the implementation of distributed computing resources, CPS technology is used by several enterprises globally. 

The real world data is collected by the sensors and transmitted for analysis by the computation platforms. A 

command or feedback is returned to the system after analysis of the data. Efficient decision making ability of the 

system is influenced by the real-time data provided by the CPS [2]. Information is obtained from multiple 

sources with the integration of mobile and CPS with the rapid advancement of technology. The user 

performance requirements are met by the massive computing resources and storage available in complex CPS 

applications. However, the limited computing and storage capacity of mobile devices are a challenge to the 

efficiency of CPS. This is overcome by using cloud computing and storage solutions that offer large computing 

and storage space for all applications [3].  
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 The resource driven applications make use of the rich cloud resources for improving the computational 

capacity of the CPS [4]. The cloud platform resource management is extensively performed by the virtualized 

technology and dynamic physical resources, thereby improving the cloud CPS resource efficiency in an 

effective manner. Low energy consumption and high resource utilization is made possible by implementation of 

virtual machines (VMs) for running applications [5]. Integration of cloud storage automobiles, mobile phones 

and several applications that generate large volume of data with limited storage and computational space with 

the CPS technology improves the efficiency and the resource limit to a greater extent [6].  

 

Figure 1: CPS Conceptual Framework Schematic Diagram 

 For improving the cloud-based CPS services, it is essential to efficiently migrate the applications to the cloud. 

For this purpose, several scheduling strategies are tested and implemented. The VM migration technique offers 

several advantages, however, the datacenter switches cost additional consumption of energy and transmission 

delay [7]. Hence, formulation of a reasonable scheduling strategy involves taking into account the positive and 

negative features as well as various user requirements for VM migration. The battery life of the system also 

reduces severely as the cloud providers operation cost is augmented by cloud-based CPS. The resource intensive 

applications are restricted for user experience in cloud-based data-centers thereby reducing the energy 

consumption of the system [8].  

2. Literature Review 

 The intermediate layer between the cyber computing and physical factory layer systematically makes use of 

CPS in the manufacturing industries [9]. Quality, reliability and efficiency of the CPS architecture are the major 

parameters to be considered during the design of the system [10]. Intelligent management of data and advanced 
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connectivity are the major components of the proposed structure of CPS along with secure and fast processing. 

The complexity of the system is managed by segregation and aspect-oriented modeling by addressing the 

multidisciplinary nature, heterogeneity and complexity of the industrial CPS [11]. The implementation and 

contribution of CPS in smart grid development and the potential advancements are analyzed by several 

researchers. Advanced communication, control and monitoring efficiency is offered by the CPS system. For 

successful monitoring of industrial applications, several challenges such as lacking performance in dynamic and 

real-time conditions are imposed by the CPS. Wireless control and cyber-physical system co-design, wireless 

cyber physical simulation, real-time scheduling algorithms are some of the industrial applications of CPS in 

real-time wireless networks [12].  

 The mobile device limit capacity is overcome by using the cloud for offloading the resource intensive 

applications [13]. The network quality is a major factor that is to be considered while offloading the 

applications. Remote public cloud and nearby cloudlets make use of different varieties of offloading frameworks 

that is developed by various researchers based on the applications. Offloading decisions are provided for 

adaptive code in the mobile device context by using cloud for offloading. Long latency and interference is 

produced when offloading is done by multiple users simultaneously into the cloud environment. Reasonable and 

efficient decisions are made for offloading using game theory and dynamic computation offloading techniques 

for multiple users. The context of the perspective user is used for improving the quality of experience of the user 

[14]. A tradeoff between cost, latency and energy is presented for solving the scheduling issue and selection of 

services for offloading.  

 

3. Problem Formulation 

The memory aware VM scheduling technique and the formalized concepts of the system is introduced 

with respect to the cloud-based CPS. Throughput, resource utilization, availability, response time, energy 

consumption and such nonfunctional requirements are analyzed and quantified. The optimization, speed as well 

as security issue of the system is addressed as a multi-objective optimization issue. This paper works on 

providing an optimal solution to this issue by means of memory aware VM scheduling. 

 

4. Proposed Work    

The multi-objective optimization issue is overcome by adopting suitable techniques to overcome the 

speed, security and other significant errors of the system.  Multiple objectives between 3-15 are analyzed while 

solving such issues. This helps in improving the performance accuracy and efficiency of the system. The fitness 

function and encoding strategies are analyzed in VM scheduling and a suitable algorithm is adopted for 

optimization of the solution. Memory aware cloud scheduling scheme enables fast and error free scheduling and 

improves the security of the system 
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4.1. Memory-Aware Cloud Scheduling  

Each VM collects data from the physical machine regarding cache behavior by means of the scheduler 

in memory aware scheduling scheme. This improves the accuracy of the output by significantly reducing the 

memory access latencies and the overall cache misses in the cloud environment. The monitoring counters of 

hardware performance offers a monitor check for the cache misses in each PM. The data is further sent to the 

cloud scheduler on a periodic basis. Global scheduling decisions are made by the cloud scheduler based on the 

status information obtained by the VM from all nodes. There is a considerable rise in the number of migrations 

despite the memory contention reduction between the same host VMs by the memory aware schedulers. The 

global and local phases are used by cache-aware scheduler for scheduling the behavior of cache in all nodes or 

specific nodes. 

5. Results and Discussion 

5.1 Simulation setup 

Four diverse data sets with unique scales for various applications are used for simulation purpose with 

different number of applications. Table 1 provides the initial parameter settings used in the experiment. The 

simulation results are monitored based on the energy consumption, efficiency and downtime.  

Table 1: Parameter Settings 

Parameter Value 

Total Applications Testes 50 

Physical Machines involved 500 

Rate of energy consumption in physical machines 430W 

Rate of energy consumption in virtual machines 25W 

 

Figure 2: Comparison of Efficiency 
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5.2 Performance analysis of Memory Aware Virtual Machine Scheduling Scheme 

Different numbers of applications are tested for generation of solutions based on QoS aware, energy 

aware and memory aware virtual machine systems as represented in figure 3. This analysis of the generated 

solutions provides the most optimal scheduling strategy on comparison of a standard utility value. Higher the 

utility value, more optimal the scheduling strategy is. On comparison, it is evident that the memory aware 

virtual machine scheduling offers the most optimal solution.  

 

Figure 3: Comparison of Total Energy Utilization 

The packet forwarding scheme performance for virtual machines is evaluated by computing the deadline miss 

ratio. This enables secure and fast scheduling. The sensor nodes are deployed randomly and varied for testing 

the deadline miss ratio. The random sensor node deployment and varying sensor nodes with respect to the 

deadline miss ratio is represented in Figure 4. A 20 millisecond deadline and 10 minute simulation time is used 

for experimentation. Packet transmission is performed by each source at a 1 second interval. As the node count 

of the network increases, the deadlines are not met by the packets as represented by the graph. When the sensor 

nodes are deployed in the grid, this behavior can be observed clearly. The non-uniform pattern in random 

deployment offers flexibility of usage of this behavior. 
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Figure 4: Deadline Miss Ratio Analysis 

6. Conclusion  

Cloud-based CPS is implemented with memory-aware virtual machine scheduling for secure and 

efficient operation in this paper. Energy consumption, deadline miss ratio and resource utilization are the 

parameters analysed using this systematic model. The problems related to security is also addressed by this 

system thereby providing a multi-objective optimization. The memory aware cloud scheduling scheme and 

optimization algorithm are analysed and compared with other scheduling schemes. This comparison proves the 

efficiency of the proposed technique. The system is also designed in such a way that it offers flexibility to the 

requirements of multiple users. Future work is focused on real-time implementation and analysis of the 

proposed model.  
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