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Abstract—Versatile Video Coding (VVC) was finalized in July 

2020 as the most recent international video coding standard. It was 

developed by the Joint Video Experts Team (JVET) of the ITU-T 

Video Coding Experts Group (VCEG) and the ISO/IEC Moving 

Picture Experts Group (MPEG) to serve an ever-growing need for 

improved video compression as well as to support a wider variety 

of today’s media content and emerging applications. This paper 

provides an overview of the novel technical features for new 

applications and the core compression technologies for achieving 

significant bit rate reductions in the neighborhood of 50% over its 

predecessor for equal video quality, the High Efficiency Video 

Coding (HEVC) standard, and 75% over the currently most-used 

format, the Advanced Video Coding (AVC) standard. It is 

explained how these new features in VVC provide greater 

versatility for applications. Highlighted applications include video 

with resolutions beyond standard- and high-definition, video with 

high dynamic range and wide color gamut, adaptive streaming 

with resolution changes, computer-generated and screen-captured 

video, ultralow-delay streaming, 360° immersive video, and 

multilayer coding e.g., for scalability. Furthermore, early 

implementations are presented to show that the new VVC 

standard is implementable and ready for real-world deployment. 

 
Index Terms—Video coding, Video compression, Standards, 

H.266, VVC, H.265, HEVC, MPEG, VCEG, JVET 

 

I. INTRODUCTION 

VC, or Versatile Video Coding [1], standardized in ITU-T 

as Recommendation H.266 and in ISO and IEC as 

International Standard 23090-3 (MPEG-I Part 3), is the new 

generation of international video coding standard jointly 

developed by the ITU-T Video Coding Experts Group (VCEG) 

and the ISO/IEC Moving Picture Experts Group (MPEG). Its 

predecessor, the High-Efficiency Video Coding (HEVC) 

standard [2], [3] (a.k.a. H.265 and MPEG-H Part 2) was 

finalized in 2013, offering about 50% bit rate reduction over the 

previous Advanced Video Coding (AVC) standard [4] (a.k.a. 

H.264 and MPEG-4 Part 10). The increased coding efficiency 

of HEVC enabled broadcast and streaming of 4K video with 
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increased fidelity and with high dynamic range (HDR) and wide 

color gamut (WCG). Currently, along with continuing major 

increases in the reach and speed of broadband internet services, 

the share of internet-based video in global data traffic is 

currently about 80% and still continuing to grow [5]. 

Additionally, the proportion of household TV sets with 4K 

resolution is projected to reach two thirds by 2023 [6], and these 

higher resolution TVs require higher-quality video content in 

order to reach their full potential. This illustrates the need for 

even more efficient compression than the HEVC standard, and 

it motivated the ITU-T’s VCEG and ISO/IEC’s MPEG to join 

forces again in 2015 to explore new video coding technologies 

with higher coding efficiency by forming a joint group called 

the Joint Video Exploration Team (JVET).  

Two years later, in 2017, the exploration activities resulted 

in the Joint Exploration Test Model (JEM) [7] that had already 

demonstrated more than 30% bit rate reduction compared to 

HEVC. This was considered as sufficient evidence to start a 

new standard development effort, so the Joint Video 

Exploration Team was converted to the Joint Video Experts 

Team (with the same JVET acronym) and a Joint Call for 

Proposals for new video coding technology was issued in 

October 2017. The Call attracted the submission of proposals 

from 33 organizations for the coding of three categories of 

video content: standard dynamic range (SDR), HDR, and 360o 

video [8], [9], [10]. A subjective evaluation test in April 2018 

showed that all submissions were superior to HEVC in terms of 

subjective quality in most test cases, and several submissions 

were superior to the JEM in a relevant number of cases [11]. 

Based on the best-performing compression technology 

elements identified from the submissions, the formal project for 

development of the VVC standard started in April 2018, and the 

first drafts of the specification document and the software for 

the VVC test model (VTM) were generated in the same month. 

From the beginning, VVC was designed not only to provide 

a substantial bit rate reduction compared to its predecessor 

(HEVC) but also to be highly versatile, i.e., to cover all current 

and emerging media needs. These include video beyond 
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standard- and high-definition with SDR, including even higher 

resolution (up to 8K or larger), HDR and WCG; computer-

generated or screen content, as occurs especially in computer 

screen sharing and gaming; 360o video for immersive and 

augmented reality; and applications requiring ultralow delay 

such as wireless display and online gaming. 

Another difference compared to previous video coding 

standards is the handling of video usability information (VUI) 

parameters and supplemental enhancement information (SEI) 

messages. Both can assist in processes related to decoding, 

display or other purposes. Although not required by the 

decoding process to obtain correct values of decoded pictures, 

some of the VUI parameters and SEI messages are used for 

specifying bitstream conformance and are used in some systems 

for signaling the proper interpretation of HDR or 360o video 

bitstreams. Unlike AVC and HEVC, for which the VUI 

parameters and all SEI messages have been specified directly 

within the same video coding standard that specifies the coding 

tools, for VVC, only those SEI messages that directly affect the 

bitstream conformance definition have been included in the 

VVC standard itself, while VUI parameters and other SEI 

messages have been generalized and put into a separate 

specification, the versatile SEI (VSEI) standard, standardized in 

ITU-T as Recommendation H.274 and in ISO/IEC as 

23002-7 [12]. Using a separate and generalized specification 

for these metadata will allow elements of the VSEI standard to 

be referenced for use in other contexts besides VVC and will 

ease the effort of document maintenance and enhancement by 

reducing the need to revise several parts of one large document 

when working on enhancements of both the coding tools and 

the supplemental information. 

Despite its versatility, the VVC core design continues to 

basically follow the conventional block-based hybrid video 

coding scheme, and the system and transport interface of VVC 

continues to follow the basic bitstream structure based on 

network abstraction layer (NAL) units and parameter sets, 

similar as specified in AVC and HEVC. Consequently, the 

mechanisms for encapsulating VVC bitstreams in the ISO base 

media file format (ISOBMFF, a.k.a. the mp4 file format) 

tracks [13], in MPEG-2 transport streams [14], and in real-time 

transport protocol (RTP) packets and RTP streams [15] can be 

kept similar as for AVC and HEVC, with limited VVC-specific 

extensions. These encapsulation mechanisms enable the use of 

VVC in a broad variety of applications, including streaming, 

broadcast, and video conferencing. 

This paper is structured as follows. Section II provides an 

overview of the technologies introduced in VVC. This includes 

the functionalities enabled by high-level syntax as well as the 

core compression technologies. Section III discusses how these 

functionalities can be applied to efficiently code video for a 

wide range of applications, including results comparing the 

coding efficiency for an application with HEVC. Application-

related profiles, tiers and levels are outlined in this section as 

well. Early implementations demonstrating VVC’s readiness 

for deployment are reviewed in Section IV. This includes 

decoders, conformance testing bitstreams, and an open-source 

encoder. Section V outlines possible near-term extensions to 

VVC as well as a more long-term outlook. 

II. TECHNOLOGY OVERVIEW 

VVC was designed to be truly versatile, a mission which 

comes along with a multitude of new high-level functionalities. 

From a technology point of view, this includes methods to 

packetize, process and access the video data in the compressed 

domain as well as new or refined coding tools to facilitate these 

scenarios. The technology aspects related to high-level 

functionalities are reviewed first in this section, followed by an 

overview of core compression technologies. This includes 

major improvements and new coding tools for the block-based 

hybrid video coding design. All of these advances contribute to 

the bit rate savings over the prior standards for the same video 

quality. Furthermore, content- or application-specific bit rate 

reduction is achieved by special coding tools. For a more 

detailed overview of the VVC coding tools in the context of 

video coding standard evolution, the reader is referred to [16]. 

Rather than repeating here much of the content of [16] and that 

of the other papers that appear in this issue of the IEEE Trans. 

CSVT, the reader is referred to those other papers for additional 

information. 

A. High-Level Functionalities 

VVC inherited much of the high-level syntax (HLS) designs 

from AVC and HEVC, including the structuring of the 

bitstream into NAL units and the use of cached parameter sets 

with indexed referencing. This contrasts with the international 

video coding standards developed before AVC, e.g., 

H.262/MPEG-2 and H.263, in which a start-code based 

bitstream structure with simple headers has been used. A main 

objective of the HLS design, which plays a major role in the 

systems and transport interface for a video coding design, is to 

enable and expose the design’s high-level functionalities, 

including, for example, random access capability, parallel 

processing capability, and layered coding scalability. A more 

comprehensive overview of the HLS design in VVC can be 

found in [17]. This section discusses some of the high-level 

functionalities provided by the VVC HLS features and their 

uses in various applications. 

1. Random Access 

Random access capability refers to the ability to start 

consuming video content from positions other than the very 

beginning of the bitstream. Such an ability is necessary in order 

to enable many fundamental video application functionalities, 

e.g., seeking to or starting from an arbitrary media time, joining 

an ongoing broadcast/multicast, switching to a different 

program channel, and switching to a different bitstream in order 

to adapt to varying network conditions. 

A complicating factor in enabling random access is that in 

modern video coding designs, most of the pictures in a video 

bitstream are coded using inter-picture prediction from other 

previously decoded pictures. To avoid excess buffering and 

delays in the decoding process, the bitstream is constructed so 

that data that cannot be decoded until after some other data is 

decoded is sent after that other data. Thus, the data 
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dependencies determine the decoding order – i.e., the order in 

which the pictures are placed into the bitstream by the encoder 

and are decoded from it by a decoder. To maximize coding 

efficiency, the decoding order may be different from the output 

order, i.e., the order in which the decoded pictures are to be 

displayed after decoding. The output order corresponds to the 

order in which the pictures are captured by a camera before 

encoding. 

The most basic feature for random access to a VVC bitstream 

is the instantaneous decoding refresh (IDR) picture. When the 

decoding starts from an IDR picture, the IDR picture itself and 

all the pictures that follow it in decoding order can be correctly 

decoded. However, IDR pictures interrupt the use of inter-

picture referencing, which affects the coding efficiency. A more 

efficient form of random access can be achieved using clean 

random access (CRA) pictures. When the decoding starts from 

a CRA picture, the CRA picture itself and all the pictures that 

follow it in output order can be correctly decoded, but there may 

be some pictures that follow the CRA picture in decoding order 

and precede it in output order that cannot be properly decoded 

because they use inter-picture prediction from pictures that 

precede the CRA picture in decoding order, and these thus need 

to be discarded when performing a random access. Both IDR 

and CRA pictures are known as intra random access point 

(IRAP) pictures, since both of them are pictures that are coded 

only using “intra” coding – i.e., using prediction only from 

within the current picture. 

Another issue is that the number of bits needed to encode an 

IRAP picture with adequate fidelity is relatively high, since 

these pictures are coded without the use of inter-picture 

prediction. In applications in which it is critical to minimize 

end-to-end delay, the spikes in bit usage at the locations of the 

IRAP pictures can cause a data buffering delay that can be 

avoided by using a different random-access feature called 

gradual decoding refresh (GDR) pictures. When the decoding 

starts from a GDR picture, the GDR picture itself can use inter-

picture prediction from previous pictures in decoding order and 

may not be fully correct in content when performing a random 

access. However, an identified recovery point picture, which is 

usually several pictures after the GDR picture in decoding 

order, and all the pictures that follow the recovery point picture 

in output order can be correctly decoded. Typically, a refreshed 

region starts at a GDR picture and grows gradually to include 

the entire picture at the recovery point. The refreshed region for 

any picture may only refer to the refreshed regions in the 

reference pictures associated with the same GDR picture; this 

motion constraint causes significantly lower coding efficiency. 

IRAP pictures can have leading pictures – pictures that 

follow the IDR/CRA picture in decoding order but precede it in 

output order. To support the use of leading pictures with IDR 

pictures, VVC defines two types of IDR pictures – one type that 

has leading pictures and another that does not. The leading 

pictures associated with an IDR picture can be correctly 

decoded when randomly accessing from the IDR picture, and 

hence they are also referred to as random access decodable 

leading (RADL) pictures. Leading pictures associated with a 

CRA picture may or may not be correctly decodable when 

randomly accessing from the CRA picture, and thus they are 

classified either as RADL pictures or as random access skipped 

leading (RASL) pictures, with the latter type being those 

pictures that cannot be correctly decoded when random 

accessing from the associated CRA picture. 

The use of leading pictures in a bitstream can help improve 

coding efficiency, but it increases the end-to-end delay (i.e., the 

delay between capturing a picture at the sender side and 

displaying it at the receiver side) because picture reordering 

before encoding and after decoding is needed whenever there 

are leading pictures. Among the different types of pictures that 

can be used to provide random access capability, CRA pictures 

with RASL pictures can provide the highest coding efficiency, 

but at the cost of longer end-to-end delay. GDR pictures without 

picture reordering can provide the shortest end-to-end delay 

since this can avoid both the picture reordering delay and the 

data buffering delay that is often needed to smooth out the bit 

rate spikes caused by IRAP picture usage, but GDR pictures 

have a cost of lower coding efficiency and cause a time lag 

between the random access point and the recovery point. IDR 

pictures without leading pictures are in between for both coding 

efficiency and end-to-end delay. Some analysis of end-to-end 

delay is provided in Section III.F. 

In typical streaming and broadcast applications, where a 

moderate-to-long end-to-end delay does not affect the user 

experience, it can be desirable to use CRA pictures to provide 

random access capability or bit rate adaptation, although stream 

adaptation through bitstream switching with CRA pictures can 

be more complicated than using IDR pictures (see the analysis 

in Section III.D). In real-time conversational applications such 

as video conferencing, out-of-order picture coding is often 

avoided, and IDR pictures may be preferred over CRA pictures 

to provide random access capability (e.g., in multiparty 

scenarios), since a significant end-to-end delay, e.g., above 

150 ms, can impact the conversational communications and 

thus significantly degrade the user experience. In applications 

such as wireless display and online gaming, ultralow end-to-

end delay is desirable. In such cases, using GDR to provide 

random access capability can help minimize the end-to-end 

delay. 

 

Fig. 1. Examples of spatial resolution changes at IDR pictures (the upper 
half) and at inter-coded pictures (the lower half) with the use of reference 

picture resampling, where the height of a box representing a picture indicates 

the spatial resolution. 
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2. Reference Picture Resampling 

Conventionally, e.g., in HEVC, the spatial resolution of a 

video bitstream can only change at an IDR picture or 

equivalent, as illustrated by the upper half of Fig. 1. VVC also 

allows the spatial resolution to change at inter-coded pictures, 

as illustrated by the lower half of Fig. 1, through the support of 

the feature referred to as reference picture resampling (RPR). 

As the name RPR implies, when such a resolution change 

occurs, the decoding process of a picture may refer to one or 

more previous reference pictures that have a different spatial 

resolution for inter-picture prediction, and consequently a 

resampling of the reference pictures for operation of the inter-

picture prediction process may be applied. Compared to forcing 

the insertion of an IDR picture in order to switch resolution, 

allowing inter-picture prediction from reference pictures of 

different resolutions improves coding efficiency and mitigates 

the problem of bit rate spikes associated with IRAPs. 

In VVC, RPR allows either downsampling or upsampling of 

a reference picture to predict a current picture having a different 

resolution. In order to avoid additional processing steps, the 

RPR process in VVC is designed to be embedded in the motion 

compensation process and performed at the block level. In the 

motion compensation stage, the scaling ratio is used together 

with motion information to locate the reference samples in the 

reference picture to be used in the interpolation process. 

Depending on the RPR scaling ratio, three sets of interpolation 

filters with different frequency responses are defined in VVC. 

In the case of downsampling from the reference picture, two 

sets of 16-phase 8-tap interpolation filters are used for the luma 

component, and two sets of 32-phase 4-tap interpolation filters 

are used for the chroma components. When the chroma planes 

have the same resolution as the luma plane, only 16 of the 32 

chroma filter phases are used. The first set of luma and chroma 

downsampling filters is designed for a scaling ratio of 1.5, and 

is applied when the actual scaling ratio is between 1.25 and 

1.75. The second set of luma and chroma downsampling filters 

is designed for a scaling ratio of 2, and is applied when the 

actual downscaling ratio is greater than 1.75. These 

downsampling filters are all based on the windowed sinc family 

of low-pass filters, a well-known concept in digital signal 

processing. For upsampling from the reference picture (i.e., 

when the current picture is larger than the reference picture) and 

for downsampling with a downscaling ratio less than 1.25, the 

same interpolation filters as those for normal motion 

compensation are used. In fact, the conventional motion 

compensation interpolation process can be deemed as a special 

case of the resampling process with the scaling ratio in such a 

range. In addition to conventional translational block motion, 

VVC also supports an affine motion mode, and the affine mode 

has three sets of 6-tap interpolation filters that are used for the 

luma component to cover the different scaling ratios in RPR. 

Whether downsampling or upsampling is performed is 

determined separately for the horizontal and vertical 

dimensions using the effective widths or heights of the 

reference picture and the current picture. 

Any application scenario that involves changing the video 

spatial resolution can potentially benefit from using the RPR 

feature. These especially include conversational applications, 

e.g., video telephony, where changing the video spatial 

resolution can help to minimize delay and adapt to changing 

network conditions. It can be useful for speaker changes in 

multiparty video conferencing, in which it is common that the 

active speaker is displayed with a larger picture size than what 

is used for the rest of the conference participants. It can also 

enable fast start-up in streaming or conversational video, by 

starting the bitstream with a lower resolution and then changing 

to a higher resolution after the start-up. If the amount of action 

in the video content temporarily becomes very high, e.g., due to 

a scene cut, occluding foreground action or global camera 

motion, temporarily reducing the picture resolution can help 

with maintaining a high enough frame rate to maintain 

perceptual motion continuity. Changing the picture resolution 

can also be helpful with adaptive bit rate streaming based on a 

library of pre-encoded alternative video bitstreams, by using 

CRA pictures for switching between bitstreams with different 

spatial resolutions. Section III.D provides more detail on 

adaptive streaming with resolution changes. 

Another benefit brought by RPR is that it simplifies the 

support of spatial scalability, because with RPR an additional 

module for resampling of inter-layer reference pictures for 

spatial scalability becomes unnecessary, as the same 

resampling filters can be used for spatial scalability. 

3. CTUs, Slices, Tiles, and Wavefronts 

The basic processing unit within a picture in VVC, as in 

HEVC, is the coding tree unit (CTU), which contains the luma 

and chroma samples of a square region of the picture (except 

for truncation of the CTUs at the right or bottom edges when 

the width or height is not divisible by the CTU size). In VVC 

the CTUs can be larger than in HEVC, but the concept is the 

same, and is similar to the concept of a macroblock in AVC. 

Similarly as in AVC and HEVC, in VVC a picture can be 

segmented into regions called slices, each of which is sent in its 

own separate NAL unit. VVC also inherited two other high-

level picture partitioning and parallelism features from HEVC: 

tiles and wavefronts, with some minor differences as further 

described in [17]. Each tile is a rectangular subset of a picture 

and is typically not forming a separate NAL unit. When the 

wavefronts tool is in use, the decoding of the next row of CTUs 

can begin before the current row has been completely 

processed, with the lag of one CTU for each subsequent row. 

This requires the probability estimates of the entropy decoder 

(see Section II.B.5) to be stored after decoding the first CTU of 

each row within a tile, to be used to initialize the entropy coding 

state for decoding the next row. In HEVC, the lag was two 

CTUs, but the CTUs were typically smaller. 

In earlier standards, the partitioning of a picture into slices 

was mainly for the purpose of maximum transmission unit 

(MTU) size matching, to avoid having a coded picture 

fragmented into multiple packets by the transport protocols. 

When a picture is encoded into multiple slices and each slice is 

encapsulated into one transport packet, the loss of some of these 

slice packets does not affect the decoding of the received slices. 

However, if a picture is not encoded into multiple slices but the 
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coded picture is fragmented into multiple packets by the 

transport protocols, then the loss of any of those packets may 

cause the received slices of the picture to become non-

decodable, and the loss of the packet that contains the header 

information will definitely cause the entire received slice to 

become non-decodable. Therefore, in the designs of AVC and 

HEVC, generally a slice consists of a number of macroblocks 

or CTUs in raster scan order. During the development of VVC, 

MTU-size-matching was no longer considered the main 

purpose of the use of slices; instead, enabling regional access of 

a picture and ultralow end-to-end delay were intended. In the 

design of VVC, the division of the picture into slices can use 

one of two modes: the rectangular slice mode and the raster scan 

slice mode. In the rectangular slice mode, a slice covers a 

rectangular region of a picture and consists of either a set of 

tiles or a sequence of CTU rows in a tile. The latter enables a 

more flexible partitioning of pictures into rectangular slices 

beyond what is allowed by tiles being constrained to be always 

in complete rows of tiles with the same height and complete 

columns of tiles with the same width. In the raster scan slice 

mode, each slice contains a series of complete tiles in raster scan 

order and could be covering a non-rectangular region. The use 

of the raster scan slice mode can be beneficial for low-delay 

applications where the number of tiles to be included in a slice 

might not be known before the start of the encoding of the slice. 

4. Subpictures 

A functionality that is useful for some applications and is 

especially needed for high-resolution immersive video is the 

support of so-called bitstream extraction and merging (BEAM) 

operations. BEAM support was an important design goal in the 

development of VVC HLS. For example, in 360o video, at any 

moment a viewer usually sees only a small spatial portion of the 

entire coded video. Therefore, for transmission and/or decoding 

efficiency, a large spatial portion of the encoded video may not 

need to be transmitted and/or decoded. To be able to do that in 

an efficient and convenient manner, the bitstream needs to be 

coded in the way such that a region of the picture can be 

extracted and decoded independently without accessing the 

other regions. Later, when the viewer turns his or her head and 

changes the viewing orientation, usually the new field of view 

(FOV) is spatially overlapping with the old FOV, thus merging 

of the bitstream representing the overlapping region and the 

bitstream representing the region that newly came into the FOV 

is needed. Note that completely switching to a new bitstream 

representing both regions would also be possible to avoid the 

needs of bitstream merging, however, it is less efficient from 

coding efficiency point of view, as the region newly coming 

into the FOV in this approach has to be intra refreshed. 

In VVC, BEAM operations can be realized based on the 

subpicture feature. A picture consists of one or more 

subpictures. The layout of the positions and sizes of subpictures 

is the same for all pictures in a coded video sequence, which is 

a self-contained sequence of coded pictures. (More precisely, to 

account for the possibility of using layered video coding as 

discussed in Section II.A.7, this is within the sequence of coded 

pictures within a particular layer.) Each subpicture sequence 

may be coded such that it can be extracted and decoded without 

the presence of any of the other subpicture sequences. A 

subpicture consists of one or more rectangular slices that 

together form a rectangular region, e.g., as shown in Fig. 2. 

The HLS related to subpictures, including syntax for picture 

header and slice header, has been designed such that the 

extraction of a subpicture sequence won't need to change any 

part of the picture headers or slice headers. When a subpicture 

sequence is motion-constrained to be extractable, motion 

vectors (MVs) of blocks in the subpictures are still allowed to 

point out of the subpicture boundary, and when that occurs, 

reference sample padding is used in motion compensation at 

subpicture boundaries, similar to the scenario when MVs would 

point outside of the picture boundaries. This way, higher coding 

efficiency for extractable subpicture sequences can be achieved 

than by disallowing MVs that point outside of the boundaries 

of the extracted region. For example, average coding gains of 

about 4.1% and 6.5% were reported in [18] for the cases of 6×4 

and 12×8 subpictures per picture, respectively. 

5. Virtual Boundaries 

Virtual boundaries are boundaries within pictures where the 

in-loop filter operations that would apply across the boundaries 

are disabled. The granularity of the possible locations of virtual 

boundaries is eight luma samples. This feature serves two 

purposes. The first is for avoiding seam artifacts introduced by 

 

Fig. 2.  A picture partitioned into 18 tiles, 24 slices and 24 subpictures (each 

subpicture contains one slice in this example). 

CTU Tile Subpicture / Slice
 

Fig. 3. An example of a cubemap projected picture. 
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applying the in-loop filters across an artificial boundary created 

by a preprocessing step before encoding, e.g., a boundary that 

can occur when a multi-face projection format such as the 

cubemap projection (CMP) [19] is used to represent a 360o 

video during coding. Each CMP picture contains a layout of six 

cubemap faces, as shown in Fig. 3. However, while the upper 

and lower rows of three faces are continuous in the spherical 

domain, a discontinuity exists between the upper and lower 

rows, shown by the horizontal "discontinuous edge" in Fig. 3. 

Such a boundary can be signaled as a virtual boundary to 

disable the in-loop filter operations across the boundary, to 

avoid mixing of spherically non-neighboring samples together 

during in-loop filtering, which could harm the subjective 

quality. Although it is possible to partition the picture such that 

the boundary between the upper and lower face rows coincide 

with tile boundaries or slice boundaries, across which the in-

loop filters could be disabled to achieve similar subjective 

effect, defining virtual boundaries and disabling loop filtering 

across them provides more flexibility for 360o video coding, 

because the latter does not require the cubemap face width or 

height to be a multiple of the CTU size. 

Since the locations of such virtual boundaries usually stay 

unchanged over the entire coded video sequence, a virtual 

boundary signaling option is provided to signal virtual 

boundaries that remain constant for the entire sequence. The 

second purpose of virtual boundaries is for use with GDR, when 

the boundary between the refreshed region and the unrefreshed 

region is changing from picture to picture and may not be 

aligned with the boundaries of slices or tiles, so a second virtual 

boundary signaling option is provided to ensure mismatch-free 

decoding of the refreshed regions in a GDR picture and in its 

associated recovering pictures when random accessing from the 

GDR picture. 

6. Parameter Sets and Other "Header" NAL Units 

Parameter sets are syntax structures that are stored in a cache 

and have an associated index for identifying which parameter 

set of a given type is being referenced. They were first 

introduced in the AVC standard. In AVC, only two types of 

parameter sets were specified, the sequence parameter set (SPS) 

and the picture parameter set (PPS). The SPS and PPS were 

introduced in order to provide encoders and system designers 

the freedom to decide for themselves how often to send this 

sequence-level and picture-level information that is important 

but often rather repetitive. The parameter set design also 

enables the transmission of such header information using an 

out-of-band, reliable mechanism in systems that support such a 

method. For example, in video telephony and conferencing 

applications, parameter sets are typically transmitted as part of 

a session description protocol (SDP) file during the session 

negotiation process, using the transmission control protocol 

(TCP). This can ensure successful transmission of the very 

important header information carried in the parameter sets, 

although it comes at the cost of possible longer initial delay due 

to the retransmissions that could be needed when packet losses 

occur. In contrast, the coded video data in such applications is 

transmitted using RTP on top of the user datagram protocol 

(UDP), which does not guarantee the arrival of all the data at 

the receiver or the arrived data to be error free but can guarantee 

bounded end-to-end delay. 

In addition to the SPS and PPS, another type of parameter 

set, the video parameter set (VPS), was introduced to HEVC 

and is also used in VVC. The VPS contains cross-layer 

sequence header information that provides a "big picture" 

characterization of the properties and dependencies of an entire 

multilayer bitstream and the header parameters common to all 

the layers. The two purposes described for the SPS and PPS also 

apply for the VPS. 

Besides the VPS, SPS, and PPS, a new type of parameter set, 

the adaptation parameter set (APS), was introduced in VVC. 

APSs are used to carry control parameters that affect particular 

low-level coding functions, and three types of APSs are defined 

for carrying the parameters applied in the adaptive loop filter 

(ALF), another in-loop filter known as luma mapping with 

chroma scaling (LMCS), and the inverse quantization scaling 

lists, respectively. The purpose of saving signaling overhead 

still applies for APSs, as an APS can be used to avoid repeated 

transmission of those parameters that are common for multiple 

slices of a picture or for slices of different pictures. However, 

the original purpose of out-of-band transmission, as for other 

types of parameter sets, does not apply for APS, as updated APS 

content would typically be sent quite frequently and thus these 

parameters cannot just be transmitted out-of-band during the 

session negotiation stage. On the other hand, when pictures 

contain multiple extractable subpictures, APSs can be carried 

in separate file format tracks or dynamic adaptive streaming 

over HTTP (DASH) representations, separate from the 

tracks/representations each carrying an extractable subpicture 

sequence. This capability of systems encapsulation of VVC 

bitstreams is important to enable convenient and efficient 

BEAM operations. 

Another type of NAL unit used in VVC is the picture header 

(PH). Similar to the PH in prior video coding standards that had 

a start code-based bitstream structure like H.263 and MPEG-2, 

the VVC PH carries picture-level parameters that are common 

for all slices of a picture. However, in the context of the NAL-

unit-based syntax structure, having PHs embedded in their own 

NAL units conveniently enables their carriage in a file format 

track or DASH representation separate from other 

tracks/representations, which, as mentioned above, enables 

convenient and efficient BEAM operations. Alternatively, the 

VVC PH does not have to be in its own NAL unit; the PH syntax 

structure could be directly included in the slice header instead, 

similarly as in AVC and HEVC which do not have the PH 

concept, but this only applies when all pictures are coded using 

only one slice for an entire coded video sequence. 

7. Scalability and Layered Coding 

Scalable video coding refers to the structuring of a coded 

video bitstream by an encoder in a way that enables the 

extraction and decoding of subsets of the coded data to produce 

decoded content with lower quality or to produce alternative or 

supplemental decoded content. The simplest form of scalability 

is temporal scalability, which makes it possible to extract and 
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decode a subset that produces decoded video with a lower 

picture rate, a.k.a. frame rate. Subsets for a particular decoded 

output are called layers, and temporal scalability subsets are 

called temporal sublayers. Other forms of scalability, which 

involve multilayer coding, include (but are not limited to) 

quality scalability, a.k.a. signal-to-noise ratio (SNR) scalability, 

spatial scalability, and multiview scalability, for which 

extracting and decoding more data can result in higher quality, 

higher spatial resolution, and more views, respectively. 

Scalability can be used for bit rate saving compared to 

simulcast coding of multiple, independent bitstreams, among 

other benefits [20], [21], in applications wherein a particular 

content may be consumed by different classes of clients that are 

differentiated by connecting bandwidths, decoding capabilities, 

display sizes, etc., providing the same or an even larger set of 

operation points in terms of picture rates, qualities, and 

resolutions as simulcast. Layered coding can also be used to 

encode alternative or supplemental content, such as to encode 

depth maps or transparency maps that are associated with the 

video pictures, and can even be used to carry synchronized 

independently decodable “simulcast” content. Applications that 

can benefit from scalability and layered coding include (but are 

not limited to) conferencing, broadcasting, and 3D video 

applications. These applications are further introduced in 

Sections III.H and III.I, whereas this section focuses on the 

design of these features in VVC. 

The basic design for temporal scalability support in VVC is 

similar to that in HEVC. The NAL unit header includes fields 

that specifies a temporal sublayer ID, and a picture is not 

allowed to refer to another picture with a higher value of 

temporal ID for inter-picture prediction. The basic multilayer 

coding design for quality, spatial, and multiview scalabilities in 

VVC is also similar to the multilayer extensions of 

HEVC [22], [23]. The NAL unit header also includes a field 

that specifies a layer ID, and for inter-layer picture referencing, 

a picture can only refer to a decoded picture of a lower layer in 

the same access unit, which contains all coded pictures of all 

layers pertaining to the same output time. The inter-layer 

prediction process is basically the same as the temporal inter-

picture prediction process, i.e., the multilayer coding is based 

on multi-loop decoding, where inter-layer prediction is based 

on fully decoded inter-layer reference pictures, as contrasted 

with the single-loop decoding scheme on which the scalable 

extension of AVC is based, where inter-layer prediction can be 

based on an inter-layer reference picture that is only partially 

decoded or even only parsed. 

However, there are some key differences of the scalability 

support in VVC compared to earlier video coding standards. 

First, the capability of multilayer scalabilities is provided 

already in the first version of VVC, as opposed to being only in 

later versions in earlier video coding standards such as AVC 

and HEVC. Second, for spatial scalability, thanks to the 

existence of the RPR feature in VVC which provides the 

resampling functionality between the current picture and its 

temporal reference pictures, no additional signal-processing 

features are needed to support inter layer prediction of spatial 

scalability. Rather, spatial scalability is achieved with just some 

HLS changes to the single-layer coding design. Third, the 

 
Fig. 4. Typical VVC encoder. 
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scalability-specific HLS in VVC has been designed to be 

significantly simpler than in the multilayer extensions of 

HEVC. Additionally, the decoded picture buffer management 

design and the definitions of the levels for the profiles (see 

Section III.A) have been made in a manner such that the same 

design applies to both single-layer and multilayer bitstreams, 

which enables single-layer decoders to be easily adapted to 

support the decoding of multilayer bitstreams. 

VVC introduces two additional types of NAL units, namely 

the decoder capability information (DCI) NAL unit and the 

operating point information (OPI) NAL unit, for scalability 

support. The DCI NAL unit indicates the minimum decoding 

capability that is needed for decoding the entire bitstream. The 

VPS and SPS also indicate minimum decoding capability in the 

context of both multi-layer and single-layer bitstreams, but only 

for the relevant coded video sequences for the current layer 

rather than for the entire bitstream. The OPI NAL unit identifies 

the target operation point the decoder is supposed to be 

operating at from both the decoding point of view, i.e., which 

coded pictures of which layers or sublayers are to be decoded, 

and the outputting point of view, i.e., which decoded pictures 

of which layers are to be output. Both DCI and OPI are optional. 

In the absence of DCI, no in-band bitstream capability 

information is provided, unless it is known (e.g., by some 

system-provided means) that what is provided in a VPS or SPS 

applies to the entire bitstream. In the absence of OPI, a default 

operating point is inferred. 

B. Core Compression Technologies 

All of the aforementioned new high-level functionalities 

have been put into version 1 of VVC so that the new standard 

will already be in a position to efficiently code video for a very 

wide range of different applications. However, given the 

exponentially increasing use of video and the associated high 

amount of data needed to send video, significantly increased 

compression capability remains crucial. While the basic well-

known block-based hybrid video coding scheme used in all 

previous major standards has been retained in VVC, it has been 

improved in many ways. The improvements affect all the 

functional elements of hybrid video coding. As with past 

designs, the represented video content consists of either one or 

three color plane arrays of sample values that have a represented 

bit depth. There is a primary color plane called the luma color 

plane, and the others (if present) are referred to as the chroma 

planes. The luma plane ordinarily represents local brightness 

information and the chroma planes ordinarily represent color 

hue and saturation. The format known as 4:4:4 has equal 

resolution for all three color planes, and the format known as 

4:2:0 has chroma planes with half the width and half the height 

of the luma plane. Content for consumer applications typically 

uses the 4:2:0 color format, while remote computer desktop 

sharing and wireless display application may use 4:4:4. A 

lesser-used format is 4:2:2, where the chroma has half the width 

but the same height as the luma. In older consumer applications, 

the video bit depth was typically 8 bits, but 10 bits are needed 

for HDR, and all profiles in VVC version 1 support bit depths 

up to 10 bits. 

Fig. 4 shows the functional diagram of a typical hybrid VVC 

encoder, including a block partitioning that splits a video 

picture into CTUs, block-based intra- and inter-picture 

prediction, spatial transformation and quantization of the 

prediction residual, in-loop filtering of the reconstructed signal 

after scaling (a.k.a. "inverse quantization") and inverse 

transformation, followed by header formatting and context 

adaptive binary arithmetic coding (CABAC) entropy coding for 

bitstream generation. Compared to a typical HEVC encoder, 

e.g., as shown in [3], it can be seen that VVC introduces 

additional elements such as combined inter-/intra-picture 

prediction (see Section II.B.3), luma mapping with chroma 

scaling, and additional loop filters (see Section II.B.6). While 

most of the design uses rectangular blocks, some non-

rectangular partitioning of prediction regions is also supported 

(see the geometric partitioning mode discussed in 

Section II.B.3). Although screen content coding (SCC) tools are 

discussed separately in Section II.B.7, they can be located in the 

respective modules shown in Fig. 4, e.g. the adaptive color 

transform could be considered as part of transform and inverse 

transform.  

Like HEVC, the VVC design does not include special coding 

tools for handling interlaced video; instead it has a simple 

ability to indicate whether the coded video pictures are to be 

interpreted as complete frames or as top and bottom fields, as 

this approach has been proved as sufficient and effective for 

coding of interlaced video. The main advances in each module 

as well as the new elements are summarized in the following. 

1. Block Partitioning 

The HEVC quadtree partitioning of a CTU has been extended 

in VVC by enabling a more flexible partitioning and supporting 

larger block sizes. This includes recursive non-square splits and 

separate partitioning for luma and chroma. Additional 

constraints facilitate pipelined processing in hardware decoder 

implementations. The main VVC partitioning techniques are 

listed in the following and a more detailed description can be 

found in [24]. 

 Quadtree plus multi-type tree (QT+MTT) extends the 

quadtree-based partitioning from HEVC with a nested 

multi-type tree using binary and ternary splits. Together 

with increasing the maximum block size from 64×64 in 

HEVC to 128×128 in VVC, this allows for a better 

adaptation to image content for high spatial resolutions 

while also supporting small and narrow rectangular blocks 

for the prediction and transform processing stages. As done 

in HEVC, VVC uses the CTU as the basic processing unit 

and root of the recursive partitioning tree, and coding units 

(CU) containing coding blocks as leaves. However, the 

prediction units introduced in HEVC, which can take non-

square shapes, are no longer used because the generalized 

new CU shapes can be non-square in VVC. Unless the CU 

is too large for the maximum transform length (see 

Section II.B.4), it is used directly as the processing unit of 

the prediction and transform stages, without any further 

partitioning. Furthermore, the HEVC quadtree partitioning 

of the CU residual into square transform units is replaced by 
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using rectangular transform units (TU), where certain new 

VVC modes, i.e. intra sub-partition (ISP) mode and 

subblock transform (SBT) mode, allow horizontal or 

vertical subdivision of a CU into TUs. 

 Chroma separate tree (CST): VVC introduces the CST 

which enables the use of a separate partitioning for luma and 

chroma in an intra-coded slice. This is motivated by the fact 

that luma usually has finer texture or sharper edges than 

chroma, which allows for larger chroma CUs. In encoder 

implementations that consider both luma and chroma rate-

distortion costs in the decision to split a block, the CST 

provides a speed up in cases where chroma is not further 

split into smaller CUs. 

 Virtual pipeline data units (VPDUs): In hardware video 

decoders for VVC, block regions of a CTU that are known 

as VPDUs can be processed separately in parallel to 

increase the throughput. Although the VVC standard does 

not discuss the VPDU concept explicitly, the syntax is 

designed to disallow certain binary and ternary splits for 

large CUs to enable a VPDU size that is smaller than the 

maximum possible CU size. It is important to keep the 

VPDU size as small as possible because the memory buffer 

size in the pipeline stages is proportional to it. The 

maximum CU size in VVC is 128×128 luma samples, but 

the VPDU size is limited to 64×64 luma samples. 

2. Intra-Picture Prediction 

Advanced intra-picture prediction techniques in VVC 

include the DC and planar modes similar to HEVC plus finer-

granularity angular prediction with more angles compared to 

HEVC (93 vs 33), additional matrix-based prediction modes for 

luma, and cross-component prediction modes for chroma (not 

counting the intra-picture block copy and palette modes 

discussed in Section II.B.7, which could also be considered 

intra modes). The new intra coding tools are summarized in the 

following, and a more detailed description of intra-picture 

prediction techniques can be found in [25]. 

 Finer-granularity angular prediction: For each block size 

there are 65 angular prediction directions, while the set of 

angles depends on the block size. For square blocks, the 65 

angular prediction directions are defined from 45 degrees to 

−135 degrees in a clockwise direction for a square shape 

coding block. 

 Wide-angle intra prediction (WAIP): For blocks that are 

not square, 14 angles using prediction from the shorter side 

of a block are replaced by more extreme angles using 

prediction from the longer side, bringing the total number of 

angles supported in the design to 93 while the number of 

angular modes that can be signaled for any particular block 

size remains 65. 

 4-tap fractional sample interpolation filters: Two sets of 

4-tap filters are used to interpolate the luma sample values 

when the intra prediction angle points to a fractional 

position with 1/32 sample accuracy, as contrasted with 2-

tap bi-linear interpolation in HEVC. One set of filters 

corresponds to the DCT-based filters applied in chroma 

motion compensation. The other set consists of smoothing 

filters which are derived by convolving the bi-linear filter of 

HEVC with the {1, 2, 1}/4 reference sample smoothing 

filter from HEVC. As a consequence, the reference sample 

smoothing from HEVC is restricted to the angles pointing 

to full sample positions, which do not require interpolation. 

The selection of the interpolation filter is determined based 

on the block size and the prediction mode, with the 

sharpening DCT-based filter being applied for smaller 

blocks and modes around the horizontal and vertical 

direction. For chroma components, 2-tap linear 

interpolation is used for simplicity. 

 Position-dependent prediction combination (PDPC) 

further modifies the prediction of the planar, DC and 

selected angular modes (the horizontal and angles above 0 

plus vertical and angles below −90 degrees) by combining 

the initial prediction with the boundary reference samples. 

The combination weights depend on the prediction mode 

and sample locations. PDPC can be seen as a more 

generalized version of HEVC’s boundary value smoothing 

applied to remove discontinuities for boundary prediction 

samples in the prediction direction for the horizontal (using 

the first column), vertical (first row) and DC (both) 

predictors. 

 Multiple reference lines (MRL): In addition to the directly 

adjacent line of neighboring samples, one of the two non-

adjacent reference lines can be used as the reference line for 

intra-picture prediction of luma samples. The non-adjacent 

reference line can be two or three lines away from the 

current block. Since using the extended reference lines is 

only beneficial for sharp content, combining them with the 

planar mode, reference sample smoothing and PDPC is 

disallowed. 

 Matrix-based intra-picture prediction (MIP) can be 

regarded as a low-complexity variant of a neural-network-

based intra-picture prediction. The neural network used to 

predict the current block from the reference samples has 

been simplified to a matrix-vector multiplication, with the 

matrix being selected from a set of pre-trained matrices and 

the vector being constructed from the reference samples. In 

order to derive the matrix coefficients, key aspects of the 

data-driven neural network training algorithm have been 

reused. Other elements of MIP, such as downsampling of 

the reference samples and an upsampling step with linear 

interpolation for the final prediction, have been introduced 

to reduce the complexity and memory requirements. The 

selection index of the matrix to be employed for the MIP 

mode is signaled using a truncated binary code. In the most 

common use cases, MIP is applied only for luma samples, 

but it can also be applied to chroma samples in the case of 

4:4:4 chroma sampling when the CST is disabled.  

 Intra sub-partition (ISP) mode splits the luma block of a 

CU vertically or horizontally into 2 or 4 sub-partitions for 

separate processes of prediction and transform with all sub-

partitions sharing the coding mode information. For small 

block sizes, the prediction can span over multiple transform 

blocks to prevent prediction blocks that are only one or two 
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samples wide, which would be a burden in some hardware 

implementations. 

 Cross-component linear model (CCLM) predicts chroma 

component samples from corresponding reconstructed luma 

samples. The parameters of the linear model can be derived 

by minimizing the regression error between neighboring 

luma and chroma samples. The three different CCLM 

modes at the CU level in VVC specify different neighboring 

luma and chroma sample locations: these can be located to 

the left, above or above-left of the current block. For non-

4:4:4 sampling formats, the reconstructed luma samples 

need to be downsampled in a way that takes into account 

whether the chroma samples are vertically and co-sited with 

the luma samples. This is specified by an SPS flag. 

 Extended most probable mode (MPM) signaling: In 

HEVC, the DC, planar and 33 angular luma intra-picture 

prediction modes are signaled using either an index into a 

list of three MPMs derived from neighboring modes, or a 5-

bit fixed length code for the remaining 32 modes. VVC 

signals the DC, planar and 65 angular modes by extending 

the list of MPMs to six, with the first mode always being the 

planar mode. The remaining 61 luma intra-picture 

prediction modes are signaled using truncated binary 

coding. When MRL prediction is used, the signaled MRL 

mode is restricted to be one of the 5 non-planar MPMs. 

3. Inter-Picture Prediction 

As in AVC and HEVC, inter-picture prediction in VVC uses 

either single-MV uni-prediction referencing a picture in a list of 

previously decoded reference pictures or bi-prediction using 

two MVs and indices into two lists of pictures called list 0 and 

list 1 to select the reference pictures to be used with the MVs to 

form two prediction signals that are then averaged together. 

Beyond that, VVC introduces a variety of new coding tools for 

more efficient representation, prediction and coding of motion 

compensation control information, as well as for enhancing the 

motion compensation processing itself. These techniques can 

be categorized into: a) advances in coding motion information; 

b) advances in CU-level motion compensation; c) refined 

motion compensation processes using subblock based motion 

derivation and prediction refinement at the decoder; and 

d) horizontal wrap-around motion compensation as a special 

feature for immersive video. These four categories are 

described in this section. 

a) Advances in coding motion information  

Using motion information from temporally and spatially 

neighboring blocks, HEVC introduced the merge mode and the 

advanced MV prediction (AMVP) mode for the prediction and 

coding of motion parameters in inter-picture prediction. In 

VVC, both of these modes are extended using improved 

predictors, enabling MV differences (MVDs) for the merge 

mode, and providing a more flexible MVD signaling for the 

AMVP mode to improve the tradeoff between motion accuracy 

and motion overhead bits. These enhancements are described in 

the following, with a more detailed description provided in [26]. 

 History-based MV prediction (HMVP): In addition to 

spatial and temporal neighbor MV predictions, VVC adds 

this new type of MV prediction in the merge mode and 

AMVP candidate list. The motivation of having HMVP 

candidates is to re-use the MVs of previously coded CUs, 

especially those of non-adjacent CUs. The HMVP 

candidates are established using a five-entry table that is 

maintained and updated using a first-in-first-out (FIFO) 

rule. 

 Symmetric MVD (SMVD) is used to code the motion 

information for bi-prediction using a shortcut when feasible. 

In SMVD mode, only the AMVP indices for list 0 and list 1 

and the MVD of list 0 are signaled. The other motion 

information, i.e. the reference picture indices and MVD of 

list 1, are implicitly derived by the decoder based on an 

inference of a constant motion trajectory. 

 Adaptive MV resolution (AMVR): VVC supports a 

selection of the MV resolution at the CU level to provide a 

more customized tradeoff between MV overhead bits and 

prediction quality. For inter-predicted CUs with 

translational motion, the selected MV resolution can be one 

quarter, one half, whole integer, or four, in units of luma 

samples. If half luma sample resolution is selected, an 

alternative luma interpolation filter is used for the half-

sample position in this block. This aspect of AMVR is also 

known as switchable interpolation filter (SIF). The 

frequency response of the alternative filter is much 

smoother for the purpose of attenuating high-frequency 

noise components. For CUs coded in the affine AMVP 

mode, MV resolution can be switched among one quarter, 

whole integer, or one sixteenth luma samples (see 

Section II.B.3.c) for affine motion compensation). 

 Pairwise average MV merge candidate is generated using 

the first two existing candidates in the merge candidate list. 

The MVs of this new merge candidate are calculated 

separately for each reference picture list. If both existing 

merge candidates contain an MV for the same list, these two 

MVs are averaged to obtain the MV for that list, even when 

they point to different reference pictures. In that case, the 

reference picture index from the first existing candidate is 

used. If only one existing candidate contains an MV for that 

particular list, it is used directly without averaging. 

 Merge with MVD (MMVD) refines the MV of the merge 

mode by a signaled MVD, and can be deemed as a new 

tradeoff between the AMVP mode and the merge mode. The 

MVD in this mode can only be purely horizontal or purely 

vertical. The refining MVD is represented by indicating the 

selected direction and a distance in that direction. 

b) Advances in CU-level motion compensation 

VVC enhances CU-level motion compensation by 

introducing more flexible weighting of the prediction signals. 

This includes the ability to predict non-rectangular partitions 

inside a CU by applying weighting matrices to each prediction 

signal for bi-prediction combinations known as the geometric 

partitioning mode. Furthermore, VVC allows the combination 

of merge mode with intra-picture prediction and signaling of bi-
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prediction weights at the CU-level. A short summary of the 

three tools is provided in the following, and the reader is 

referred to [26] for further details. 

 Geometric Partitioning Mode (GPM), sometimes called 

wedge partitioning, aims to expand the partitioning 

flexibility to better fit the non-rectangular boundaries of 

moving objects within a CU. When GPM is applied, the 

current CU is split into two parts by a geometrically located 

straight line, which is parameterized by an angle and an 

offset. An example of GPM-coded blocks is shown in 

Fig. 5. In total, 64 selectable partitioning lines are supported 

for CUs with sizes between 8×8 and 64×64, except sizes 

8×64 and 64×8. GPM mode is an extension of the merge 

mode in which each partition inherits one MV from the 

merge candidate list. For each partition, a block-based 

motion compensation prediction is performed, resulting in 

two intermediate prediction blocks. The final prediction 

block is generated by performing a blending process using 

a weighting matrix that is derived based on the position of 

each sample location relative to the partitioning boundary. 

 Combined intra/inter-picture prediction (CIIP) is 

introduced to take advantage of both an inter-prediction 

merge mode and intra prediction. In CIIP mode, the final 

prediction is a weighted combination of a merge mode inter-

picture prediction and a planar mode intra-picture 

prediction. The combining weight is implicitly derived 

based on whether the above and left neighboring CUs are 

coded using an intra-picture prediction mode or not. 

 Bi-prediction with CU-level weights (BCW) provides the 

choice of a non-equal weighting combination for bi-

prediction at the CU level, in addition to the traditional 

weighted prediction (WP) for which weights are specified 

in syntax at the slice level for each reference picture. A set 

of 5 fixed weights equal to {−2, 3, 4, 5, 10}/8 is pre-defined 

for BCW, and an index into this set is signaled at the CU 

level to specify the selected weight w of the prediction block 

from list 1. The weight for list 0 is then set as 1 – w. When 

all the reference pictures are temporally preceding the 

current picture, all five weights may be used. Otherwise, 

only the weight value subset {3, 4, 5}/8 can be used. 

c) Refined subblock-based motion compensation 

VVC also introduces technologies that represent motion in 

higher granularity, e.g. with a subblock level, or further refine 

motion estimates at the decoder instead of using explicit 

signaling. VVC further increases the MV precision and 

fractional sample motion compensation to 1/16 luma sample in 

some modes. These new features are summarized in the 

following, and a more detailed description is provided in [27]. 

 Subblock-based temporal MV prediction (SBTMVP): In 

addition to the CU-wise merge mode used in HEVC, VVC 

includes a subblock merge mode, which can be applied to 

CUs with both width and height larger than or equal to 8 

luma samples. The subblock merge candidates consist of the 

SBTMVP candidate at the first place in the list, followed by 

affine motion merge candidates. SBTMVP inherits the 

motion information from a particular identified reference 

picture called the collocated picture, in units of 8×8 

subblocks. SBTMVP derivation uses two major steps: 

a) establish a displacement vector (DV) for the current CU, 

and b) derive motion information for each subblock based 

on the motion identified by the DV. If the MV of the left 

neighboring block refers to the collocated picture, that MV 

is used as the DV to find the corresponding area for the 

motion information of the current CU in the collocated 

picture. Otherwise, the DV is set to zero. 

 Affine motion: A high-order deformation model can 

capture non-translational motion, such as zooming and 

rotation, in addition to representing translational motion 

between the current picture and its reference picture. As a 

representative high-order deformation model, an affine 

motion model with CU-level signaling is introduced for 

luma in VVC. The CU-level affine motion can use a 4-

parameter model or a 6-parameter model. The 4-parameter 

model is described by MVs of two control points located at 

the top-left and top-right corners of the CU and the 6-

parameter model is described by MVs of three control 

points located at the top-left, bottom-left and top-right 

corners. When a CU is coded in affine motion mode, the 

luma block of the CU is spilt into 4×4 subblocks and the 

MV at the central sample position of each subblock is 

calculated according to the affine motion model and set as 

the subblock MV. The subblock MV is rounded to 1/16 

luma sample precision during the calculation and a set of 6-

tap interpolation filters is applied to generate the prediction 

of each subblock. Similarly as for translational motion, an 

affine merge mode and affine AMVP mode are also 

supported in VVC for efficient prediction and coding of 

affine motion parameters. 

 Prediction refinement with optical flow (PROF) Motion 

compensation of the affine mode is conducted on the basis 

of 4×4 subblocks to achieve a balance of prediction quality 

and computational as well as memory access complexity. 

PROF is applied to refine each luma prediction subblock to 

mimic sample-wise motion compensation. PROF adjusts 

each prediction sample by an offset that is derived based on 

the gradient around the prediction sample and an MV offset 

 

Fig. 5. Example of blocks using the geometric partitioning mode. 
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relative to the centered subblock MV. PROF is only applied 

to luma prediction blocks. 

 Decoder MV refinement (DMVR) refines the bi-

prediction motion of the regular merge mode by using a 

bilateral search step without transmitting additional side 

information. When the merge MVs point to two reference 

pictures that have equal and opposite temporal distance to 

the current picture, DMVR searches candidate MVs around 

the initial MVs in list 0 and list 1 with a mirrored MV offset. 

The searching process consists of an integer sample MV 

offset search and a fractional sample MV offset refinement. 

In the integer sample search, the sums of absolute 

differences (SADs) of each pair of candidate reference 

blocks are compared, within the search range of ±2 integer 

luma samples from the initial MVs in list 0 and list 1. When 

the initial MV has a fractional value, a bi-linear two-tap 

interpolation filter is used to generate reference blocks for 

searching. The fractional sample refinement is derived by 

minimizing a parametric error surface function instead of 

using additional SAD searching. When the width or height 

of a CU is greater than 16 luma samples, the CU is divided 

into subblocks with a maximum of 16 luma samples in 

width and height, and DMVR is applied to each subblock 

independently. 

 Bi-directional optical flow (BDOF) is the second feature 

in VVC to improve bi-prediction efficiency by using a 

motion refinement technique performed by the decoder. 

Different from the motion searching applied in DMVR, 

BDOF is built upon the optical flow concept and is applied 

to CUs coded either in merge mode or AMVP mode. As 

done for DMVR, BDOF is applied only when the initial 

MVs point to two reference pictures that have equal and 

opposite temporal distance from the current picture. Based 

on an assumption of constant motion trajectory, a motion 

difference relative to the CU MVs is calculated for each 4×4 

subblock by solving an optical flow differential equation 

which minimizes the difference between the prediction 

subblocks of list 0 and list 1. The derived motion 

differences are used together with the prediction sample 

gradients to adjust each bi-predicted sample value in the 4×4 

subblock. When both DMVR and BDOF are applied to a 

CU, DMVR is preformed first and then followed by BDOF.  

d) Horizontal wrap-around motion compensation 

For some specific immersive video projection formats further 

detailed in Section III.G, a special case of motion compensation 

can be applied to alleviate the appearance of seam artifacts in 

360o video coded in the equirectangular projection (ERP) 

format or other 360o video projection formats that share similar 

properties [28]. Unlike conventional motion compensation that 

applies repetitive padding in the decoding process when an MV 

refers to samples beyond the picture boundaries of the reference 

picture, horizontal wrap-around motion compensation fetches 

samples from the opposite side of the reference picture when 

part or all of the reference block is outside of the picture’s left 

or right boundary – hence the name “horizontal wrap-around.” 

This mode of motion compensation can be combined with an 

encoder padding method that is often used in 360o video coding, 

such as for the padded ERP format, and such a combination is 

especially effective in improving the visual quality of extracted 

viewports of coded 360o immersive video. 

4. Transforms and Quantization 

The basic concept of applying an integer transform to the 

prediction residual followed by quantization of the transform 

coefficients is well known from previous standards and is 

retained in VVC. Beyond this, VVC achieves better energy 

compaction of the prediction residual by extended transforms 

complemented by refined quantization and residual coding. The 

new transform and quantization aspects are described in the 

following. Details of the VVC transform design can be found 

in [29]. VVC quantization and residual coding is further 

detailed in [30]. 

 Larger and non-square transforms: HEVC employs 

separable square transforms with kernel sizes from 4×4 to 

32×32. VVC additionally supports non-square transforms 

by combining different kernel sizes that are dyadically 

increasing from length-2 to length-64 horizontally and 

vertically. Additionally, 1D transforms are used with the 

ISP mode (see Section II.B.2). The main transform kernel 

type used in VVC is a straightforward extension of the DCT 

type-II based HEVC core integer transform to length 64. 

The transform of length 64 constitutes a special case 

because all coefficients outside a 32×32 area of a transform 

block are required to be equal to zero. For this purpose, an 

encoder would typically just set these coefficients to zero 

after applying the forward transform (a.k.a. "zeroing them 

out"), and if this zeroing introduces excessive distortion, the 

encoder would simply choose a different block size for that 

region. The zeroing out aspect was introduced to enable use 

of a longer transform while keeping the decoder 

implementation complexity similarly to that of a shorter 

one. 

 Multiple transform selection (MTS): In some cases, 

alternative transforms can better decorrelate the prediction 

residual, e.g., for the intra prediction residual where the 

prediction error tends to increase with increasing distance 

from the boundary samples. HEVC exploits this by 

including an additional 4×4 integer approximation of the 

DST type-VII for intra prediction luma residuals. VVC 

further extends this capability by defining four additional 

horizontal/vertical combinations of separate DST type-VII 

and DCT type-VIII integer kernels for all square and non-

square luma block sizes from 4×4 to 32×32. The selection 

is either done explicitly by signaling an index per CU or by 

implicitly deriving it based on the width and height of the 

transform block. Similar to the DCT type-II based transform 

of length 64, zeroing out is applied to the non-DCT type-II 

coefficients outside a 16×16 area in order to reduce the 

implementation complexity of the additional transforms. 

 Low frequency non-separable transform (LFNST): In 

intra-coded blocks, a set of non-separable mode-dependent 

transforms can be applied by the encoder to the low 
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frequency coefficients of the DCT type-II based primary 

transform. The additional inverse transform kernels were 

derived from training data in order to exploit the remaining 

directionality characteristics of the intra-picture prediction 

residual signals. For that reason, LFNST can be seen as the 

second coding tool in VVC in addition to MIP that was 

developed using data-driven methods of machine learning. 

Inverse transform output sizes for this additional transform 

stage are either within a 4×4 or 8×8 region of frequencies, 

and for each size, four sets with two LFNST transforms each 

are defined. The set is selected based on the intra mode, and 

an index is explicitly signaled per CU to determine whether 

to apply LFNST to the block, and if so, which of the two 

inverse transforms in the set is applied. The number of 

outputs of the LFNST inverse transform process is 16 for 

blocks with a width or height of 4, and 48 for larger ones, 

and these become the low-frequency input to the ordinary 

DCT type-II based inverse transform. Similar to the zeroing 

out used with the core transforms, coefficients outside of the 

LFNST output region are set to zero. Further reduction of 

the storage size for LFNST matrices is achieved by limiting 

the number of input coefficients to the LFNST inverse 

transform to 8 for small blocks and 16 for the others.  

 Subblock transform (SBT) mode chooses a sub-partition 

of the residual block of an inter-predicted CU to be coded 

and skips the remaining portion. The coded residual sub-

partition can be half or one-quarter size of the CU and an 

MTS transform type for the coded residual is implicitly 

inferred. The coded half or quarter sub-partition can be 

either the left, right, top or bottom part, leading to an overall 

number of 8 modes to be signaled per CU. 

 Extended quantization control: VVC maintains the 

uniform reconstruction quantizer design from HEVC with a 

quantization parameter (QP) controlling the quantizer step 

size. To be able to achieve lower bit rates, the largest QP 

value supported in VVC is larger than in HEVC. Aside from 

the constant offset of 6⋅(b − 8) that depends on the bit depth 

b of the decoded video samples, the maximum QP value in 

HEVC is 51 while VVC supports QP values up to 63. This 

increases the maximum inverse quantization scaling step 

size by a factor of 4. As in HEVC, the QP can be adjusted 

locally for the purpose of rate control and perceptual 

optimization. For that purpose, the concept of quantization 

groups as an area to signal a luma QP offset and scaling lists 

for frequency-dependent inverse quantization scaling from 

HEVC is kept in VVC and adapted to support the non-

square block structures. 

 Adaptive chroma QP offset: For the chroma components, 

QP values are derived from the QP of the corresponding 

luma block via look-up tables. In VVC, these are defined by 

piece-wise linear mapping functions that are coded in the 

SPS. This enables a VVC encoder to adapt the mapping to 

content with HDR and WCG characteristics. The QP values 

for the two chroma components can also be adjusted 

individually using syntax on a spatially localized basis, 

which was not supported in HEVC version 1. 

 Dependent quantization (DQ) enables a switching 

between two scalar inverse quantizers for decoding each 

transform coefficient, depending on the previous quantized 

coefficient’s value. Although using a scalar inverse 

quantizer at the decoder, it can be interpreted as a form of 

vector quantization, as it jointly codes the transform 

coefficients in an interdependent way by using a trellis-

based search at the encoder. Another trick of dependent 

coding, introduced in HEVC as sign data hiding (SDH), is 

also retained as a lower-complexity alternative to DQ.  

 Joint coding of chroma residuals (JCCR): Remaining 

correlations in the quantized chroma residual signal can be 

efficiently exploited in VVC using a JCCR mode in which 

only one residual block is signaled and is used to derive 

residual blocks for both chroma components. 

5. Entropy Coding 

The entropy coding in VVC is performed using CABAC as 

the sole entropy coding method, as in HEVC. In VVC, the 

efficiency of CABAC is further improved by the following 

changes in the coefficient coding and probability estimation. 

More details on the VVC entropy coding can be found in [30]. 

 Improved coefficient coding changes the HEVC design by 

adding additional coefficient group sizes for new transform 

block sizes, using a reverse diagonal coefficient scan as the 

only scanning method and improving the probability model 

selections for the absolute transform coefficient levels. 

 High-accuracy multi-hypothesis probability estimation 

employs two probability estimates associated with each 

context model. These estimates are updated independently 

with different pre-trained adaptation rates for each coded 

binary decision. The average of the two estimates 

constitutes the probability estimate used for interval 

subdivision in the binary arithmetic coder. 

6. In-loop Filters 

In VVC, improved and new signal-enhancing in-loop filters 

are applied to the reconstructed video signal before the pictures 

are used for output and as references for subsequent motion 

compensated prediction. This includes a new luma mapping 

with chroma scaling tool, where the inverse luma mapping part 

is applied before all other in-loop filters. The deblocking filter 

is well known from previous standards and aims at reducing 

blocking artifacts while preserving edges in the original video 

signal. Blocking artifacts tend to be introduced by differences 

in mean sample values between adjacent prediction blocks and 

adjacent transform blocks. In VVC the deblocking is modified 

to take into account the new block structures and coding tools 

with long deblocking support as well as different types of video 

signals by using luma-adaptive deblocking. The second new 

filter is an adaptive loop filter, which targets to enhance the 

reconstructed video signal, e.g. by using Wiener filter 

approaches at the encoder. The sample adaptive offset (SAO) 

filter from HEVC is kept without modification [31]. SAO 

operates after deblocking and feeds its output into ALF. SAO 

provides its own benefit on coding efficiency, and is of rather 

low complexity both for encoder and decoder implementations. 
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The novel in-loop filtering tools in VVC are described in the 

following; for more detail, the reader is referred to [32]. 

 Luma mapping with chroma scaling (LMCS): Before 

deblocking and subsequent filters, VVC introduces a way to 

modify the dynamic range of the input signal using a luma 

inverse mapping function that is applied to the reconstructed 

video before loop filtering to match a forward mapping 

function applied by the encoder. From the block diagram 

shown in Fig 4, it can be seen that the forward mapping has 

to be applied to the inter-picture prediction signal as well 

because the inverse mapping has been applied to the 

reference pictures. Additionally, chroma residual scaling 

can be applied to adjust the chroma signal depending on the 

luma mapping, which can be used to balance the bits used 

to code luma and chroma samples. Originally designed for 

HDR signals, the redistribution of amplitude values by 

LMCS was shown to be beneficial for SDR signals as well. 

 Long deblocking filters: The main deblocking filter design 

of HEVC is kept in VVC. The HEVC design includes the 

determination of a boundary strength (BS) for a set of four 

samples on an 8×8 grid, based on whether the prediction 

mode is intra or inter, the difference in motion across the 

boundary, non-zero transform coefficients, and QP-

dependent spatial activity. For BS equal to zero, no filtering 

is applied in order to preserve strong edges in picture 

content. A BS greater than 0 indicates either weak or strong 

filtering for luma and normal filtering for chroma. Due to 

finer block partitioning in VVC, e.g. as introduced by SBT, 

ISP (see Section II.B.2) and subblock motion compensation 

(see Section II.B.3), the decision part from HEVC is 

extended to consider 4×4 luma sample transform blocks and 

8×8 luma sample prediction subblock boundaries. 

Furthermore, the set of filters is extended by longer strong 

filters for luma and strong deblocking for chroma to reduce 

artifacts in relatively smooth areas of larger blocks. 

Compared to HEVC, the long deblocking filters in VVC 

increase the area of luma blocks to be processed in parallel 

from 8×8 to 16×16. 

 Luma-adaptive deblocking controls the deblocking filter 

strength based on the average luma level of the 

reconstructed sample values. Up to four luma level 

threshold values and associated offset values for stronger 

deblocking can be signaled in the SPS. This is especially 

helpful for HDR content which has different non-linear 

transfer characteristics compared to SDR video. At the 

display, a corresponding non-linear process is invoked to 

transform the decoded video signal into linear light. 

Independent of the HDR scheme, this process tends to make 

distortions introduced by quantization more visible in areas 

of high or low brightness. Luma-adaptive deblocking allows 

for a stronger deblocking in these cases to alleviate visible 

distortions in such areas. 

 Adaptive loop filter (ALF): applies a spatial filtering 

process to enhance the reconstructed video signal. For the 

luma component, the filter has a 7×7 diamond-shaped 

region of support, and for the chroma components the 

similar region of support is 5×5. Within this otherwise-

linear filtering operation, a non-linear clipping can be 

applied to the difference between the current sample and its 

neighboring samples. This allows an encoder to also take 

into account the value similarity between current and 

neighboring samples by selecting and signaling appropriate 

clipping parameters. At the decoder, the selection of the 

luma filter is based on local classification of a 4×4 block 

into 25 classes using directionality and 2D Laplacian 

activity. Signaling an index into a set that contains 25 luma 

filters and an index for one of 8 chroma filters at the CTU-

level enables a high degree of local adaptivity. The filter 

coefficients and clipping parameters are determined by the 

encoder, and multiple sets per coded video sequence can be 

signaled using an APS (see Section II.A.6). 

 Cross-component ALF (CC-ALF) applies a 3×4 diamond-

shaped high-pass filter per chroma component to the luma 

input samples of ALF. For each chroma sample after ALF, 

the filtered corresponding luma sample is used as a 

corrective offset. An encoder can determine four sets of CC-

ALF filter coefficients per chroma component. Local 

adaptivity is provided by signaling one of the four filter sets 

per component at the CTU level, and the CC-ALF filter sets 

are conveyed together with the ALF parameters in an APS. 

7. Screen Content Coding Tools 

Special coding tools are included in VVC to increase the 

coding efficiency for video that has different characteristics 

from camera-captured content. This particularly addresses the 

screen-captured content used in screen sharing applications and 

the computer-generated content dominant in gaming 

applications. These applications are further reviewed in Section 

III.E. The SCC tools in VVC are summarized below, and a more 

detailed description can be found in [34]. 

 Palette mode makes use of the fact that screen-captured 

content tends to use a limited number of color values for 

samples inside a local area. Therefore, the sample values in 

a palette-coded block are mapped to a reduced set of colors, 

i.e. the block’s palette table, and each sample is represented 

by an index into the palette table or an index that indicates 

an “escape” color, in which case the quantized sample 

values are directly coded. Although applicable to video with 

4:2:0 or 4:2:2 chroma sampling, the palette mode is 

 

Fig. 6. The six profiles defined in VVC version 1. 
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especially effective for video with 4:4:4 chroma sampling. 

For this reason, the use of the palette mode in VVC is 

restricted to the 4:4:4 profiles (see the profile descriptions 

in Section III.A). The concept of the VVC palette mode is a 

straightforward adaptation from the palette mode in 

HEVC’s SCC extension, with adjustment to support CST 

operation and some simplification in palette construction by 

re-ordering syntax elements for improved CABAC 

throughput. 

 Adaptive color transform (ACT) enables a switchable 

decorrelating color transform for video with 4:4:4 chroma 

sampling in RGB color spaces, using a reversible YCgCo-R 

luma-chroma color transform which can be applied 

adaptively on a CU basis [33]. The ACT was basically 

carried over from the HEVC SCC extension with the 

difference that HEVC SCC additionally included a non-

reversible transform, which has not been carried over. To 

avoid memory buffering issues, ACT cannot be combined 

with CST and cannot be used with the 64-length transform. 

 Intra-picture block copy (IBC) exploits repeating patterns 

inside a picture by copying a spatially neighboring block of 

samples as the prediction of a block. Such patterns occur 

frequently in screen-captured or computer-generated 

content. Although conceptually similar to the IBC in HEVC 

SCC, its complexity has been significantly reduced by 

restricting the neighboring area from which a block can be 

copied and by using simpler methods to derive and signal 

the block displacement vectors. 

 Block-based differential pulse-code modulation 

(BDPCM) is a concept known from HEVC as well. 

BDPCM exploits the same effect as the residual DPCM 

used in the HEVC range extensions (RExt). BDPCM 

applies horizontal or vertical DPCM on the residual samples 

resulting from either horizontal or vertical intra prediction 

instead of applying a conventional spatial transform to the 

residual samples. The AVC and HEVC fallback mode 

known as pulse-code modulation (PCM), which directly 

codes the video samples of a block using fixed length codes, 

is not carried over to VVC. 

 Transform skip residual coding (TSRC) applies an 

alternative residual coding process that accounts for the 

different signal characteristics of the spatial residual 

resulting from skipping the transform. Since skipping the 

transform turned out to be beneficial for screen content 

residuals as well, VVC also incorporates the transform skip 

modes from HEVC RExt as well. 

III. APPLICATIONS, TEST RESULTS AND PROFILES 

In the past, applications beyond typical standard- and high-

definition camera-captured content coding required additional 

profiles, which have been added in later versions of a 

specification. In contrast, the first version of VVC already 

contains various new functionalities which we reviewed in the 

previous section. Most new functionalities are supported by the 

Main 10 profile of VVC for mainstream 4:2:0 YCBCR (a.k.a. 

YUV) video applications. Beyond this, version 1 of VVC also 

includes profiles for other video formats, such as the 4:4:4 

chroma format typically used with RGB video, as well as still 

picture profiles to apply the VVC intra technology to image 

coding as well. 

Following a description of the profiles of VVC version 1 and 

their levels and tiers, the rest of this section describes how these 

functionalities enable VVC to efficiently compress and handle 

the compressed video data for various types of applications. 

Additional applications and use cases beyond what has been 

envisioned during the development of VVC may also emerge 

in the future. One example of such a prior instance of 

unforeseen use is the tiles feature in HEVC. Originally 

proposed for parallel processing, tiles are now also used in 

combination with encoder motion search constraints and later-

developed SEI messages to support the streaming of 360° video 

for localized viewport access. 

A. Profiles, Tiers, and Levels 

VVC version 1 specifies six defined sets of feature 

capabilities, which are called profiles, as shown in Fig. 6 and 

described below: 

 Main 10 and Main 10 4:4:4: these single-layer coding 

profiles basically support all VVC coding tools (with the 

exception that the palette mode is supported in the Main 10 

4:4:4 profile but not the Main 10 profile) and restrict the 

bitstream to contain only one layer, although there is no 

restriction on the use of temporal sub-layer scalability; 

 Multilayer Main 10 and Multilayer Main 10 4:4:4: multi-

layer profiles with the only difference compared to the two 

corresponding single-layer video profiles being that the 

bitstream can contain multiple layers; and  

 Main 10 Still Picture and Main 10 4:4:4 Still Picture: 

single-picture profiles with the only difference compared to 

the two corresponding single-layer video profiles being that 

the bitstream can contain only one picture, which needs to 

be intra-picture coded. 

VVC also provides general constraint syntax for constraining 

the individual features used in a VVC bitstream and supports 

the indication of externally specified subprofiles within the 

specified profiles based on these constraints. 

Similar to HEVC, VVC specifies two tiers for the profiles, 

the Main tier and the High tier, with the High tier having 2 to 

4.5 times higher capability in terms of bit rate and coded picture 

buffer size. One difference compared to HEVC is that in VVC 

the highest frame rate supported for the High tier has been 

raised from 300 frames per second (fps) to 960 fps, for support 

of video content captured with ultrahigh picture rate. 

The definitions of the levels of capability for the profiles in 

VVC are basically similar as in HEVC for single-layer 

bitstreams, supporting a large range of spatial resolutions and 

frame rates, from as low as 176×144@15 fps in level 1.0 to as 

high as 8192×4320@120 fps in level 6.2. For multilayer VVC 

bitstreams, basically the same level definitions as for single- 

layer bitstreams apply, aiming at easy and simple upgrading of 

single-layer decoder designs to be capable of decoding both 

single-layer and multilayer bitstreams. 
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B. Conventional Applications 

VVC was designed with consideration of emerging 

applications and content characteristics from the beginning, 

although conventional applications such as SDR video and 

spatial resolutions below UHD still make up the majority of 

coded video today. In order to track the performance on 

conventional applications, JVET defined common test 

conditions (CTCs) for three example configurations, namely: 

random access (RA) for entertainment applications with 1 s 

random access periods; low delay bi-predictive (LDB) with 

temporally forward bi-predictive pictures for interactive 

application such as video conferencing; and all-intra (AI), 

restricting all pictures to use intra-picture prediction only. The 

CTCs also define classes of representative video test sequences 

with varying resolutions from 416×240 (class D) to 2160p UHD 

(class A) [36].  

Table I reports the Y, U, V and combined YUV (using 6:1:1 

weighting as defined in [37]) Bjøntegaard Delta (BD) bit rate 

savings measured (as positive numbers, otherwise computed as 

in [37]) for the VTM over the HEVC reference software model 

(HM) for the CTCs using the peak signal-to-noise ratio (PSNR) 

objective quality measure. Also shown in the table are the 

encoding times (EncT) and decoding times (DecT) of the VTM 

relative to the HM on similar computing platforms, to provide 

rough illustrations of relative complexity. To reflect the 

relevance of the test material to application use cases, some test 

sequence classes are not tested in combination with some 

configurations, as identified by “–” marks in Table I, and the 

low-resolution class D material is not included in the overall 

average measurements since it is considered not to represent the 

high priority applications for the project. It should be noted that 

for RA, the VTM-11.0 software employs by default an 

encoding technique known as motion compensated temporal 

filtering (MCTF) as a denoising prefilter to improve the motion 

prediction performance. Although not enabled by default in 

HEVC CTCs, MCTF is used for the RA configuration of HM-

16.22 as well to allow for a fair comparison in these 

measurements. As a general tendency, it can be observed that 

VVC’s PSNR coding efficiency improvement increases with 

increasing spatial resolution. The highest savings are reported 

for RA, with 42% YUV PSNR bit rate reduction on average for 

UHD (2160p). For AI, the measured 25.1% savings on average 

can be considered as quite substantial when considering that bit 

rate reduction in intra coding is particularly hard to achieve. 

The coding efficiency for the UHD and HD SDR RA 

entertainment application scenario has been assessed in recent 

VVC verification test activities [38], [39] using VTM software 

and test sequences outside the CTCs. The YUV PSNR-based 

bit rate savings for each verification test sequence as well as the 

estimated mean opinion score (MOS) subjective quality savings 

based on formal subjective visual assessment are shown in 

Table II. In general, the tests confirm that the MOS-based bit 

rate savings seem to be somewhat higher than the PSNR-based 

savings. At almost 50%, the average HD SDR savings for 

entertainment application are higher than the ones reported for 

UHD, which seems surprising at first. Having a closer look, it 

can be seen that the bit rate savings vary across sequences and 

the highest bit rate saving of 62% over HEVC HM is reported 

for the UHD sequences DrivingPOV3. Thus, a direct 

comparison between UHD and HD results cannot be made but 

the tests confirm that VVC achieves significant bit rate 

reductions over HEVC HM in both cases. 

Formal assessment for HD SDR LDB low delay applications 

has been performed as well [39] and the results are also shown 

in Table II. The results for HD SDR LDB confirm again the 

higher MOS-based savings compared to the YUV PSNR-based 

ones. Given the fact that several new inter coding tools in VVC 

Table I 
PSNR BD BIT RATE SAVINGS OF VVC (VTM-11.0) OVER HEVC (HM-16.22) FOR THREE EXAMPLE 10-BIT CONFIGURATIONS 

Sequence Random Access (entertainment) Low Delay B (interactive) All Intra 

class Y U V YUV EncT DecT Y U V YUV EncT DecT Y U V YUV EncT DecT 

A1 (2160p) 39.6% 39.4% 46.2% 40.4% 676% 157% – – – – – – 29.0% 32.2% 34.1% 29.0% 1545% 169% 

A2 (2160p) 43.4% 41.0% 40.2% 43.5% 762% 169% – – – – – – 29.3% 23.9% 21.1% 29.3% 2505% 177% 

B (1080p) 36.5% 49.3% 47.7% 39.4% 751% 150% 30.8% 37.4% 35.5% 30.8% 744% 152% 21.7% 27.0% 30.8% 21.7% 2780% 177% 

C (832×480) 32.8% 35.2% 37.2% 33.6% 1031% 175% 29.1% 22.6% 22.4% 29.1% 897% 157% 22.5% 19.0% 22.7% 22.5% 3886% 192% 

E (720p) – – – – – – 33.4% 40.1% 34.2% 33.4% 357% 125% 25.8% 25.9% 24.5% 25.8% 2249% 170% 

Average 37.5% 41.9% 43.1% 38.9% 803% 162% 30.9% 33.2% 30.8% 30.9% 659% 147% 25.1% 25.4% 26.9% 25.1% 2576% 178% 

D (416×240) 30.7% 31.8% 31.4% 31.0% 1130% 170% 26.0% 16.6% 15.9% 26.0% 932% 165% 18.5% 13.3% 13.4% 18.5% 4414% 182% 

 

 

Table II 
VVC VERIFICATION TEST YUV PSNR AND MOS BD BIT RATE SAVINGS OF VVC (VTM) OVER HEVC (HM-16.22) FOR 10-BIT SDR CONTENT AND VARIOUS 

APPLICATION SCENARIOS 

UHD SDR (VTM-10.0) HD SDR (VTM-11.0) 

Entertainment (RA) Entertainment (RA) Conversational (LDB) Gaming (LDB) 

Sequence PSNR MOS Sequence PSNR MOS Sequence PSNR MOS Sequence PSNR MOS 

DrivingPOV3 42.8% 61% BarScene 40.6% 48% Beatriz 24.7% 41% DOTA2 24.3% 34% 

Marathon2 32.9% 37% DrivingPOV 40.2% 58% OfficeWalkAtWall 35.2% 28% EuroTruckSimulator2 30.1% 42% 

MountainBay2 38.6% 37% Meridian2 40.0% 50% OfficeWalkAtCeiling 31.8% 37% Starcraft 31.6% 38% 

NeptuneFountain3 26.8% 38% Metro 30.7% 38%       

TallBuildings2 37.3% 41%          

Average 35.7% 43% Average 37.9% 49% Average 30.6% 35% Average 28.7% 38% 
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require bi-prediction from opposite temporal directions, which 

is not allowed in LDB operation, the 35% bit rate savings for 

conversational and 38% for gaming low delay applications can 

be considered as significant as well. The higher savings for 

gaming content confirm the effectiveness of VVC in coding 

computer generated content as further discussed in 

Section III.E. 

C. Video Beyond Standard- and High-Definition 

Steady advances in display and camera technology in recent 

years have led to an increased use of higher definition video. 

This not only includes an increase in spatial resolution up to 8K 

and larger but also HDR and WCG for more vivid pictures. 

Although many televisions, personal computers, smartphones 

and tablets are equipped with HEVC encoders and decoders for 

capture and playback, the associated data rates are still rather 

high, especially for 4K and higher resolutions. For streaming, 

this stretches the limits of broadband and especially mobile 

network capacity. In broadcast, coding efficiency also limits the 

number of 4K channels, e.g., as currently used for sport events 

and movies, as well as preventing cost efficient broadcast of 8K 

video. Considering that more and more cameras and 

smartphones are now capturing video in 4K, increased coding 

efficiency saves local and cloud storage, which typically 

translates directly into cost savings. 

All of the coding tools of VVC’s core compression 

technology (Section II.B) contribute to its increased 

compression capability when coding video beyond standard- 

and high-definition video. In particular, the larger block sizes 

in VVC (see Section II.B.1) are a simple yet efficient way to 

represent flat areas which cover a larger area of samples in 

higher resolution video compared to the same content in lower 

spatial resolutions. In addition, adaptive chroma QP offsets (see 

Section II.B.4) allow encoders to adjust the chroma 

quantization to address the rich color experience offered by 

WCG. Among the in-loop filters, an encoder can select 

appropriate LMCS mapping functions appropriate for HDR 

transfer functions such as the hybrid log gamma (HLG) and 

perceptual quantizer (PQ) representations defined in Rec. ITU-

R BT.2100 [40] and can also employ the luma-adaptive 

deblocking filter for HDR use (see Section II.B.6). 

In addition to the new coding features in VVC, many HDR 

schemes will also use metadata that is conveyed to display 

devices by means of VUI and SEI messages specified in the 

VSEI specification [12], e.g. to indicate the electro-optical light 

transfer function, mastering display color volume, frame-

average light level, content light level, alternative transfer 

characteristics for interpretation, reference ambient viewing 

environment, or content color volume. This enables the devices 

to interpret the video content properly and apply tone mapping 

that is optimized to the display capabilities. 

In order to measure coding efficiency for HDR/WCG 

applications, JVET defined HDR CTCs with a class H1 of 

1080p PQ sequences and a class H2, containing 2160p HLG 

sequences [41]. The HDR CTCs also include specific VTM 

encoder configurations with LMCS and chroma QP mapping 

parameter optimized to HLG and PQ transfer curves and WCG. 

Besides PSNR, the HDR CTCs define additional objective 

distortion measures such as weighted PSNR (wPSNR) and two 

metrics for PQ evaluating the distortion in the CIE 1976 Lab 

color space, namely deltaE-100 (DE100) and PSNR-L100. 

Table III shows the results of the VTM compared to the HM 

according to the HDR CTCs. It can be observed that the 

increase in chroma efficiency is higher (mostly caused by an 

increased fidelity) and that the DE100 and PSNR-L100 metrics 

report a higher efficiency than wPSNR and PSNR. For the HDR 

application scenario, verification testing efforts using formal 

subjective assessments are still ongoing. At the time of this 

writing, no verification tests are yet planned by the JVET for 

8K due to viewing equipment-related challenges and the 

circumstances of the COVID-19 pandemic. However, similar 

or better results would be expected for 8K, and the industry has 

already started evaluating VVC for 8K with particular use in 

live broadcast. It was reported that a commercial VVC encoder 

in a live context already showed 24% coding gain compared to 

live HEVC encoding, in spite of the fact of that this was still at 

an early development stage [42]. 

D. Adaptive Streaming with Resolution Changes 

In streaming applications, due to the fact that network 

 

Fig. 7. An example bitstream switching (from bitstream 1 to bitstream 2) with 

different spatial resolutions at a CRA picture with associated RASL pictures. 
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Table III 
BD-RATE SAVINGS OF VVC (VTM-11.0) OVER HEVC (HM-16.18) FOR 10-

BIT HDR CONTENT USING VARIOUS METRICS 

Sequence DE PSNR wPSNR PSNR 

class 100 L100 Y U V Y U V 

H1 (1080p) 44.3% 41.8% 37.6% 53.4% 46.5% 34.9% 48.9% 39.9% 

H2 (2160p) – – – – – 31.8% 66.0% 60.2% 

Average 44.3% 41.8% 37.6% 53.4% 46.5% 33.8% 55.1% 47.2% 

 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2021.3101953, IEEE
Transactions on Circuits and Systems for Video Technology

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY 

Copyright © 2019 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes must be obtained from the 
IEEE by sending an email to pubs-permissions@ieee.org. 

 

18 

bandwidth can change from time to time, adaptive streaming 

through bitstream switching is widely applied to optimize the 

user experience. If the network capacity drops below the media 

bit rate, the playback would soon be disrupted due to 

rebuffering. In this case, a bitstream with a lower bit rate should 

be served to minimize rebuffering and playback freezes. If the 

network bandwidth stays higher than the media bit rate in a 

stable manner, a bitstream with higher bit rate and hence higher 

quality should be served so that the user can enjoy higher video 

quality. Switching to a different bit rate often also involves 

switching to a different spatial resolution, as beyond a certain 

bit rate the quality of another spatial resolution can be better for 

the given video content. 

As discussed earlier in Section II.A.1, CRA pictures with 

associated RASL pictures provide the highest coding efficiency 

while providing random access capability. For example, by 

using such CRA pictures and the RPR feature in some cases 

versus using IDR pictures in adaptive streaming, average 

coding gains ranging from 2.4% to 8.7% for different 

configurations were reported in [43] and [44]. However, the 

handling of bitstream switching involving resolution changes at 

such CRA pictures has long been a challenge, because of the 

RASL pictures associated with the CRA picture at the switching 

point. Fig. 7 shows an example of bitstream switching between 

different spatial resolutions at a CRA picture with associated 

RASL pictures without the RPR feature. After the switching, 

the decoder simply cannot decode these RASL pictures, 

because when a reference picture for the RASL picture is from 

the previous bitstream before the switching-point picture in 

decoding order, the reference picture will have a different 

spatial resolution, as shown by the arrow in the solid line in the 

lower part of Fig. 7. Simply discarding these RASL pictures 

would result in a gap in the displayed video, and consequently 

the bitstream switching is not a seamless switching. Another 

option is to fetch not only the CRA picture of the new bitstream 

but also the CRA picture at the same location of the previous 

bitstream and its associated RASL pictures, use the RASL 

pictures of the previous bitstream for playback, and discard the 

RASL pictures of the new bitstream. In this case, at the location 

of the switching point, two CRA pictures need to be transmitted 

and decoded. Actually, the sets of RASL pictures of both 

bitstreams would typically need to be transmitted, as normally 

a CRA and its associated RASL pictures are encapsulated in the 

same media segment in a streaming environment such as 

DASH [45]. 

The RPR feature of VVC can be employed to solve the above 

issue. With RPR in use, after switching to a bitstream with a 

different spatial resolution at a CRA picture, an associated 

RASL picture can use a reference picture that has been decoded 

from the previous bitstream, again as shown by the arrow in 

solid line in the lower part of Fig. 7. Indeed, the decoded RASL 

picture could have a mismatch in this case. However, the 

content provider can control both the encoding of the video 

bitstreams and the DASH signaling to allow such bitstream 

switching only at positions for which the decoding mismatch of 

the RASL pictures won't result in noticeable user experience 

degradation. 

E. Computer Generated and Screen Captured Content 

Previous video coding standards have been developed 

targeting the compression of camera-captured video content. 

Such video signals typically exhibit camera sensor noise as well 

as rather smooth transitions on edges. Nowadays the dominance 

of that kind of content is challenged by emerging applications 

such as online gaming and screen sharing in teleconferencing. 

In such cases, the video is not captured by a camera but rather 

by capturing the graphics buffer of the computing device 

instead. This computer-generated content can be characterized 

by sharper edges and a greater amount of flat, uniform-colored 

areas, which results in a different distribution of spatial 

frequencies within the video signal. With the increasing 

popularity of online gaming and the streaming of such content, 

the amount of computer-generated video data in global traffic 

is steadily increasing. Moreover, the recent massive increase of 

the use of personal and business video conferencing due to the 

COVID-19 pandemic means that screen sharing is also 

becoming more common, and this adds to the increased need 

for efficient coding of screen content. The encoding of mixtures 

of computer-rendered and camera-captured content has also 

become increasingly common, either using graphics overlays or 

windowed regions. When it comes to gaming content, it should 

be noted that video resulting from super realistic rendering has 

signal characteristics comparable to camera-captured content 

and only lacks camera sensor noise. 

HEVC was the first video coding standard to include coding 

tools designed especially to exploit the different characteristics 

of screen content for more efficient compression. However, 

these profiles were only added in its version 4 with the SCC 

extension [35], excluding them from all devices already on the 

market which mainly support only the version 1 profiles of 

HEVC. It is also worth noting that some functionalities 

beneficial for coding screen content had already been 

introduced in the second version of HEVC, i.e. in the RExt 

extensions [46]. Given the increasing amount of SCC video 

data, VVC version 1 already includes the following tools and 

functionalities to efficiently code screen content: 

 4:4:4 profiles are defined already in version 1 of VVC. This 

enables the coding of video from a graphics buffer in its 

native RGB color space with the 4:4:4 color sampling 

format. For HEVC, similar profiles had been introduced 

only in the second version, with HEVC RExt. 

 Lossless coding is supported in VVC by using transform 

skip with a QP value that skips scaling at the decoder. Since 

mathematically lossless coding is an end-to-end system 

property, it requires an encoder to not modify the residual 

Table IV 
BD BIT RATE SAVINGS OF VVC SCC (VTM-9.0) OVER HEVC (HM-16.20) 

AND HEVC SCC (SCM-8.6) 

Test Sequences 
Over HM-16.20 Over SCM-8.6 

AI RA LB AI RA LB 

Class F 4:2:0 39.84% 42.52% 43.23% 23.85% 30.58% 34.19% 

TGM 4:2:0 62.61% 61.14% 61.85% 13.99% 27.58% 34.41% 

SCC YUV 4:4:4 52.56% 51.22% 49.22% 15.80% 24.89% 31.12% 

SCC RGB 4:4:4 55.83% 53.42% 51.32% 13.68% 21.90% 26.80% 
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samples and to disable tools that can alter the residual and 

reconstructed samples, such as JCCR and in-loop filters. If 

lossless coding is applied to the whole picture in VVC, its 

coding efficiency is not significantly different from that of 

HEVC RExt. Therefore, the main application benefit is 

considered to be region-wise lossless coding, e.g. to 

preserve unaltered quality for semantically important parts 

of the video, e.g. street signs, faces and license plates in 

natural content and text or logos in screen-captured content. 

Since the modified residual coding for transform skip was 

found to be particularly more efficient for screen-captured 

content, VVC also allows use of the regular residual coding 

method for lossless compression of camera-captured 

content by means of a slice-level switch. 

The PSNR compression performance of coding screen 

content using VVC version 1, compared with using HEVC 

version 1 and version 4 (with the SCC extension), was studied 

in [47]. The summary result of combined YUV (using 6:1:1 

weighting as defined in [37]) and RGB (with 1:1:1 equal 

weighting) PSNR-based BD bit rate savings (as positive 

numbers, otherwise computed as in [37]) is presented in 

Table IV. It is seen that compared with HEVC version 1, VVC 

version 1 provides substantial coding gain for such content – 

more than 50% on average. The VVC compression benefit also 

remains significant (more than 20% on average) when 

compared with the HEVC SCC extension. The verification test 

results on HD SDR gaming content for the LDB low delay 

configuration [39] confirm the effectiveness of VVC in coding 

computer generated content, with almost 40% bit rate savings 

over HEVC HM on average (see Table II). 

In addition to the aforementioned features, most use cases 

such as screen sharing in teleconferences, wireless displays and 

online gaming requires low delay streaming which is discussed 

in the next section. 

F. Ultralow-Delay Streaming 

In addition to the delay caused by capturing, pre-processing, 

and post-processing, the end-to-end delay in a video 

communication system consists of five parts: 1) the encoding 

time, 2) the transmission time, 3) the initial buffering delay, i.e., 

the coded picture buffering delay needed to cope with bit rate 

variations that cause transmission time variations, 4) the 

decoding time, and 5) the initial output delay, i.e., the decoded 

picture buffering delay needed to cope with the maximum 

amount of picture reordering. With the assumption of the delays 

introduced by capturing, pre-processing, picture reordering, and 

post-processing all being zero, the first four elements of the 

end-to-end delay listed above are illustrated as A, B, C, and D, 

respectively, in Fig. 8. 

Conversational applications, e.g., video telephony and video 

conferencing, require low end-to-end delays. In conversational 

applications, picture reordering before encoding is usually not 

allowed, and consequently, the decoding order of pictures is the 

same as the output order, and the initial output delay is assumed 

to be zero. Some other applications, e.g., wireless display and 

some online gaming applications, have even more stringent 

requirements on end-to-end delay. For such applications, 

picture reordering would not be used, and the initial output 

delay is also assumed to be zero. 

To further reduce the end-to-end delay, using more 

computing power could be considered to reduce encoding time 

and decoding time, and improving the network bandwidth could 

be considered to reduce the transmission time. However, in a 

given environment with given computing and networking 

resources, one can only rely on other approaches. 

One such approach targets at reducing the initial buffering 

delay. Since this delay is caused by bit rate variations, it is 

straightforward to see that smoothing out the bit rate can reduce 

this delay. One way to smooth out the bit rate while avoiding 

skipping the encoding of some of the source pictures is to apply 

QP-based bit rate control such that the IRAP pictures are coded 

with similar amounts of bits as the inter-coded pictures. 

However, this results in low quality for the IRAP pictures, 

which could not only cause lower quality or higher bit rate for 

other pictures that reference them, but would also produce a 

significant quality variation between consecutive pictures that 

can be visually annoying. Another approach is to skip a few 

pictures following an IRAP picture during encoding. This 

would not reduce the end-to-end delay of the IRAP picture, but 

after displaying the IRAP picture, the next decoded pictures can 

be displayed earlier by not waiting until after the same time 

difference between their capturing time and the capturing time 

of the IRAP picture, thus the end-to-end delay of those pictures 

can be reduced. However, this results in jitter in the temporal 

domain due to the speeding up in displaying of pictures after an 

IRAP picture. 

Fortunately, using GDR (see Section II.A.1) can smooth the 

bit rate while avoiding these problems and avoiding the 

skipping of source pictures by the encoder. This is because 

GDR effectively distributes the intra coded samples, which are 

the main cause of the bit rate spikes, from all being within one 

picture in the IDR case to being spread across multiple pictures 

within the same random-access period, e.g., as shown in Fig. 9. 

Once the bit rate spikes are removed, the sum of the worst-case 

transmission time for a coded picture and the initial buffering 

 
Fig. 8. Illustration of four elements of end-to-end delay: A) encoding time, 

B) transmission time, C) initial buffering delay, and D) decoding time, where 

there is no picture reordering (i.e., decoding order is the same as output order) 

and the pictures shown in red are IDR pictures. The height of each solid 

rectangle, representing a coded picture, provides a rough indication of the 

number of bits used for the coded picture. 
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delay (i.e., the delay elements B and C, respectively, shown in 

Fig. 8) can be significantly reduced, which means that the 

overall end-to-end delay is significantly reduced. 

There are two other approaches to further reduce the end-to-

end delay, and these approaches can be applied together with 

GDR. The first is early sending, i.e., to start sending bits of a 

coded picture before the entire picture is encoded. The second 

is early decoding, i.e., to start decoding part of a picture before 

the entire coded picture is received. Assuming that each picture 

is coded into a number of slices, each slice is in its own VCL 

NAL unit, and each slice is placed in the network sending buffer 

immediately after its encoding, this can significantly reduce the 

gap between encoding time and transmission time (the distance 

between elements A and B in Fig. 8) compared to sending the 

bits of a coded picture only after the entire picture is encoded. 

Likewise, when it is possible to start the decoding of the first 

part of a coded picture before the reception of all bits of that 

picture, the distance between transmission time and decoding 

time (elements B and C in Fig. 8) can be significantly reduced. 

An analysis in [49] showed that, in an example setting for a 

video sequence with random access period of 32 pictures, the 

end-to-end delay can be reduced from 253 ms to 91 ms by 

applying GDR, from 91 ms to 61 ms by further applying early 

sending, and from 61 ms to 36 ms by further applying early 

decoding. 

Note that the early sending approach can be applied by 

implementations without the need of a change to the video 

coding specification, which specifies the bitstream format and 

the decoding process and does not specify the encoding process. 

As detailed in [17], VVC specified GDR in a "more normative" 

manner, such that the GDR picture is indicated by a distinct 

NAL unit type, and a conforming bitstream can start with a 

GDR picture and is not required to contain any IRAP pictures. 

To support the earlier decoding approach, VVC also inherited 

the decoding-unit-based buffering model [50] as part of the 

HRD specification, to support it in a clearly specified manner. 

G. Immersive Video 

In a perfect immersive media application, when a user 

consumes the media, the user would feel like as if they were in 

the environment where and when the media such as video and 

audio were captured. One of the immersive media applications 

is 360o video, wherein, when a user turns the head from one 

direction to another, the video perspective they see would 

transition from the old viewing direction to the new direction 

accordingly. To achieve such a user experience, the video is 

usually captured by a camera rig with multiple lenses that can 

observe the video scene from all directions around the camera 

rig. The captured video signals are then stitched into a spherical 

signal, often with two views to generate a stereoscopic effect. 

To be able to apply 2D video coding schemes for 

compression of spherical video, the spherical video signal is 

projected onto a 2D rectangular raster signal using a certain 

projection format, e.g., ERP or CMP. The mapped pictures are 

then encoded and transmitted to the user and an inverse 

mapping is applied in the decoding system for interpreting the 

video content. More details on such a framework for 360o video 

usage can be found in [51]. 

For 360o video signaling, the ERP, sphere rotation, region-

wise packing, and omnidirectional viewport SEI messages have 

been inherited from HEVC and AVC for use with VVC. These 

SEI messages are specified in the VSEI standard [12]. A 

generalized cubemap (GCMP) projection SEI message has also 

been specified to provide an extended functionally over the 

cubemap projection SEI message previously specified for 

HEVC and AVC. 

Efficient support for immersive video applications has been 

one of the main goals during the development of the VVC 

standard. Most VVC tools and features discussed in Section II 

that help conventional video applications can also help better 

compress immersive video content. Besides those, the 

following tools or features have been designed more 

specifically for immersive applications: extractable subpictures 

for BEAM operations (see Section II.A.4), wrap-around motion 

compensation (discussed in Section II.B.3.d) and further below 

in this section), and disabling in-loop filters across virtual 

boundaries (see Section II.A.5). 

The ERP projection format is one of the most commonly 

used 360o video projection formats. For the ERP format, the left 

and right edge of the pictures are continuous in the spherical 

domain, but discontinuous in the projected rectangular 

domain [19]. In conventional motion compensation, when an 

MV refers to samples beyond the picture boundaries of the 

reference picture, repetitive padding is applied to derive the 

values of the out-of-bounds samples by copying from those 

 

Fig. 9. Example per-picture bit counts for using IDR and GDR pictures, respectively, for random access, where the random access period is 32 pictures. As 

can be seen, for GDR the median bit count for each picture is somewhat higher, but the peak bit count is much lower. 
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nearest neighbors on the corresponding picture boundary. Thus, 

conventional motion compensation causes the left and right 

edge of an ERP picture to be coded in a disjoint manner, which 

in turn often leads to visible seam artifacts when a viewport that 

encompasses the left and right edges of the ERP picture is 

generated after compression. Horizontal wrap-around motion 

compensation solves this problem by addressing the 

discontinuity issue between the reference picture’s left and right 

boundaries. As depicted in Fig. 10, when a part of the reference 

block is outside of the reference picture’s left (or right) 

boundary in the projected domain, instead of repetitive padding, 

the “out-of-boundary” part is taken from the corresponding 

spherical neighbors that are located within the reference picture 

toward the right (or left) boundary in the projected domain. 

Samples along the top and bottom picture boundaries also may 

have corresponding spherical neighbours within the same (not 

the opposite) picture boundaries, but it is less straightforward to 

identify those; further, viewing experiments indicate that 

discontinuities along the top and bottom boundaries tend to 

have less visual impact. Therefore, wrap-around padding only 

applies in the horizontal dimension, and the conventional 

repetitive padding is still used for the top and bottom picture 

boundaries. Besides the ERP format, horizontal wrap-around 

motion compensation can also be used for other projection 

formats with constant sampling density in the horizontal 

dimension. In VVC, an SPS flag is signaled to indicate whether 

horizontal wrap-around motion compensation is enabled, 

followed by a wrap-around offset used to calculate coordinates 

of the corresponding samples from the other side of the 

reference picture. 

Table V shows the VTM-10.0 performance compared to 

HM-16.16 for the padded ERP and the padded CMP/GCMP 

projection formats, according to the JVET CTCs for 360o 

video [52]. Positive numbers indicate BD-rate reduction. The 

JVET 360Lib-11.0 software package [53] is used to perform 

projection format conversion and compute spherical quality 

metrics. The spherical quality metric shown is weighted 

spherical PSNR (WS-PSNR [54]) measured in the end-to-end 

manner according to the 360o video processing and 

compression workflow defined in [19]. For the cubemap 

projection formats, the HM uses the CMP projection format 

with padding as described in the CMP SEI message in HEVC, 

and the VTM uses the GCMP projection format as described in 

the corresponding new VSEI message, and the improved 

blending for GCMP from [55] is included in post-processing to 

compute the end-to-end WS-PSNR. Compared to HEVC, VVC 

achieves average luma bit rate reductions of 29.4% and 32.3% 

for the padded ERP and the padded CMP/GCMP formats, 

respectively, for 360o video content; and higher gains can be 

achieved for the chroma components. Subjective verification 

testing efforts for 360o video have been conducted [39]; the 

results for both padded ERP and padded CMP / GCMP formats 

are shown in Table VI. On average, VVC achieves MOS-based 

BD bit rate savings of 50% and 56% for the padded ERP and 

padded CMP / GCMP formats, respectively. Such gains in 360o 

video coding efficiency confirm the suitability of VVC for 

immersive video applications, which are expected to grow 

significantly in the coming years. 

H. Conferencing and Broadcasting Applications 

Many video applications, such as video conferencing, 

broadcasting and streaming, can benefit from scalability. These 

applications need to fulfill the requirements of backward 

compatibility to a lower spatial resolution and/or lower frame 

rate to accommodate the co-existence of legacy devices along 

with new devices, and/or to adapt to network bandwidth 

Table V 
BIT RATE REDUCTION OF VVC (VTM-10.0) OVER HEVC (HM-16.16) FOR 360O

 

VIDEO USING THE PADDED ERP FORMAT AND THE PADDED CMP/GCMP 

FORMATS, BIT RATE SAVINGS MEASURED USING E2E WS-PSNR YUV 
 

 Padded ERP Padded CMP / GCMP 

 Y U V Y U V 

Class S1 25.6% 33.6% 36.4% 29.4% 34.9% 37.2% 

Class S2 35.1% 33.0% 35.6% 36.7% 34.5% 36.9% 

Average 29.4% 33.4% 36.1% 32.3% 34.8% 37.1% 

 

 

Fig. 10. Illustration of horizontal wrap-around motion compensation. 
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Table VI 
VVC VERIFICATION TEST MOS BD BIT RATE SAVINGS OF VVC (VTM-11.0) 

OVER HEVC (HM-16.22) FOR 360O
 VIDEO PADDED ERP AND PADDED 

CMP/GCMP CONTENT 

Sequence 
Padded ERP  

MOS 

Padded CMP / GCMP 

MOS 

GTSheriff 40% 47% 

HarborBiking2 49% 50% 

KiteFliteWalking2 53% 62% 

SkateBoardAtBridge 58% 67% 

Average 50% 56% 
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fluctuation quickly. For broadcasting applications, ATSC 

3.0 [56] adopted the scalable extensions of HEVC (SHVC) [22] 

as an optional format to support spatial scalability. Combined 

with the MIMO technology in wireless communications that 

uses multiple antennas to enhance connectivity and offer better 

speeds, spatial scalability can be used to serve a diverse set of 

devices with high coding efficiency. If a device (a TV or set-

top-box or mobile phone) only receives the base layer video on 

one (e.g. the vertical) antenna, the consumer can watch the 

baseline service, e.g. at 4K or 1080p quality. If the device 

receives both the base layer and enhancement layer on two (e.g. 

both vertical and horizontal) antennas, then the consumer can 

combine the two together and enjoy the higher quality service, 

e.g. at the 8K or 4K quality. For video conferencing, temporal 

scalability using the hierarchical-B prediction structure with 

only temporally forward prediction is an effective mechanism 

to cope with bandwidth fluctuation, as it allows adaptation of 

the frame rate to the currently available bandwidth by coding 

pictures in different temporal layers. VVC version 1 supports 

scalability features and layered coding (see Section II.A.7 for 

design details) so as to facilitate the implementation and 

deployment of decoders with multi-layer decoding capability 

for conferencing, broadcasting and other applications that can 

benefit from scalable video coding. 

I. 3-Dimensional Video 

The multilayer coding functionality in VVC also enables 

coding of 3-dimensional (3D) video signals. This is 

conceptually similar to the HEVC multiview extension (MV-

HEVC) [23] introduced together with the scalable extensions in 

version 2 of HEVC. For 3D video, each layer can represent a 

different camera perspective view or one view and a 

corresponding depth map that the rendering of arbitrary views. 

It should be noted that inter-layer prediction, e.g. between 

different views is possible in VVC, similar to MV-HEVC. 

However, specific tools for coding depth maps as introduced 

with the HEVC 3D video coding extension (3D-HEVC) [23] in 

the third version of HEVC are not supported in VVC. It can 

however be expected that also depth maps can be compressed 

much better already with the basic tools of VVC, and 

furthermore, depth maps generally require much less bit rate 

than video pictures. 

IV. EARLY IMPLEMENTATIONS 

During the development of a video coding standard, the 

effectiveness of compression algorithms under consideration is 

usually evaluated by implementing them in a software testbed 

also referred to as reference software or as a test model. Such a 

reference model is designed primarily for completeness and as 

a flexible platform for experimentation to test and demonstrate 

the full functional capabilities of the standard and to test 

possible extensions and modifications, which makes the 

reference software typically very slow and gives it a large 

memory footprint. This is one of the reasons why reference 

software codebases are hardly ever used directly in practical 

applications, although such software is often used as a starting 

basis for developing such practical solutions. However, when 

compared to the similarly structured reference software of a 

previous standard, some tentative conclusions with regard to 

coding efficiency and complexity increase can be drawn. A 

more precise analysis of VVC implementation complexity, 

which includes the VTM reference software as well as some of 

the optimized implementations presented here, is provided 

in [57]. 

This section aims at providing an overview of early 

implementations of VVC and supporting tools that have already 

become available at the time of writing in addition to the VTM 

reference software, with a particular focus on packages 

developed with the involvement of coauthors of this paper. This 

includes an open, publicly available encoder implementation 

and several fast decoder implementations, as well as tools 

mainly used in research and development of VVC conforming 

implementations. Here, bitstream analyzers are of particular 

interest to visualize bitstream properties such as block 

partitioning and mode distribution as well as special bitstreams, 

 
Fig. 12. Subjective quality versus bit rates, pooled from the five UHD SDR 

sequences used in formal subjective assessment of VTM and VVenC 
(“medium” preset) relative to the HEVC reference software (HM-16.22). 
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Fig. 11. YUV PSNR bit rate reduction versus encoder runtime of VTM and 

VVenC relative to the HEVC reference software (HM-16.23) for JVET CTC 
class B (HD) and class A (UHD) test sequences in random access 

configuration. 
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designed to test decoder conformance to the VVC standard. A 

survey of early VVC implementations and supporting 

technology is available in [58]. 

A. Open, Optimized Versatile Video Encoder (VVenC) 

In September 2020, two months after the design work on 

VVC was officially completed, Fraunhofer HHI published the 

first version of its source code for an optimized VVC encoder 

implementation called VVenC [59]. This section focuses on 

that encoder, although other encoders supporting VVC have 

been announced as well (e.g., [60], [61]). The main goal of 

VVenC is to make a VVC software encoder available that can 

achieve the coding efficiency of the VTM reference software at 

a fraction of its runtime. Beyond that, it includes additional 

functionalities particularly useful for real-world applications 

that are not of critical importance for a reference software. As 

one example for a real-world application, VVenC has been 

integrated in a cloud encoding platform [62]. In summary, the 

current version 0.3.1 of VVenC has the following features: 

 Five predefined quality/speed presets (called slower, 

slow, medium, fast, and faster) can be used to trade off 

encoder runtime and coding efficiency. Fig. 11 shows the 

YUV (using 6:1:1 weighting as defined in [37]) PSNR-

based BD bit rate savings (as positive numbers, otherwise 

computed as in [37]) over relative encoder runtime of 

different VVenC presets and the VTM [63] over the HEVC 

test model (HM) reference software [64]. It should be noted 

that VVenC, VTM-12.0 and HM-16.23 employ MCTF 

according to the JVET CTC random access 

configuration [36], [65]. 

 Perceptual optimization can be enabled to improve the 

subjectively perceived quality by adapting the QP based on 

human visual sensitivity. For areas where human perception 

is more sensitive to quantization noise, the QP is decreased 

which means that more bits are spent to code these areas. In 

order to estimate the perceived subjective quality, a 

perceptually weighted metric called xPSNR is used within 

the VVenC encoder [65]. Since it is similar to the ordinary 

PSNR measure, it can be used in block-level encoder 

control. A recent VVC verification test showed that the 

perceptually optimized first version of VVenC (v0.1) in 

medium preset configuration further reduced the bit rate by 

about 12% for the same subjective quality measured by 

MOS when compared to the VTM which does not use any 

subjective optimization. It should be noted that, in contrast 

to VVenC, both VTM-10.0 and HM-16.22 do not make use 

of MCTF. Fig. 12 plots the MOS over the bit rate, pooled 

from the five UHD SDR verification test sequences for the 

HM, VTM and VVenC [38]. In the subsequent HD SDR 

verification test, VVenC v0.3 in medium preset also 

outperformed VTM-11.0 in MOS-based BD bit rate savings 

on average. In this test, VVenC, VTM and HM had MCTF 

enabled [39]. 

 Rate control is included to support streaming applications. 

The first version of VVenC includes a simple 1-pass and a 

more efficient 2-pass variable bit rate (VBR) rate-control 

algorithm with signaling of corresponding buffer 

parameters. 

 Multi-threading is used to exploit CTU-line and picture-

level parallelism. Fig. 11 also shows an additional VVenC 

configuration with 8 threads, and it can be seen that this 

leads to further speed improvement. By default, VVenC 

employs CTU-line parallel encoding using a wavefront-like 

processing without the normative synchronization of the 

entropy coder (see Section II.A.3). Enabling entropy coding 

synchronization for wavefront parallel encoding can bring 

additional speedup at the cost of slightly reduced coding 

efficiency. 

 Versatility is provided to the extent that VVenC supports 

high-level syntax for open GOP resolution switching with 

RPR as described in [44] (see Section III.D) and the SCC 

tools of the Main 10 profile except IBC (see Section III.E). 

VVenC has had four version releases at the time of writing 

of this paper, and is still being further improved. New versions 

are expected to include further algorithmic improvements for 

runtime and coding efficiency as well as support for tiles, and 

IBC as its last currently missing Main 10 profile SCC tool. In 

addition, support for color formats beyond 4:2:0 and integration 

of the encoder into open multimedia frameworks such as 

FFmpeg are also under consideration as future enhancements. 

B. Optimized VVC Decoders 

During the VVC version 1 development and shortly 

thereafter, several early VVC decoder software 

implementations and prototypes for live decoding were 

demonstrated. Real-time software decoding with up to 60 

frames per seconds (fps) of 10-bit 4K video has been achieved 

for target devices ranging from ARM-based mobile devices to 

personal computers based on x86 processors [67]–[72]. Within 

a few months after the VVC standard was finalized, Fraunhofer 

HHI made their optimized Versatile Video Decoder (i.e., 

VVdeC) available on GitHub [73], [74]. Tencent also presented 

an independently developed VVC decoder (i.e., O266dec) [75] 

which was implemented from scratch and runs on multiple 

operating systems including Linux, Microsoft Windows, Apple 

Mac OSX, iOS and Android [76]. Alibaba demonstrated 

Ali266, a thin VVC decoder that runs efficiently on mobile 

phones of wide-ranging hardware capabilities [72]. This section 

focuses on these three decoders, although others have been 

 
Fig. 13. VVdeC v0.1 performance in fps using multiple threads at different bit 

rates for the JVET CTC class A (UHD) test sequences. 
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announced as well (e.g., [67], [69], [71]). A more detailed 

analysis of optimized decoders is provided in [57], which 

includes the impact of instruction-level parallelism with SIMD 

instruction sets, profiling and runtime data for 8K video. 

Both VVdeC and O266dec are highly optimized and full-

featured VVC decoders that conform to the VVC standard. 

They both aim at enabling live decoding of 4K video on modern 

x86 processors by incorporating: 

 Single-instruction multiple data (SIMD) architecture 

optimization of sample operations using instruction sets 

such as SSE42, AVX2 and AVX512, where applicable. It is 

observed that this optimization is specifically beneficial for 

the inverse transforms, motion compensation interpolation, 

and in-loop filters [73], [75]. 

 Multi-threading at the picture level, CTU level, task level 

and sub-CTU level. More detail about multi-threaded 

implementations is provided in [73] and [75]. 

In addition, O266dec used bit depth templatization in its 

design to allow one unified decoder implementation to easily 

support various input bit depths without performance 

penalties [75], [76], in contrast to always using a 16-bit internal 

memory structure as in the VTM reference software. 

Fig. 13 shows the performance of VVdeC v0.1 in fps for 

various bit rates and different numbers of threads on an Intel 

Core i9-9980XE processor at 3.0 GHz with 18 cores. For each 

number of threads, the 72 rate points correspond to decoding 

the six JVET class A (UHD) CTC test sequences encoded using 

VTM-10.0 [63] with 12 uneven QPs from 21 to 43 and the CTC 

RA configuration [36]. It can be seen that the decoding speed 

scales almost linearly when using the multithreading up to the 

number of physical CPU cores. Furthermore, live decoding at 

60 fps up to 10 Mbits/s is feasible using 8 threads and up to 40 

Mbits/s (the limit for Level 5.1 Main tier) using 16 threads. 

Table VII presents the decoder performance in fps of the 

O266 and the VTM-10.0 VVC decoder running on an Intel Core 

i7-9700 processor clocked at 3.0 GHz with eight cores with 

turbo boost disabled and hyperthreading unsupported. For each 

class of the JVET CTC test sequences, the fps numbers for 

decoding bitstreams generated by the VTM-10.0 encoder [63] 

using the RA configuration and QPs 22, 27, 32, and 37 from the 

CTC [36] are averaged. It can be seen that the O266 decoder 

yields 3.5×, 3.4× and 4× speedup with 1 thread, and 23×, 21× 

and 21× speedup with 8 threads over the VTM-10.0 decoder for 

UHD, HD 10-bit camera content, and HD 8-bit screen content 

decoding, respectively. When running on an Intel Core i9-

10940X processor at 3.3 GHz with 14 cores, the O266 decoder 

can decode the 60 Hz UHD content with bit rates up to the 40 

Mbits/s maximum bit rate allowed for Level 5.1 Main tier in 

real time at native frame rate. Benefiting from the 

templatization feature and specialized 8-bit SIMD 

optimization, decoding 8-bit UHD and HD video material is on 

average 10–15% faster than decoding the same contents using 

16-bit internal bit-depth as in the VTM reference software. It is 

observed that decoding screen-captured content is in general 

faster than decoding camera-captured content of the same 

resolution. Real-time decoding of typical screen content in HD 

resolution can be achieved using two threads, which is 

considered affordable for many applications. 

With e-commerce applications such as Taobao Live in mind, 

Alibaba presented Ali266 in [72], a software VVC decoder 

optimized specifically for the mobile platform. Written from 

scratch following the VVC specification text, the work on 

Ali266 focused on four aspects of software optimization: multi-

threading, ARM assembly, cache efficiency, and memory 

usage. The initial version of Ali266 in [72] had some 

limitations, for example, it supported only 8-bit decoding and 

did not support the ALF (see Section II.B.6) and IBC (see 

Section II.B.7) coding tools. Two types of content were used to 

measure the decoding speed: the JVET CTC content coded with 

fixed QPs, and e-commerce content at 720p resolution coded 

with three bit rates matching real-world needs. For the 4K JVET 

CTC content, Ali266 achieves 30 fps decoding speed for coded 

bit rates up to 7 Mbps; for the 1080p CTC content, Ali266 

achieves real-time decoding at native frame rate in most cases 

using two threads. For the e-commerce content, Ali266 

achieves real-time decoding using one or two threads on phones 

with different hardware capabilities, ranging from the most 

recent iOS and Android models to older models released more 

than five years previously. Besides decoding speed, memory 

footprint and robustness were also considered in the 

development of Ali266; Ali266 occupies 30 MB of memory 

when decoding 720p video in real time and is robust against 

erroneous and/or corrupted bitstreams.  

C. Analyzers and Conformance Testing Bitstreams 

When implementing encoders or decoders to that conform to 

a video coding standard, specific toolsets become useful. This 

includes bitstream analyzers as well as conformance testing 

bitstreams. Typically, commercial products are available for 

both, but the following focuses on publicly available tools 

resulting from the VVC standardization activity within the 

JVET. 

1. Bitstream Analyzers 

Bitstream analyzers can be used to visualize inter-picture 

referencing structures, bit allocation, buffer operations, block 

partitioning and distribution of coding parameters for CUs of 

different sizes, among many other aspects that can be derived 

from the syntax. Commercial packages (e.g, as announced with 

VVC support in [77] and [78]) typically provide a complete 

solution that decodes a bitstream and provides a large number 

of visualization and statistics features together with an intuitive 

user interface. For academic and research purposes, having an 

analyzer toolchain based on the reference software that allows 

tailoring to specific needs can be useful. This includes research 

Table VII 
VVC O266DEC AND VTM DECODER RUNTIMES IN FPS AVERAGED OVER ALL 

JVET CTC SEQUENCES OF THE RESPECTIVE CLASS. 

Test Sequences 
VTM 

(fps) 

O266 (fps) 

1 

Thread 

2 

Threads 

4 

Threads 

8 

Threads 

Class A (10 bit UHD) 2.31 8.02 15.94 30.53 52.77 

Class B (10 bit HD) 9.56 32.38 63.99 118.10 202.82 

SCC HD 13.92 55.93 108.33 190.98 296.25 
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based on VVC which goes beyond the current specification and 

requires customization. 

The VTM reference software contains some basic tracing 

functionality which can be used to write out block statistics to 

files, which can be loaded into a suitable video player tool for 

overlay on the reconstructed video sequence, or can be used for 

statistical analysis at a selectable scope, e.g., the block, picture 

or sequence level [79]. An example implementation for such a 

visualization is the open-source YUView player [80]. Block 

statistics can include block partitioning, intra and inter modes 

as well as motion information. More information on how to use 

this functionality can be found in the VTM software 

manual [63]. Further development of publicly available 

bitstream analyzer software integrated with the VTM is 

reported in [81] and [82]. (Some updating may be required to 

make these packages compatible with more recent versions of 

the VTM.) 

2. Conformance Testing Bitstreams 

Conformance testing bitstreams are designed to indicate 

whether decoders meet the normative requirements specified in 

a video coding standard such as VVC. To achieve its high 

coding efficiency and provide versatility by an increasing 

number of high-level functionalities, the VVC standard allows 

much more flexibility in encoding decisions and bitstream 

variations compared to previous video coding standards. For 

VVC decoder products, it is important that they are developed 

to fully conform to the standard with the aim to avoid update or 

replacement costs if incompatibilities are found later. This is of 

particular importance for hardware implementations where the 

algorithms implemented in a chip cannot be changed after tape 

out. Commercial solutions (e.g., [83], [84]) have been 

established as well in the area of test bitstreams, some of them 

claiming to cover the full product space of syntax combinations. 

Besides these commercial solutions widely used in the industry, 

JVET is developing a companion specification for VVC 

conformance testing, where a sixth draft has been produced as 

of the time of preparation of this paper [85]. 

The VVC conformance testing specification also includes a 

set of test bitstreams together with procedures to test 

conformance. These bitstreams are available on an ITU-T 

server which is identified in the draft conformance testing 

specification document [85]. Together with the bitstream, each 

conformance stream package contains the MD5 hash of the 

correctly decoded video and an output picture log (OPL) file, 

so implementers can verify the correctness of the decoded video 

from their decoder implementation. The OPL file contains 

additional information such as the layer ID, picture order count 

values, width and height of the cropped output picture as well 

as MD5 hashes for all color components, to enable verifying the 

decoder output in cases of cropping, RPR and layered coding. 

For the VVC Main 10 profile, Draft 6 of the conformance 

specification lists bitstreams exercising variations for each 

coding tool from block partitioning to entropy coding. In 

addition to the coding tools, also high-level functionalities and 

control flag combinations are defined. For the other profiles 

such as the Main 4:4:4 10 profile and the Multilayer Main 10 

profile, provided bitstreams should test profile-specific features 

such as additional chroma formats, tools like ACT and the 

palette mode, as well as multilayer functionality. The 

conformance specification is defined in a way that the set of 

conformance bitstreams can always be extended to encourage 

additional contributions even after the specification is finalized. 

The VVdeC decoder presented in Section IV.B contains a 

functionality to test conformance by launching a test script that 

automatically downloads a set of supported JVET conformance 

streams, checks the MD5 sums, the correct picture output order 

as well as the cropping and reports whether the streams passed 

all the tests.  

V. SUMMARY AND OUTLOOK 

As described in this paper, the new VVC standard provides 

both a major improvement in video compression and an 

unprecedented level of application versatility. The new 

standard supports advanced features such as layered coding 

capability and bitstream extraction and merging. In addition to 

that, emerging applications including HDR/WCG video, screen 

content coding and 360° immersive video have been addressed 

already in the first version of the standard. Recent studies 

including formal subjective testing have confirmed the coding 

efficiency of the new standard for various application scenarios, 

often reaching approximately 50% bit rate reduction for 

equivalent subjective video quality when compared with the 

prior HEVC standard, especially for HD and UHD video 

resolutions. Moreover, early VVC implementations have begun 

to emerge that confirm the practicality of decoder 

implementation and the ability for real-world encoders to 

realize the potential of the capabilities of the syntax design. 

Supporting technology in the form of bitstream analyzers and 

conformance bitstream test sets has also become available. 

At the time of writing this paper, the JVET has started 

working on amendments to VVC version 1 and VSEI version 1. 

These include operation range extensions for high bit depth 

beyond 10 bits and high bit rate coding, additional SEI 

messages, and potentially additional profiles and/or levels. 

Some additional metadata signaling for further enabling 

multiview, 3D, and multilayer applications involving auxiliary 

information such as depth and/or transparency maps as well as 

to enable random access with higher coding efficiency has 

already been adopted into a working draft toward a next version 

of the VSEI standard. 

Looking beyond VVC, the JVET continues to actively 

develop coding technologies that can enhance compression 

capability beyond VVC. A recent contribution JVET-U0100 

brought to the JVET by Qualcomm in January 2021 [86] 

showed that additional coding performance gain of 11.5% BD 

bit rate savings in terms of PSNR can be achieved over VVC 

by adding more coding tools (some of which had been 

previously proposed but not adopted into VVC, e.g., due to 

complexity considerations) and extending some current VVC 

tools (e.g., by removing or relaxing constraints that were 

imposed to ease the burden on near-term implementations), 

although with a substantial increase in complexity. The same 

meeting also saw another contribution demonstrating coding 
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performance gain on top of VVC for screen content [87]. 

Correspondingly, the JVET set up an exploration experiment 

[88] to investigate tools that can enhance compression beyond 

VVC in a more structured manner. 

In the last decade, machine learning has demonstrated its 

superior capability of solving computer vision and image 

processing problems. Witnessing such success, researchers and 

engineers are motivated to investigate machine learning for 

video compression, and some encouraging progress has been 

demonstrated in recent years. Generally speaking, these works 

may be classified into two categories: end-to-end learning-

based compression schemes, and learning-based coding tools 

that are embedded into conventional compression schemes, 

such as HEVC and VVC. The JVET established its first ad-hoc 

group on neural-network-based video coding tool investigation 

in early 2018 [89]. Another ad-hoc group was established in 

2020 with an expanded scope and an exploration 

experiment [90] was set up to carry on the exploration on more 

efficient video coding with machine learning technologies. 
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