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Abstract- The lean manufacturing concept is a systematic 

minimization of waste and non-value activities in production 
processes introduced by the Toyota production system. In this 

research, lean manufacturing is implemented in a cement 

production line. Value Stream Mapping (VSM) is applied to give 

a clear picture of the value chain in cement production processes 

and to highlight the non-value-added in the shop floor. To begin, 

the existing VSM is constructed based on the information and 
data gathered during visiting and observing the manufacturing 

process in the firm. As a result, the excess inventory between 

workstations was identified as a major waste generation, hence, 

the proposed VSM conducts further improvement and makes 

action plans to alleviate the unwanted activities. Then, the takt 

time to ensure smooth material flow and to avoid any occurring 

delay or bottleneck in the production line was figured out. The 
supermarket pull-based production control is suggested to be 

adopted in the future map. Two pull production strategies are 

selected in this case. The first is applying the Kanban system to 

control the level of inventory between workstations. The other is 

the CONWIP approach to control the amount of work in process 

to the entire production line. The outcome of the proposed 

models indicates a decrease of the none-value time from 23 days 

in the current state to about 4 and 2 days in Kanban and 

CONWIP systems respectively, so the CONWIP was suggested as 

most efficient. Some suggestions for further research are also 
mentioned. 

Keywords-cement industry; CONWIP; Kanban; pull systems; 
value stream mapping; lean manufacturing   

I. INTRODUCTION  

The cement industry is the most prominent building 
material industry, contributing greatly to the global and 
national economy and growth. Since cement is a primary 
construction material, cement economics are closely related to 
the construction sector. The history of the cement industry goes 
back to 1824, when the Portland cement was invented [1-3]. 
Thereafter, the cement industry has developed and the volume 
of production has increased steadily. The raw materials include 
clay limestone transform into clinker. The clinker is 
transformed into cement by adding gypsum and other 
materials. The cement production process passes through 
numerous workstations including crushers, milling, rotary kiln, 
and milling finishing cements. Between these manufacturing 

processes there are stocks and silos between workstations. The 
cement is made by mixing lime, clay, and iron materials in 
certain proportions to give the coated materials calcium, silica, 
corundum, and iron oxide. These raw materials are then 
grinded well to facilitate the burning process, which takes place 
at a temperature of 1500°C. This material after burning is 
called clinker. The lime materials for clinker make up about 
90% of the cement mass, as gypsum material is added to it in 
proportions ranging from 3 to 5% to control the hardening and 
cohesion of the cement, which varies in terms of the added 
amount according to the type produced [1-6].  

This series of activities from the suppliers to the customers 
is known as the value chain. The customer order is considered 
as the input of flow information, while the output is the order 
fulfillment. The aim of the value chain is to make the enterprise 
competitive [7, 8]. In order to ensure the sustainability of 
production and competitiveness with a view to improve the 
cement production line, production management principles 
should be implemented in this industry. The purpose of these 
strategies is to make decisions to develop and improve the shop 
floor operations in cement factories. One of these aspects is 
reducing the work in process, since the excess inventory could 
contribute to the holding cost. In addition, no value is added to 
the clinker and cement which are stored in the factory. 
Therefore, the lean manufacturing concept is chosen in this 
research to be implemented in the production processes. It is a 
systematic minimization of non-value activities in the 
manufacturing systems [9, 10].  

The lean manufacturing philosophy has been introduced in 
the Toyota production system. The principle of this technique 
is to eliminate the waste that occurs in the production process. 
The waste in lean manufacturing comes from over production, 
waiting, transportation, over processing, movement, inventory, 
and defects [9-11]. Liker [12] extended the definition by 
considering the non-utilized talents as a waste. When the lean 
manufacturing is implemented a sort of tools must be used to 
reduce and eliminate the added non-value, tools such as pull 
system, value stream map, Heijunka, SMED, Total Productive 
Maintenance (TPM), Poka-yoke 5’S, and Kaizen [9-11]. 

Lean manufacturing has been implemented to different 
manufacturing aspects. This part will focus on the studies 
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related to the cement industry. Authors in [13] implemented the 
lean philosophy to improve the cement production line 
performance. Maximum efficiency and minimum lead time and 
production cost can be achieved if the right training is provided 
to the employees and a motivation system is introduced to the 
workplace environment. Authors in [14] developed an 
approach for the application of lean manufacturing in the 
cement industry. A numerical model was built to compare the 
current and future state VSM. The output of the proposed 
model outlined that there was an improvement in throughput 
and reduction in lead time. In addition, the Kanban was applied 
to study the effects of the inventory in cement manufacturing. 
Authors in [15] implemented TPM in the cement production 
line. Authors in [16] applied VSM in order to explore the 
various non-value added activities in the supply chain of a 
cement factory. Authors in [17] determined the essential points 
for implementing the management of Just in Time philosophy 
on the cement industry in Pakistan. Inventory management, 
production design, production plan, supply chain integration, 
and total quality control have been selected as factors in order 
to eliminate the waste of resources. Authors in [18] 
demonstrated a numerical approach to study the cement 
manufacturing lines taking into account the supply chain 
management and its effect on Just in Time production. Authors 
in [19] proposed a simulation model to study the supply chain 
management in cement industry. Authors in [20] introduced a 
matrix for the waste relationship, a questionnaire of waste 
assessment, and a value stream analysis approach to eliminate 
the waste in cement production. In the previous study, the 
approach consists of four stages which are identification of 
waste, value stream analysis, fishbone diagram, and failure 
mode and effect analysis. The literature review shows 
significant contributions that should be further researched in 
terms of the application of lean production in the cement 
industry. 

In the current article, the VSM tool is applied in a cement 
production line. The main contribution of this article is the 
implementation of lean manufacturing in a cement factory in 
order to control and minimize the level of work in process. 
There is an opportunity to compare the outcomes of the 
proposed pull production systems which are Kanban and 
CONWIP strategies among the push production system.  

II. RESEARCH METHDOLOGY 

In this study, VSM is applied to implement lean 
manufacturing towards a cement production line. It is a 
significant lean tool that identifies the potential waste and 
forms a clear picture of the production process in order to build 
a road map of improving the production process. The four main 
steps of implementing VSM [11] are given in Figure 1. 

 

 
Fig. 1.  Value stream mapping process. 
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Fig. 2.  Current value stream mapping.  

The research study is conducted at a cement factory. The 
design capacity of this plant is 6,000 tons per day, whereas the 

annual production is 1.98 million tons, based on 330 working 
days per year and taking into account the shutdown for 
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maintenance. The current VSM is constructed according to the 
guidelines in [11]. The relevant data and information associated 
with the production processes, i.e. information flow, physical 
flow, and time line are gathered. Information flow is related to 
the customer requests (from the sales department or from 
orders from the factory’s website) where the production-
planning can be conducted. The second element is material 
flow. Data were taken during visiting the factory and observing 
the progress of operations and workflow in the shop floor, in 
order to understand the cement manufacturing industry 
processes. The cycle times are taken as the average cycle time 
from production department records. When it comes to the 
inventories, there are four stores between each workstation. 
The average time of materials stored in silos has been reported. 
The down time for each process has been assumed to be 15%. 
The third element is trend line. It consists of two time 
components. The first timeline is the non-value added time. It 
is also called the lead time or waiting time. It is the summation 
of the amount of each inventory. Another timeline is value 
added time. It can be computed by the summation of cycle 
times for each workstation process. 

The current VSM is illustrated in Figure 2. It can be seen 
that from the trend line, the non-value time is about 23 days, 
whereas the value time is approximately 45 seconds. 

III. THE PROPOSED FUTURE VALUE STREAM MAPPING 

Based on the existing VSM outcomes, it is necessary for the 
proposed VSM model to eliminate the non-value added in the 
cement production line. First of all, the maximum time required 
to meet the customer demands should be identified in order to 
avoid any waste or delay of delivery. The takt time is computed 
as [11]: 

Takt	Time 	 	

�������	������		���	

��������	������	
    (1) 

The maximum demand required by customers for the 
cement production line is about 6000 tons per day. As the plant 
runs 24 hours a day, the available working time is 86,400 
seconds. Therefore, the takt time can be obtained as: 

Takt	Time 	 	
���  	��!����

�   	����	"��	��#
	 14.4	seconds	per	ton   

This means that 1 ton of cement needs to be produced in 
14.4 seconds. Subsequently, the overall takt time is compared 
against cycle time for each workstation as shown in Figure 3. 
In addition, the current production strategy for the factory 
follows the push production control shown in Figure 4. 

Each workstation pushes completed work to the next 
workstation. As a result, the inventory level between 
workstations is increased. In the proposed future map, pull 
production is applied to produce the right quantity of products 
at the right time. A common approach of pull based production 

process is the Kanban. One of its benefits is the control of the 
level of inventory between workstations [21]. However, 
authors in [22-25] introduced another pull system, Constant 
Work In Process (CONWIP), to control the production line. 
Both the above pull approaches were implemented in the future 
state maps. 

 

 
Fig. 3.  Cement production line balancing. 

A. Kanban  

Kanban is a lean tool associated with the pull production 
system and Just in Time production [7-9]. To demonstrate the 
use of the Kanban pull system to control the excess inventory, 
the following assumptions are made: The cement production 
line is divided into four stages, as shown in Figure 5. Each 
phase consists of a process workstation which consists of the 
input buffer, processes, and the output buffer. The number of 
Kanbans is computed [26] as (2): 

. 	
/012

3
    (2) 

where d is the average demand, L is the lead time, S is the 
safety stock, and C is the container size. 

To illustrate, the Withdrawal Kanban (WK) is transferred 
from the succeeding workstation to the preceding workstation 
and placed in the output buffer of the workstation and the 
production for the rotary kiln workstation respectively. For 
further details, the WK3 and PK3 are assigned as the numbers 
of withdrawal and production for the rotary kiln workstation 
respectively. The clinker container with Withdrawl Kanban 
(WK3) is moved from the cement processing station into the 
rotary kiln station and placed in the output of this workstation. 
The future state maps for the Kanban approach is shown in 
Figure 6. 

 

 

Fig. 4.  Push production system. 
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Fig. 5.  Proposed Kanban in the cement production line. 
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Fig. 6.  Proposed VSM future state (Kanban).  

 
Fig. 7.  The proposed CONWIP in the cement production line. 

B. CONWIP 

Figure 7 shows the proposed mechanism of CONWIP in 
cement production line. The assumptions are made by 
identifying the maximum WIP level in the cement production 
line, to ensure the level of inventory remains constant to the 
entire shop floor. The material flow directly enters the backlog. 
The backlog-sequencing rule in this proposed model is First In, 
First Out (FIFO). The required quantity of finished cement is 
dispatched to the customer. Then, the next customer orders can 

be initiated. The benefit gains of reducing the work cycle time 
according to the Little’s law are [27]:  

WIP 	 CT	x	TH    (3) 

where TH is the throughput time that is the average output of a 
production process per unit time. 

The future state map for the CONWIP approach is 
illustrated in Figure 8.  
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Fig. 8.  Proposed VSM future state (CONWIP).

IV. RESULTS AND DISCUSSION 

The comparison between the current value stream map and 
the proposed future maps is presented in Figure 9.  

 

 
Fig. 9.  Comparison of the push system and the pull systems. 

It can be seen that the longest value of lead-time is about 23 
days in the push production system, while in the proposed 
maps they are about 4 and 2 days for Kanban and CONWIP 
approaches respectively. The comparative results of non-value 
times in the cement production line for the proposed future 
maps is decreased by 50% in the scenario of CONWIP 
approach. The reason behind that is that there is no stock left 
between workstations in CONWIP. To illustrate, the finished 
cements are pulled out from the cement processing station 
which makes the production flows smoothly in the production 

line. In the case of push production system, the lead time is 
fixed as the material requirements are scheduled. The 
relationship between the level of work in progress, flow time 
and throughput rate is given in [27]. Due to the increase in the 
WIP level, flow time increases. Consequently, the increase in 
throughput hindrates and delays the production process and as 
a result, the production may get congested. Therefore, the 
recommendation is to implement the CONWIP approach to 
control the level of inventory in the cement production line. 

A significant contribution of this paper is the study of the 
impact of the pull-based production system on the cement 
production line. It was shown that Kanban and CONWIP are 
tools capable of improving the shop floor process. They are 
able to control the excess inventories of clinker and cement and 
to eliminate the non-value activities in the cement-
manufacturing environment. The outcome of this research is 
consistent with the foregoing findings. Authors in [21-25] 
reported that CONWIP is an appropriate approach to control 
the level of inventory. In addition, the findings could extend the 
methodology of [14] to implement lean production in cement 
industry. The future prospect is to extend this research further 
in order to implement a plan to construct the proposed VSM 
towards a cement production line. 

V. CONCLUSION 

The major issue in cement production process is the large 
inventories of clinker and cement. To cater and eliminate this 
issue, manufacturing strategies are applied. The VSM is a 
significant tool to evaluate the current state of manufacturing 
processes. The pull production systems (Kanban and 
CONWIP) produce the right quantities in the right time by 
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controlling the inventory level. Both the proposed models are 
capable of improving the environment of cement 
manufacturing processes. 

There are further possibilities for future research. The 
design of experiments to run simulation models should be 
considered. In addition, the possibility of applying the lean 
manufacturing model in cement Industry 4.0 should be 
explored. It is important to understand the dynamic 
manufacturing environment of the cement industry. The 
scheduling for dispatching products to customers based on the 
demand or the identification of time waste and bottlenecks 
during the cement production processes could be arranged by 
the integrated lean production with value stream tools to 
represent the real time and dynamic value chain of information 
and materials flows. 
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Abstract—Sanger sequencing remains the cornerstone method 
for Deoxyribonucleic Acid (DNA) sequencing due to its high 

accuracy in targeting smaller genomic regions in a larger number 

of samples. The analysis of Sanger sequence DNA data requires 

powerful and intelligent software tools. Most of the preferred 

tools are proprietary licensed tools that offer a user-friendly 

interface and have many features, however, their affordability, 

especially to individual scientists or students, is limited. On the 
other hand, a few free and open-source licensed tools are 

available but have limited features. This study focuses on the 

usability testing of the developed Sanger Sequence Automatic 

Analysis Tool (SSAAT), a free and open-source web tool for 

Sanger sequence analysis. Usability tests were conducted with 

potential users and the results demonstrate that the participants 

were able to use the tool easily and accomplish the test tasks at 
the given time. Moreover, the participants were excited with the 

easy-to-use interface and agreed that most users could use the 

tool with no need for technical assistance. However, the 

participants also identified some issues that require more 
development effort. 

Keywords—Sanger sequence; usability; bioinformatics; web 
tool 

I. INTRODUCTION  

A. Background 

Sanger sequencing technique is one of the most famous 
methods used for determining nucleotide sequences in DNA 
[1], due to its high sequencing accuracy compared to the Next 
Generation Sequencing (NGS) technologies and its efficiency 
in sequencing short fragments of DNA, ranging from 200 base 
pairs (bp) to around 1,000 bp. Sanger sequencing is extensively 
used to the fields of functional and comparative genomics, 
evolutionary genetics, and complex disease research. 
Particularly, the method was employed in sequencing the first 
human genome in 2000 [2]. The Sanger sequencing process is 
composed of a pipeline from the DNA extraction to the 
generation of a chromatogram which is stored as a file called 
AB1. This process can be seen in [3]. 

The Sanger sequencing quality relies on the "base calling 
quality", i.e. the relative certainty with which the nucleo-bases 
are determined [2]. Assessing the base-calling accuracy is 
usually performed using the visual inspection of the sequence 
trace chromatogram. Most often, proprietary software like CLC 
Genomics Workbench (Qiagen), SeqMan (DNASTAR), etc. 
are preferred due to their user-friendly interfaces and the 
features they provide. Nevertheless, some free open-source 
software tools for Sanger sequence analysis exist. Phred was 
among the earliest base-calling software tools reported to have 
less error rate than the ABI machine software [4-6]. However, 
Phred was developed as an open-source resource but it is not 
freely available [7]. Tracy on the other hand is a free open-
source tool for Sanger sequence analysis that performs base-
calling and other tasks including sequence alignment, 
assembly, and deconvolution of Sanger chromatogram trace 
files, all in a command-line interface [8]. Moreover, 
SangerseqR [9], Automated Sanger Analysis Pipeline (ASAP) 
[10], and SeqTrace [7] are also reported open-source tools for 
performing Sanger sequence data analysis but have limited 
graphical user interface and cross-platform capabilities. Some 
web tools are also available including Indelligent, CHILD, and 
Mixed Sequence Reader they are limited to a single feature 
usage [11-13]. The Sanger Sequence Automatic Analysis Tool 
(SSAAT), unlike the aforementioned tools, was developed as a 
web-based tool to eliminate the cross-platform issues while 
providing an easy-to-use interface and more DNA analysis 
features. 

B. Usability  

Usability refers to how easily a user of a specific product or 
design can use it to accomplish the intended goals effectively, 
efficiently, and acceptably [14]. In the field of human-computer 
interaction, usability is defined as a way to remove all possible 
frustrations that users may experience when using a product or 
design. On the other hand, usability evaluation refers to a 
method used in the central design to assess a product or design 
by testing it with a group of representative users [15], and a 
platform for users to give direct feedback and 
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recommendations [16]. Usability is a result of the basic quality 
components which are learnability, efficiency, memorability, 
error tolerance, and satisfaction [17]. There are several methods 
for testing products and among them, usability testing and 
heuristic evaluation have been the most appropriate ones [18]. 
Heuristic evaluation is mostly done by professionals who use 
generally accepted guidelines to evaluate the usability of the 
product through demos and report issues. In contrast, usability 
testing recruits users to evaluate a particular product's usability 
through their feedback after interacting with it [18]. The current 
study aims to explore the usability of SSAAT, which was 
developed as a user-friendly web tool for analyzing Sanger 
sequence data at the nucleotide level. The study focused on the 
task completion rates, the meantime to complete tasks, and 
system usability. 

II. MATERIALS AND METHODS  

A. SSAAT Tool Description 

SSAAT was created to provide an easy-to-use interface for 
molecular biologists to perform Sanger sequence DNA 
analysis. SSAAT reads the DNA input files, performs base-
calling, and provides chromatogram visualization, DNA 
sequence alignment, and polymorphism detection, and delivers 
a structured report of the analysis. The flow diagram of SSAAT 
(Figure 1) illustrates the working flow of the tool.  

 

 
Fig. 1.  Flow diagram of SSAAT. 

SSAAT utilizes a web-based interface that allows the 
molecular biologist to perform DNA analysis in a user-friendly 
graphical interface and also enables working in cross-platform 
environments. One important element in accomplishing the 
goals of SSAAT is to ensure that its design satisfies the needs 
of the users and is flexible to handle the continued evolution of 
this emerging area. 

B. Usability Testing Methodology 

In this study, both qualitative and quantitative methods 
were used to capture user interactivity with the web tool. 
Qualitative data were collected through a Likert scale 
questionnaire while quantitative data, such as total users who 
were able to complete all the tasks, total complete tasks, 
complete task time, etc., were also collected. The testing 
session was designed in a way that each participant performed 
all the tasks and summative assessment was done to examine 
and evaluate participants’ insights. The study aimed at 
capturing the indicating factors of usability such as learnability, 
efficiency, usefulness, and satisfaction through the conducted 
test session. 

1) Participants and Duration 

A total of 15 individuals participated in the usability test 
sessions. Based on previous studies, 5-20 participants are a 
valid sample for usability testing [19]. The first 3 participants 
were scheduled on the first day and were regarded as a pilot for 
the next sessions. The testing sessions were conducted for 5 
days (3 participants per day). The duration for each session was 
60 minutes and after every session, a break period of 60 
minutes was given. The session duration was based on previous 
studies on usability which suggest that 60-90 minutes time is 
valid for test sessions [19]. During the testing sessions, the 
moderator provided a brief overview of the test session and 
requested the participants to fill in a pre-test questionnaire in 
order to collect the general data. The participants then read the 
task instructions and began to perform the tasks on the tool 
using a web browser. As soon as the participants completed all 
the tasks, the moderator requested the participants to rate the 
web tool (SSAAT) using the Likert scale questionnaire. This 
was done as a post-test session in order to find out more 
information about the overall usability of the web tool. 

2) Tasks 

Table I presents the results of the tasks that were obtained 
during the test sessions. Each participant was required to 
attempt the tasks and the moderator observed the time of 
completion and participant’s behavior while attempting the 
tasks.  

TABLE I.  SUMMARY OF USABILITY TEST RESULTS BY TASK 

 

Code Tasks 

Baseline time 

(min)/estimated 

time (min) 

Mean 

time 

(min) 

Completion 

rate (%) 

Task 

1 

Identify the use of the 

web tool. 
3/5 0.56 100 

Task 

2 

File upload, view the 

sequence quality, and 

download the extracted 

sequence as a FASTA 

file. 

3/5 4 87 

Task 

3 

Navigate to 

Chromatogram Viewer, 

trim the 5’ end 50 base 

and trim 3’ end 100 base 

and download the 

chromatogram as a PDF 

file. 

7/10 7.3 73 

Task 

4 

Upload a reference 

sequence and calculate 

the global/local sequence 

alignment with the 

previously uploaded file 

as a primary sequence. 

7/10 9 60 

Task 

5 

Generate a report with 

sequence detail, 

chromatogram quality 

score plot, and sequence 

alignment results. 

3/5 3.1 73 
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III. RESULTS AND DISCUSSION  

A. Participant Characteristics  

Among the 15 participants, there were 7 masters and three 
PhD students in life sciences, 3 molecular biologists, and 2 
bioinformaticians. Eight were women and 7 were men, aged 
between 21 to 47 years old. All the participants claimed to use 
the internet daily. None of the participants received formal 
training or had the chance to review a user guide before 
participating in the usability test.  

B. Task Completion Rate Results 

All participants successfully completed Task 1 marking a 
100% completion rate. Task 2 was completed by 87% of the 
participants. Among the long duration tasks, Task 3 scored 
73% completion rate, while Task 4 scored 60% completion 
rate, and Task 5 was successfully completed by the 73% of the 
participants. The task definitions, completion rate, and mean 
time are illustrated in Table I. 

C. Mean Time to Complete Task Results 

The moderator recorded the task execution time for each 
participant. The allocated time for each task ranged from 5 to 
10 minutes where simple tasks were allocated with less time 
and lengthy tasks with more. Task 1 had the shortest 
completion time with a mean time of 0.56 minutes. This was 
followed by Task 5 and Task 2, with times of 3.1 minutes and 4 
minutes respectively. Task 3 and Task 4 were the longest to 
complete with mean times of 7.3 minutes and 9 minutes 
respectively. The overall completion time ranged from 0.56 to 
9 minutes, with a commonly recorded time of less than 5 
minutes for the majority of tasks.  

D. System Usability Survey Results 

During the post-testing session, the participants were asked 
to rate the web tool to capture the general usability aspects of 
the SSAAT. The detailed results are shown in Table II. The 
measurements which were captured from participants’ post-test 
questionnaires included: 

• Its ease of use 

• If the users would prefer to use the web tool 

• Its learnability 

• If assistance from technical personnel was required 

• System functionality integrations 

• If the participants would recommend the tool to a colleague 

The majority of the participants (86.67%) agreed that the 
web tool was easy to use. Additionally, most participants 
(93%) reported that they would prefer to work with the web 
tool often. Regardless of the higher scores of participants 
agreeing that the tool was easy to use, 40% of them agreed that 
technical assistance was needed to operate the tool effectively. 
More than half of the participants agreed that the integrated 
features were functioning well. Lastly, the majority of 
participants reported that they would recommend the tool to a 
colleague.  

E. Discussion 

The usability of SSAAT a bioinformatic tool for DNA 
analysis at the nucleotide level was assessed in this study. Our 
findings suggest that SSAAT is easy and learnable, and even 
new users may be able to use the tool without prior exposure or 
technical assistance and accomplish the required tasks at a 
given time. The participants identified a number of possible 
improvements to the tool such as the addition of batch 
processing capabilities, trace file editing, and connection to 
remote DNA databases. However, the mentioned suggestions 
would require more development effort and time, therefore we 
plan to work on them in the future versions. Other 
modifications such as the suggested lighter interface 
background colors and the creation of a user guide with some 
visual illustrations were easier and more straightforward to 
implement.  

TABLE II.  SYSTEM USABILITY SURVEY RESULTS 

Statement Response Frequency 

"The web tool is 

user friendly" 

Strongly agree 

Agree 

Neutral 

5 (33.33%) 

8 (53.33%) 

2 (13.33%) 

"I would like to use 

web tool often" 

Strongly agree 

Agree 

Neutral 

4 (26.67%) 

10 (66.67%) 

1 (6.67%) 

"I think most of the 

users will be able to 

use the web tool 

fast" 

Strongly agree 

Agree 

Neutral 

Disagree 

4 (26.67%) 

8 (53.33%) 

1 (6.67%) 

2 (13.33%) 

"I will not need 

technical assistance 

to be able to use the 

web tool" 

Agree 

Neutral 

Disagree 

Strongly disagree 

7 (46.67%) 

2 (13.33%) 

4 (26.67%) 

2 (13.33%) 

"I think the web tool 

units/parts are well 

integrated" 

Strongly agree 

Agree 

Neutral 

Disagree 

4 (26.67%) 

6 (40%) 

4 (26.67%) 

1 (6.67%) 

"I will recommend 

this web tool to my 

colleagues" 

Strongly agree 

Agree 

Neutral 

4 (26.67%) 

9 (60%) 

2 (13.33%) 

 

IV. CONCLUSION 

The primary focus of this study was to examine the 
usability of the developed SSAAT tool. This is an attempt 
towards eliminating the barriers to the availability of free and 
user-friendly software for Sanger sequence DNA analysis. The 
usability assessment results suggest that most of the users will 
be able to use the web tool without assistance. This is a good 
indicator that the tool is easy to use and hence most of the users 
are likely to often use it in their work and would probably 
recommend it to their colleagues.  

The participants in this usability study encountered several 
minor usability issues while using the prototype of this web 
tool. To ensure the effective use of SSAAT, the issues 
identified during the usability testing sessions will be addressed 
in the upcoming version of the tool and the analysis results will 
affect the future development. Usability evaluations are 
invaluable to the success of technology in an emerging area, 
especially in a complex domain such as genetics.  
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Abstract-The Dynamic Load Factor (DLF) is defined as the ratio 

between the maximum dynamic and static responses in terms of 

stress, strain, deflection, reaction, etc. DLF adopted by different 

design codes is based on parameters such as bridge span length, 
traffic load models, and bridge natural frequency. During the last 

decades, a lot of researches have been made to study the DLF of 

simply supported bridges due to vehicle loading. On the other 

hand, fewer works have been reported on continuous bridges 

especially with skew supports. This paper focuses on the 

investigation of the DLF for a highly skewed steel I-girder bridge, 
namely the US13 Bridge in Delaware State, USA. Field testing 

under various load passes of a weighed load vehicle was used to 

validate full-scale three-dimensional finite element models and to 

evaluate the dynamic response of the bridge more thoroughly. 

The results are presented as a function of the static and dynamic 

tensile and compressive stresses and are compared to DLF code 

provisions. The result shows that most codes of practice are 
conservative in the regions of the girder that would govern the 

flexural design. However, the DLF sometimes exceeds the code-

recommended values in the vicinity of skewed supports. The 

discrepancy of the DLF determined based on the stress analysis 

of the present study, exceeds by 13% and 16% the values 

determined according to AASHTO (2002) for tension and 

compression stresses respectively, while, in comparison to 
BS5400, the differences reach 6% and 8% respectively. 

Keywords-dynamic load factor; steel bridges; skewed bridges; 

codes of practice; field test; finite element analysis 

I. INTRODUCTION  

Skewed supports occur when the supporting abutments for 
the girders are not normal to the girder lines. This may be 
required due to the characteristics of the intersecting roadways 
or due to the geological terrain. Since skew angles increase the 
interaction between the steel girders and the cross-frames or 

diaphragms, the behavior of bridges with skewed supports 
becomes more complicated than that in bridges with normal 
supports. Differential girder deflections, obtuse and acute angle 
corners, unbalanced construction loads, and the possibility for 
unequal girder lengths are among other characteristics of skew 
bridges that subject the girders to significant torsional and 
lateral moments induced by moving truck loads, which may 
affect the dynamic responses. More accurate knowledge of the 
dynamic responses will lead to safer and more economical 
designs of new bridges and to more effective evaluation of 
existing ones. DLF is defined as the ratio between the 
maximum dynamic and static responses [1]: 

Dynamic	Load	Allowance	�DLA� =	
�����	�����

�����
    (1) 

Dynamic	Load	Factor	�DLF� = 1 + 	DLA = 		
����

�����
    (2) 

where Ddyn and Dstat are the dynamic and static responses of the 
bridge girders, respectively (e.g. deflections, strains, stress, or 
reactions). In the present study, the responses refer to the 
maximum tensile and compressive stresses respectively.  

Today, design codes and specifications recommend the use 
of a dynamic load factor as a function of span length, natural 
frequency, and traffic load models, regardless of the type of 
bridge. Studies have also shown that DLF is influenced by 
parameters such as the road surface condition, vehicle weight, 
speed, the number of axles, and bridge materials and type. The 
American Association of State Highway and Transportation 
Officials (AASHTO (2002)) [2] specified the Dynamic Load 
Allowance (DLA) as a function of the bridge span length: 

DLA	�IM� =
"#.%&

'�(�	)*�*+��,-.."/
≤ 30%    (3a) 
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DLA	�IM� �
#/

'�(�	4**��,"%#
0 30%    (3b) 

where L is the clear span length measured from center to center 
of the bearing supports. This empirical equation has been in 
effect since 1944. Similar to the expression given by 
AASHTO, the Japan Road Association also defines the DLA as 
a function of the bridge span length [3]. However, in the new 
AASHTO LRFD [4], for strength considerations, the DLA 
adopted is equal to 0.33 of the truck effects.  

The 1983 Ontario Highway Bridge Design Code [5], and 
the 1992 Australia’s Bridge Design Code [6], both specify the 
DLF as a function of the first longitudinal natural frequency of 
the bridge. The DLA values fall between 0.2 and 0.4, with the 
higher values corresponding to frequencies between 2.5 and 
4.5Hz. In some codes such as the 2003 EUROCODE [7], and 
the 2006 BS5400-2 [8], two types of loading for highway 
bridges are considered, namely the HA and HB loading for 
normal and abnormal traffic loads respectively. For both 
loading types, a constant DLA of 0.25 is used. The review of 
the aforementioned codes also reveals what factors are not 
considered in DLF. These include different bridge types, 
skews, curvatures, and cross-section properties (except for how 
these variables may influence the natural frequency in the 
Ontario and Australian specifications) and the fact that a single 
DLF is used for the entire bridge versus various points in the 
bridge having different DLFs. There is a large volume of 
research data on impact factors and bridge-vehicle interaction. 
The most relevant ones to this study concern the verification of 
impact factor relations introduced in design codes, and 
comparison with empirical and numerical results. Authors in 
[9] implemented a study on the Dynamic Amplification Factor 
(DAF) by evaluating continuous beam bridges and conducting 
vehicle bridge interaction analysis. The result showed that 
when resonance condition was approached, the DAF increased, 
and therefore, vehicle speed influenced the DAF in the studied 
girder bridges. 

Authors in [10], proposed a method to evaluate the impact 
factors for fatigue design purposes taking into account the 
effect of the deterioration of the road surface condition, vehicle 
velocity, and bridge span length of steel I-girder bridges. 
Maximum stress range instead of the maximum stress is used 
to calculate the conventional impact factor. The new impact 
factor can be used to correlate fatigue-induced damage. A non-
linear dynamic simulation was conducted in [1] to determine 
the dynamic impact for composite steel bridges. The modeling 
involved rigid bodies (vehicles) connected to nonlinear 
suspensions. The composite steel girder bridge assembly 
consists of 3D thin-walled beam elements. The parametric 
study includes vehicle velocity, span length, elastomeric 
bearings stiffness, vehicle mass, and eccentricity with respect 
to deck centerline. The conclusion is that current code-
specified values are adequate for normal design situations. 
Authors in [11] investigated the impact factor for concrete-steel 
composite I-girder bridges. FEA was conducted using 
ABAQUS for 120 different bridges, considering parameters 
such as span length, girders number, and the number of traffic 
lanes in order to model the traffic loads. The vehicle-bridge 
interaction was disregarded. The outcome of this research was 

that the impact factor for composite bridges based on the 
AASHTO formula is over-estimated for moment and deflection 
and is under-estimated for support reaction. Authors in [12] 
evaluated the impact factor for simple and continuous beams 
subjected to moving vehicles. The parameters that were taken 
into account are the frequency ratio of vehicle-bridge 
interaction, bridge damping, and road pavement roughness. 
The study revealed that the impact factor outputs of the bridge 
responses (e.g. moment, support reactions, and deflections) are 
different and suggested new formulas for the impact factor. The 
DLFs according to different graphic codes can be seen 
graphically in [1]. 

Figure 1 shows the DLF of the bridge that is the subject of 
the present research compared to the DLFs determined 
according to the above-mentioned codes as well as the Italian, 
French, and West German ones. This shows that the span 
length for the bridge of interest results in the highest variability 
among the different codes.    

 

 
Fig. 1.  Dynamic load factors for US13 Bridge according to different 

practice codes. Data taken from [1]. 

The current study aims to evaluate the DLF of a highly 
skewed steel I-girder bridge with perpendicular cross-frames 
and the variation in DLF along the length of a representative 
girder. This is accomplished using a bridge previously field-
tested to validate a finite element analysis and then using the 
validated model to simulate various traffic loadings. A case 
study including a 3D FEA model for the same bridge 
specifications and dimensions but with staggered cross-frames 
configuration is implemented to investigate the effect of 
different arrangements of bracing systems on the bridge 
dynamic response and thus on DLFs values. This is an 
extension of the prior field test that suggested that the DLF was 
highly variable at a small number of points where it was 
possible to install field instrumentation. Thus, the presentation 
of results focuses on the computation of DLF at key points 
along the length of the girders. 

II. BRIDGE FIELD TESTING 

A. Bridge General Description 

The bridge of interest, labeled as the US13 Bridge, is a 65° 
heavily skewed steel I-girder bridge in Delaware State, USA 
(Figure 2(a)). 
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(a) 

 
(b) 

 
(c) 

Fig. 2.  US13 Bridge in Delaware State, USA, (a) general view, (b) 

perpendicular cross-frame configuration, (c) gauge installing and lane closing. 

Twin spans carry the north- and south-bound lanes. The 
bridge consists of two continuous spans of equal lengths of 
50m (165ft). There are 5 girders spaced 2.9m (9.5ft) on center 
with exterior girders spaced 0.86m (2.83ft) and 1.16m (3.83ft) 
away from the outer edge of the bridge concrete guard wall on 
the west and east sides respectively. Therefore, the total width 
of the bridge is 13.37m (44.67ft), carrying two 3.65m (12ft) 
lanes, a 3.65m (12ft) shoulder on the west side, and a 1.82m 
(6ft) shoulder on the east side. The concrete guard wall located 
on each side has a width of 0.4m (1.34ft) and a height of 0.86m 
(2.83ft). The bridge contains inline X-shaped cross-frames 
(between girders and at pier location) oriented perpendicular to 
the girders, as shown in Figure 3, which are connected to the 
girders using full-depth connection plates. Also, inline K-
shaped cross-frames are used in the vicinity of the abutment 
supports.  

 
Fig. 3.  Framing plan and instrumentation locations for US13 Bridge. 

B. Instrumentation Layout and Loading Pattern 
 

Bridge Diagnostics Inc. ST-350 strain gauges (BDI gauges) 
[13] and their associated data-acquisition system were used in 
the field test. Specifically, 12 strain gauges were installed on 
girder #4 at 3 different cross-sections labeled G1, G2, and G3 
(Figure 3). Each of these cross-sections was instrumented with 
4 strain gauges (Figure 4). One pair of them was placed 5cm 
(2in) away from the outer edges of the bottom surface of the 
bottom flange. These positions are labeled as BF-1 and BF-2. 
The other pair was placed on the opposite sides of the web at 
approximately mid-height of the web and are labeled W-1 and 
W-2. One additional pair was used only for the numerical FEA 
located at the bottom of the web and labeled as WB-1 and WB-
2. Three different truck passes, with 24km/hr (15mph) speed, 
were conducted for the load test (Figure 5). Pass #1 had the 
loaded truck travel down the center of the left lane. This 
position was intended to maximize the stress and induce 
differential deflection in Girder #4. Pass #2 was designed to 
produce a high level of stress in both Girder #3 and Girder #4, 
while Pass #3 had the truck travel with the left side wheels 
aligned with the centerline of the two lanes, intending to 

maximize differential deflections between the instrumented 
girder and the adjacent one [14]. Three additional passes are 
implemented using FEA and are labeled as Passes #4–#6 which 
mimic Passes #1–#3 respectively, but with different travel 
speed of 104km/hr (65mph).  

 

 
Fig. 4.  Instrumentation locations across the cross-section of the US13 

Bridge during the field test and FEA. 
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III. FINITE ELEMENT ANALYSIS 

A. Geometry, Meshing, Elements, Materials, and Boundary 

Conditions 
 

The geometry of the bridge for both static and dynamic 
FEA models was created according to the structural plans 
provided by the bridge owner (the Delaware Department of 

Transportation). Software like AutoCAD-3D, FEMAP, NX 
Nastran, and ABAQUS/CAE were used to perform the bridge 
final finite element model [15] (Figure 6). Over one million 
four-node reduced-integration shell elements [16], were used 
for modeling all girders, cross-frames, and stay-in-place 
profiled metal deck forms in each of the static and dynamic 
models.  

 

Fig. 5.  Truck load passes on the US13 Bridge. 

(a) 

 

(b) 

 

Fig. 6.  Abaqus finite element model (static/shell model) for the US13 

Bridge: (a) Pier support region, (b) abutment support region. 

For modeling the concrete deck, haunch, and concrete 
guard wall, four-node reduced-integration shell elements (S4R) 
were used in the static models. For comparison, the dynamic 
models use three-dimensional eight-node reduced-integration 
brick elements (C3D8R) [16-18]. Reinforcement in the 
concrete is defined by Abaqus’ rebar option using the actual 
geometry of the reinforcement and its spacing in both the static 
and dynamic models. In general, the mesh size of both the 
concrete deck slab and the metal forms was 30cm×30cm 
(1ft×1ft), while 8 or 12 elements were used across the width of 
the girder’s top and bottom flanges and 28 elements through 
the height of each web. Linear isotropic elastic material 
properties were used for the FEA because the applied loads' 
result does not cause the proportional limit of the materials to 

be exceeded. Expansion bearings, at abutments, were modeled 
with translation constraints in both vertical and transverse 
directions at the center node of the bottom flange cross-section 
of each girder, and only vertical direction constraint for the 
remaining bottom flange nodes of the abutment cross-sections. 
Fixed bearings, at the pier, were modeled similar to the 
expansion bearing constraints except that the center node of the 
bottom flange cross-sections was also restrained in the 
longitudinal direction. 

B. Loading (Vehicle Modeling) 
 

Two different approaches were used for modeling the static 
versus dynamic load passes. In the static models, the loading 
truck was modeled using six-point loads (one to represent each 
physical wheel of the loading vehicle). A Visual Basic for 
Applications (VBA) programming routine was used to model 
the variable nodal positions of the load as the truck traveled 
across the bridge for each load case. In this approach, only the 
load being transferred to the bridge due to the vehicle's weight 
is considered and the inertia of the vehicle is ignored. Previous 
studies classified moving load modeling (for the dynamic 
models) into three main types based on the technique used to 
model the vehicle. In one-dimensional (1D) models [19, 20] the 
vehicle is modeled as a spring-mass of one or two degrees of 
freedom, a planar model with multiple axles is considered in 
two-dimensional (2D) models [21, 22], and there are the 3D 
complete vehicle models [23, 24]. In this study, the one-
dimensional (1D) dynamic model was adopted, where each 
wheel of the truck was modeled as a moving mass by defining 
a load versus time history for each axle, which is constant, and 
a displacement history for the position versus time. 
Consequently, both load and inertia are used to evaluate the 
dynamic effects of the moving load. Surface-based contact with 
a rigid pressure-overclosure relationship and frictionless 
tangential behavior was used to model the interaction between 
the bridge and moving masses. 
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C. Interaction Mechanisms and Analysis 

Tie constraints were used to simulate all connections 
between the steel components of the bridge (e.g. between 
cross-frame members and vertical connection plates on the 
girders) for both the static and the dynamic models. The metal 
decking and the top flange were connected via merged nodes 
with all degrees of freedom constrained. Timoshenko (shear 
flexible) beam elements [16] with circular cross-sections and 
six degrees of freedom (three translational and three rotational) 
at each node to represent the shear studs and an isotropic 
friction model with a coefficient of friction of 0.4 at the steel-
concrete interface were used to model the steel-concrete 
interaction mechanism in the dynamic models, while in the 
static ones, surface-to-surface tie constraints were used to 
model the connection between the haunch and the slab, and 
node-to-surface tie constraints were used to model the 
connection between the top flange and the haunch. The 
analysis was performed using an Expert Subroutine System 
programmed to extract key information from the Abaqus 
output result file [15]. This was implemented using the 
Caviness High-Performance Computing (HPC) cluster at the 
University of Delaware, USA. The static analysis was 
performed using Abaqus standard implicit static analysis while 
Abaqus explicit dynamic analysis was used for the dynamic 
models. 

IV. FINITE ELEMENT VALIDATION 
 

Figures 7 and 8 illustrate the maximum tensile and 
compressive stresses respectively, recorded from the field test 
and the FEA data for all girder strain gauges.  

 

 
Fig. 7.  Maximum tensile stress recorded from field test vs FEA data for all 

gauges located in the instrumented sections (G1, G2, and G3) due to the three 
passes. 

Generally, the FEA accurately reproduces the general 
trends observed in the field testing and a favorable quantitative 
comparison is obtained in most cases, especially for the gauges 
located in the bottom flanges of the instrumented sections, and 
even more so when these gauges are in tension during Passes 
#1 and #2 (for Pass #1, there is 7.7% difference between the 
FEA and field test for tensile and 10.6% for compressive 
stresses, for Pass #2, 10.5% for tensile and 14.8% for 
compressive stresses, while for Pass #3, 13.4% for tensile and 
18. 9% for compressive stresses). A weaker correlation was 

expected and achieved when comparing the compressive stress 
results since a linear elastic material with infinite tensile 
strength was used to model the concrete in tension. For the 
webs, the best overall correlation between these results was 
achieved during Pass #1 at the G2 gauge location during 
tension and compression, where the error is 8% or less. The 
overall average percentage errors are: for Pass #1, 12.43% for 
tension and 15.97% for compression, for Pass #2, 21.16% for 
tension and 23.49% for compression, and for Pass #3, 27.36% 
for tension and 31.28% for compression. 

 

 
Fig. 8.  Maximum compressive stress recorded from field test vs FEA data 

for all gauges located in the instrumented sections (G1, G2, and G3) due to the 
three passes. 

 
Fig. 9.  Field vs FEA stresses influence line for the pair of gauges located 

in the bottom flange of the instrumented section G2. 

 

Fig. 10.  Field vs FEA stresses influence line for the pair of gauges located 

in the bottom flange of the instrumented section G3. 
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Figures 9, 10 show the field results versus the FEA data for 
the bottom flange gauge positions G2 and G3 respectively in 
terms of stress versus truck position as it travels across the 
bridge. These Figures reveal that the FEA results match the 
expected trends in stress versus time as the truck travels across 
the bridge, including that the FEA also accurately captures the 
load locations that causing peak stress. It is worth mentioning 
that in Figures 9, 10, the x-axis represents the position of the 
truck as it travels over the two spans of the bridge. The value 0 
of the x-axis declares that the truck is over the left support, the 
value 0.5 indicates that the truck reaches the intermediate 
support, while the value 1 shows that the truck is over the right 
support. 

V. DYNAMIC LOAD FACTOR RESULTS 

A. Dynamic Load Factors for G1, G2, and G3 Sections 

Tables I and II illustrate the FEA maximum tensile and 
compressive stresses for different locations across the height of 
the cross-sections G1, G2, and G3 during the six Passes. 

 

TABLE I.  FEA MAXIMUM TENSILE STRESSES FOR INSTRUMENTED 

SECTIONS G1, G2, AND G3 DURING THE SIX PASSES 

FEA MAXIMUM TENSILE STRESS 

PASSES 

G
a
u

g
e 

L
o
ca

ti
o
n

 

SECTION G1 SECTION G2 SECTION G3 

BF‐‐‐‐1 

MPa 

(ksi) 

BF‐‐‐‐2 

MPa 

(ksi) 

BF‐‐‐‐1 

MPa 

(ksi) 

BF‐‐‐‐2 

MPa 

(ksi) 

BF‐‐‐‐1 

MPa 

(ksi) 

BF‐‐‐‐2 

MPa 

(ksi) 

PASS#1 

B
o
tt

o
m

 F
la

n
g

e 

7.122 9.136 3.130 3.599 9.439 8.288 

(1.033) (1.325) (0.454) (0.522) (1.369) (1.202) 

PASS#2 
6.226 5.895 2.420 2.889 7.853 6.247 

(0.903) (0.855) (0.351) (0.419) (1.139) (0.906) 

PASS#3 
5.585 4.420 1.158 1.186 6.219 5.536 

(0.810) (0.641) (0.168) (0.172) (0.902) (0.803) 

PASS#4 
9.485 11.935 3.772 4.546 10.251 9.470 

(1.376) (1.731) (0.547) (0.659) (1.487) (1.373) 

PASS#5 
8.103 7.487 2.859 3.607 8.436 7.067 

(1.175) (1.086) (0.415) (0.523) (1.224) (1.025) 

PASS#6 
7.111 5.565 1.359 1.464 6.627 6.229 

(1.031) (0.807) (0.197) (0.212) (0.961) (0.903) 

PASS#1 

W
e
b

 M
id

 

3.309 3.999 1.062 1.420 2.841 2.544 

(0.480) (0.580) (0.154) (0.206) (0.412) (0.369) 

PASS#2 
2.096 2.827 1.186 0.517 1.538 0.883 

(0.304) (0.410) (0.172) (0.075) (0.223) (0.128) 

PASS#3 
1.827 1.800 0.393 0.103 0.869 0.772 

(0.265) (0.261) (0.057) (0.015) (0.126) (0.112) 

PASS#4 
3.718 4.819 1.172 1.639 3.000 2.740 

(0.539) (0.699) (0.170) (0.238) (0.435 (0.397) 

PASS#5 
2.326 3.347 1.283 0.585 1.613 0.935 

(0.337) (0.485) (0.186) (0.085) (0.234) (0.136) 

PASS#6 
1.994 2.099 0.423 0.116 0.899 0.815 

(0.289) (0.304) (0.061) (0.017) (0.130) (0.118) 

PASS#1 

W
eb

 B
o
t 

6.853 8.184 2.576 2.792 8.523 6.722 

(0.994) (1.187) (0.374) (0.405) (1.236) (0.975) 

PASS#2 
4.343 4.978 2.033 2.196 7.342 5.060 

(0.630) (0.722) (0.295) (0.318) (1.065) (0.734) 

PASS#3 
3.934 3.502 0.869 1.091 5.473 4.477 

(0.571) (0.508) (0.126) (0.158) (0.794) (0.649) 

PASS#4 
8.722 9.972 3.050 3.257 9.131 7.628 

(1.265) (1.446) (0.442) (0.472) (1.324) (1.106) 

PASS#5 
5.393 5.985 2.374 2.716 7.773 5.638 

(0.782) (0.868) (0.344) (0.394) (1.127) (0.818) 

PASS#6 
4.848 4.166 1.012 1.342 5.746 4.961 

(0.703) (0.604) (0.147) (0.195) (0.833) (0.720) 

Figures 11 and 12 illustrate the DLF results for all gauges 
installed on G1, G2, and G3 sections, (see Figure 4), due to the 
static and dynamic passes shown in Figure 5 in terms of 
maximum tensile and compressive stresses respectively. The 
goal of this preliminary analysis is to evaluate the passes that 
produced higher DLF values. 

TABLE II.  FEA MAXIMUM COMPRESSIVE STRESSES FOR 

INSTRUMENTED SECTIONS G1, G2, AND G3 DURING THE SIX PASSES 

FEA MAXIMUM COMPRESSIVE STRESS 

PASSES 

G
a
u

g
e 

L
o
ca

ti
o

n
 

SECTION G1 SECTION G2 SECTION G3 

BF‐‐‐‐1 

MPa 

(ksi) 

BF‐‐‐‐2 

MPa 

(ksi) 

BF‐‐‐‐1 

MPa 

(ksi) 

BF‐‐‐‐2 

MPa 

(ksi) 

BF‐‐‐‐1 

MPa 

(ksi) 

BF‐‐‐‐2 

MPa 

(ksi) 

PASS#1 

B
o
tt

o
m

 F
la

n
g

e 

-2.386 -1.613 -3.937 -2.903 -1.613 -0.793 

(-0.346) (-0.234) (-0.571) (-0.421) (-0.234) (-0.115) 

PASS#2 
-0.496 -0.793 -2.882 -1.910 -1.710 -1.462 

(-0.072) (-0.115) (-0.418) (-0.277) (-0.248) (-0.212) 

PASS#3 
-0.972 -0.931 -2.434 -1.882 -1.358 -0.924 

(-0.141) (-0.135) (-0.353) (-0.273) (-0.197) (-0.134) 

PASS#4 
-3.216 -2.207 -4.696 -3.653 -1.797 -0.911 

(-0.466) (-0.320) (-0.681) (-0.530) (-0.261) (-0.132) 

PASS#5 
-0.656 -1.065 -3.374 -2.379 -1.870 -1.645 

(-0.095) (-0.155) (-0.489) (-0.345) (-0.271) (-0.239) 

PASS#6 
-1.278 -1.243 -2.795 -2.300 -1.461 -1.028 

(-0.185) (-0.180) (-0.405) (-0.334) (-0.212) (-0.149) 

PASS#1 

W
e
b

 M
id

 
3.309 -1.069 -1.351 -0.683 -1.145 -1.007 

(-0.106) (-0.155) (-0.196) (-0.099) (-0.166) (-0.146) 

PASS#2 
-0.662 -0.752 -0.572 -0.627 -0.814 -0.958 

(-0.096) (-0.109) (-0.083) (-0.091) (-0.118) (-0.139) 

PASS#3 
-0.614 -0.131 -0.510 -0.696 -0.641 -0.407 

(-0.089) (-0.019) (-0.074) (-0.101) (-0.093) (-0.059) 

PASS#4 
-0.857 -1.314 -1.535 -0.813 -1.207 -1.134 

(-0.124) (-0.191) (-0.223) (-0.118) (-0.175) (-0.165) 

PASS#5 
-0.771 -0.917 -0.642 -0.742 -0.851 -1.076 

(-0.112) (-0.133) (-0.093) (-0.108) (-0.123) (-0.156) 

PASS#6 
-0.702 -0.157 -0.562 -0.816 -0.665 -0.455 

(-0.102) (-0.023) (-0.081) (-0.118) (-0.096) (-0.066) 

PASS#1 

W
e
b

 B
o
t 

6.853 -1.210 -3.240 -2.090 -1.457 -0.643 

(-0.251) (-0.176) (-0.470) (-0.303) (-0.211) (-0.093) 

PASS#2 
-0.766 -0.670 -2.421 -1.451 -0.816 -1.184 

(-0.111) (-0.097) (-0.351) (-0.211) (-0.118) (-0.172) 

PASS#3 
-1.311 -0.618 -1.825 -1.732 -1.195 -0.497 

(-0.190) (-0.090) (-0.265) (-0.251) (-0.173) (-0.072) 

PASS#4 
-2.235 -1.594 -3.845 -2.531 -1.507 -0.727 

(-0.324) (-0.231) (-0.558) (-0.367) (-0.219) (-0.105) 

PASS#5 
-0.968 -0.871 -2.807 -1.726 -0.820 -1.305 

(-0.140) (-0.126) (-0.407) (-0.250) (-0.119) (-0.189) 

PASS#6 
-1.637 -0.791 -2.090 -2.006 -1.166 -0.540 

(-0.237) (-0.115) (-0.303) (-0.291) (-0.169) (-0.078) 
 

 

In general, both Figures 11 and 12 revealed that the ratio 
between Pass#4 (dynamic) and Pass#1 (static), generates the 
higher dynamic responses compared to the other passes in 
terms of DLF. This suggests that the ideal use of the model is 
when the load is placed as close to the girder of interest as 
possible (instrumented section), which also has the benefit of 
producing the highest stresses in the member of interest. The 
average DLF value for the spots investigated in the web’s 
middle region is 1.10, while 1.17 and 1.21 are the DLFs for the 
web’s bottom region and the spots at the bottom flange cross-
section respectively. In Figures 11-12, the data series titled 

"AASHTO LRFD" refer to the value of 1.33 (DLA=0.33 ⇒ 
DLF=1+DLA=1.33), used by AASHTO LRFD specifications. 
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DLF of 1.25 and 1.4 was used for the data series "BS5400" and 
"OHBDC" respectively. The series titled "AASHTO (US13)" 
refers to the output of (3) using US13 Bridge span Length. 

B. Dynamic Load Factors for Girder Cross-Sections 

Adjacent to Cross-Frames Located at Girder#4 

The preliminary investigation revealed that Passes #1 and 
#4 result in higher values of DLF especially for the gauges 
located at the bottom flange section of the instrumented girder 
(Girder #4).  

 

 
Fig. 11.  FEA dynamic load factor values for instrumented sections G1, G2, 

and G3 in terms of tensile stresses. 

 
Fig. 12.  FEA dynamic load factor values for instrumented sections G1, G2, 

and G3 in terms of compressive stresses 

 
Fig. 13.  FEA maximum tensile stresses for BF-1 and BF-2 locations at 

girder cross-sections adjacent to cross-frames connected to Girder #4 due to 
truck Pass#1 and Pass#4. 

 

Fig. 14.  FEA maximum compressive stresses for BF-1 and BF-2 locations 

at girder cross-sections adjacent to cross-frames connected to Girder #4 due to 

truck Pass#1 and Pass#4. 

 
Fig. 15.  FEA dynamic load factor variation along the bottom flange of 

Girder #4 in terms of maximum tensile stresses. 

 

Fig. 16.  FEA dynamic load factor variation along the bottom flange of 

Girder #4 in terms of maximum compressive stresses. 

In Figures 13-16, the symbols BRG-W, and BRG-E refer to 
the west and east bridge expansion bearing supports, and PIER, 
refer to the pier fixed bearing support, while CF#, refer to the 
cross-frame adjacent to the girder#4 cross-section (see Figure 
3). Figures 15 and 16 show the DLF variation along the bottom 
flange of Girder #4. The higher DLF values are concentrated 
near the skew support regions (abutments). This is 
hypothesized as being due to the skew bridge support regions, 
which are subjected to significant torsional and lateral moments 
due to the interaction effect of both the bracing system and the 
moving loads. It is hypothesized that the dynamic responses of 
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the bridge exacerbate these effects. The average DLF values for 
the abutments skew support regions are 1.25 in tension and 
1.27 in compression, and for the pier skew support region 1.16 
in tension and 1.22 in compression, while for the non-skew 
middle region they are 1.15 in tension and 1.18 in compression. 

VI. CASE STUDY 

 

This case study is implemented in order to investigate the 
effect of different arrangements of bracing systems on the 

bridge dynamic response and thus on DLF values. Figure 17 
represents the US13 Bridge but with staggered cross-frames 
configuration keeping the other components of the bridge the 
same as in the real bridge. Sections G1, G2, and G3 in addition 
to cross-frames CF1, CF8, CF15, CF16, and CF17 are selected 
to compare the DLF results for perpendicular vs staggered 
cross-frames configuration of the US13 Bridge. These sections 
(bottom flange sections) are selected since they are matching in 
locations in perpendicular and staggered bracing systems of 
US13 Bridge as shown in Figures 5 and 17 respectively. 

 
Fig. 17.  US13 Bridge with staggered cross-frames configuration. 

 

Fig. 18.  FEA perpendicular vs staggered DLFs for selected sections along 

the bottom flange of Girder #4 in terms of maximum tensile stresses. 

 
Fig. 19.  FEA perpendicular vs staggered DLFs for selected sections along 

the bottom flange of Girder #4 in terms of maximum compressive stresses. 

Figures 18 and 19 show the comparison of the DLF results 
for both cases. The comparisons indicate a slight difference 
between the DLFs results of both perpendicular and staggered 
cross-frames configurations within this range of bridge length 
and skew angle. For the selected cross-frames, the average 
DLF values in tensions are 1.25 for perpendicular bracing and 
1.26 for staggered bracing, while in compression the average 
values are 1.26 and 1.28 for perpendicular and staggered 
bracing respectively. 

VII. CONCLUSION 

Field testing data of different passes of a weighed load 
vehicle were used to validate a full-scale 3D FEA model of a 
highly skewed steel girder bridge, created with the FEA 
software ABAQUS/CAE. The results include the maximum 
tension and compression stresses resulting from static and 
dynamic travel speeds along the length of the most-heavily 
loaded girder. These are used to calculate DLF and are 
compared with the code provisions for DLF. The results of this 
study lead to the following conclusions: 

• The DLF is highly variable throughout the length of the 
girder and the results indicate that the DLF from the 
compressive stresses of the skewed continuous bridge is 
larger than those for tensile stresses. The average value for 
all cross-frames DLF in tension is 1.19 and in compression 
is 1.23. 

• The DLF used in the current practice codes is intended for 
the design of new bridges and the case of in-service 
bridges. This shows that most codes of practice are 
appropriately conservative in the regions of the girder that 
would govern the flexural design. However, the DLF 
sometimes exceeds the code-recommended values in the 
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vicinity of skewed supports. The discrepancy of the DLF, in 
the west abutment skew support region, exceeds by 13% 
and 16% the values determined by [2] for tension and 
compression stresses respectively, while in comparison to 
[8] the differences reach 6% and 8%, respectively.  

According to the review of the widely used codes of 
practice, it can be concluded that the specifications related to 
DLF vary significantly, indicating that there is no unanimity for 
the evaluation of DLF. Also, only a few parameters are adopted 
in the expression of DLF, such as bridge span length in [2-4], 
bridge natural frequency [5, 6], and traffic load models in [7, 
8]. The outputs of this study were based on the numerical 
models on a skew continuous girder bridge with specific span 
length and skew. More diverse numerical investigations or field 
testing of bridges with a wider range of both span lengths and 
skewness are suggested to draw a more comprehensive 
perspective on the general dynamic behavior of the skewed 
continuous and simple span bridges. Also, more studies are 
needed in order to evaluate the effect of skewness and bracing 
system configurations (e.g. perpendicular, parallel, and 
staggered) on the bridge dynamic responses. 
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Abstract-This paper proposes an algorithm to generate the 

reference trajectory based on recurrent neural networks for an 
excavator arm working in a dynamic environment. Firstly, the 

dynamic of the plant which includes the tracking controller, the 

arm, and the pile is appropriated by a recurrent neural network. 

Next, the recurrent neural network combined with a Model 

Reference Adaptive Controller (MRAC) is used to calculate the 

reference trajectory for the system. In this paper, the generated 

trajectory is changed depending on the variation of the pile to 

maximize the dug weight. This algorithm is simple but effective 

because it only needs information about the weight at each duty 

cycle of the excavator. The efficiency of the overall system is 

verified through simulations. The results show that the proposed 

scheme gives a good performance, i.e. the dug weight always 

remains at the desired value (nominal load) as the pile changes its 
shape during working time. 

Keywords-adaptive controller; excavator arm;neural network; 

path planning; uncertainties 

I. INTRODUCTION  

The automatic control of an excavator system is a major 
issue in the field of excavator research [1, 2]. By unmanned 
operation, the excavator systems not only keep the workers safe 
but also increase efficiency. However, in order to finish the 
task without an operator, the trajectory should be designed 
carefully. Thus, many researches on creating the trajectory for 
the general manipulator and the excavator have been published. 
In [3, 4], the 3D trajectory is built by using the information 
from sensors, cameras, and scanners. The advantage of these 
types of feedback signals is that they can track the change of 
the working environment. However, if the working 
environment lacks light or is dusty, the reliability of the 
obtained imagines can be reduced. In [5], a laser scanner is 
used to get the shape of the pile. From this information, the 
model of the pile is built and divided into small layers. The 
local path is designed according to these layers before creating 

the global path. In [6], the integrated physics-based model is 
presented for a mobile excavator. In this work, the current 
position of the excavator arm is returned to the control system 
to predict the trajectory for the next cycle. In [7, 8], a neural 
network is used to calculate the optimal trajectory for the 
excavator arm. However, these trajectories only work well in 
static environments. In [9], excavation trajectories are 
generated using the velocity and the acceleration of each 
hydraulic cylinder. The generated trajectories are optimal and 
stable but the velocity and the acceleration are difficult to 
measure. In [10], with the purpose of optimizing the efficiency 
for a semi-automated or fully automated excavator system, the 
trajectory is classified into 4 categories based on the location 
and the angle of the bucket. From these 4 trajectory types, the 
operator or the automatic controller will make a suitable 
decision as the environment changes. The problem of optimal 
working time and torque motion of the excavator in 
consideration with the boundary of the actuator’s ability is the 
role of path planning [11]. In this scheme, the trajectory is 
planned based on B-spline technique using information about 
soil parameters and system dynamics.  

Neural networks are known as a good way of dealing with 
path planning problems. In [12-14], neural networks are used to 
generate collision-free trajectories for robots. In [12], the robot 
works in a dynamic environment with U-shaped and varying 
obstacles. The reference trajectory of the robot is generated by 
using a topologically organized neural network. In this 
network, the dynamic of each neuron is characterized by a 
shunting equation. The same neural network topology is used 
in [13] for a multirobot system with moving obstacles. The 
trajectory planning for the manipulator robot based on a neural 
network model of the harmonic function is introduced in [14]. 
Trajectories are built based on neural networks to optimize the 
jerk in [15] or the working time in [16]. Neural networks are 
used in the field of path planning with many different purposes 
[17-19]. 

Corresponding author: Nga Thi-Thuy Vu



Engineering, Technology and Applied Science Research Vol. 11, No. 3, 2021, 7088-7093 7089 
 

www.etasr.com Vu et al.: Recurrent Neural Network-based Path Planning for an Excavator Arm under Varying … 

 

In this paper, an algorithm based on neural networks is 
proposed for an excavator arm working in a dynamic 
environment. The dynamic model of the inner loop which 
includes the tracking controller, the excavator arm, and the pile 
is approximated by a neural network. A second, Recurrent 
Neural Network (RNN) combined with the Model Reference 
Adaptive Controller (MRAC) algorithm is used to calculate the 
reference trajectory for the system. By this combination, the 
calculated trajectory can be adjusted after each duty cycle to 
adapt with the change of the pile and the dug weight remains 
around the nominal value despite the reduction of the pile. The 
effectiveness of the overall system is verified through 
simulations. The contributions of the proposed algorithm are 
concluded as: 

• It can work in a dynamic environment, something that is 
restricted in [8]. 

• The dug weight remains in an acceptable range during the 
digging process although the material is reducing. 

The proposed scheme uses only the feedback signal from 
the weight sensor to generate the path. This is more reliable 
than cameras or scanners [3-5] and it is easier to measure than 
velocity and acceleration [9].  

II. PROBLEM DESCRIPTION 

In order to maximize the efficiency of the excavator, one of 
the requirements is that during the digging process, the dug 
mass at each time must be maintained in a given acceptable 
range. However, the shape of the pile is changing while the 
excavator is digging up the material. Therefore, if the trajectory 
of the excavator remains the same and the dug stack declines 
over each period of the process, the requirement will not be 
guaranteed. Hence, the excavator driver has to observe the 
excavated weight and trajectories in the previous digging to 
choose an appropriate trajectory next time with an expectation 
that the mass in the next period will be acceptable. A trajectory 
generator based on this structure is proposed to replace the 
excavator driver, which will completely automate the digging 
process. Before going to solve the described problem, the 
following assumptions are made: 

• The pile lies above the ground and has a triangular shape as 
shown in Figure 1. 

• After a digging cycle, the material on the top of the pile will 
lie down and fill in the space that was taken, so the pile will 
maintain the triangular shape with a different slope. 

• The dug weight in each period is limited by the volume of 
the bucket. 

• The trajectory in each period is represented by a set of 
parameters. 

The task of the trajectory generator is to observe the weight 
and the trajectory’s parameters in the previous period in order 
to adjust suitably the trajectory parameters in the next one. In 
order to execute the algorithm, the excavator’s trajectory has a 
parabolic shape, however, in fact, the excavator’s trajectory 
often has a more complex shape due to many practical 
conditions. The parabolic shape is described by: 

( )
2

4

x h
y K

p

−
− =     (1) 

where K, h and p are scalars. In this work, we have just change 
the parameter h, which corresponds to the coordinate of the 
vertex on the horizontal axis. Therefore, each trajectory will be 
represented by a single value h.  

 

 

Fig. 1.  The shape of the hypothetical pile model. 

The block diagram of the overall system is illustrated in 
Figure 2. It can be seen that the desired trajectory which is 
generated by the module is denoted as q*. The desired 
trajectory is a reference for the excavator controller, and the 
output of the excavator is q, which affects the dug weight. If 
the tracking controller has a good performance, the equivalent 
model of the controller and the excavator can be viewed as a 
dynamic model which has a static gain of one. In this paper, the 
equivalent model is considered as a first order system as 
follows: 

1
( )

5 1
G s

s
=

+
    (2) 

This means that the trajectory error reduces exponentially 
over time. 

 

 
Fig. 2.  Block diagram of the overall system. 

III. ALGORITHM FOR GENERATING THE REFERENCE 

TRAJECTORY 

In fact, one does not have complete information about the 
dynamics of the pile. Therefore, a decision on the appropriate 
trajectory can only be done in practice by observing the pile’s 
response in accordance with the trajectories that the excavator 
made. Hence, the pile can be considered as a black box, and 
designing a controller for a black box leads to the idea of the 
neural network-based MRAC. The control structure of the 
neural-network based MRAC can be seen in Figure 3. In this 
Figure, the trajectory generator block can be seen as a 
controller of the outer loop. This controller is responsible for 
keeping the dug weight within the specific range as the shape 
of the pile changes. 
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Fig. 3.  Control structure of neural network-based MRAC. 

This is an offline process, the first step of the design is 
identifying the plant with the usage of neural network, and the 
next step is creating a neural network-based controller 
according to the identified plant in the previous step. Note that, 
the plant now contains the pile, the excavator, and the tracking 
controller. The input of the plant is the desired trajectory q*, 
whereas the practical trajectory created by the excavator is q 
because of the control error which should affect the dug 
weight. Then, the robot excavates the pile with the trajectory q 
and obtains a weight m. In the identification problem, because 
the user concerns only about the dug weight after each time the 
excavator finishes, the object can be viewed as a discrete-time 
system. A discrete-time system can be described as: 

* *

1( ,..., , ,..., )
u yk k k n k k nm f q q m m− − −=     (3) 

Discrete-time system identification can be carried out by 
using a nonlinear autoregressive network with exogenous 
inputs denoted as NARX. The NARX’s architecture is 
illustrated in Figure 4, where the input and feedback output of 
the network pass through the Tapped-Delay-Lines (TDLs) 
which make up the dynamics of the network. 

 

 
Fig. 4.  Parallel and series-parallel architectures of the NARX network. 

A feature that makes the NARX become regularly usable in 
identification problems is that it has only a feedback from the 
network’s output. Therefore, in the training process, one can 
remove this feedback and consider the feedback output as a 
second input to the network. The opened architecture, referred 
as a series-parallel architecture (Figure 4), is used in one-step-
ahead prediction. The training process of the opened network is 
much simpler than that of the closed network, because one can 
utilize the traditional back-propagation algorithm for the 

opened network training. After the opened-network training 
process is completed, the network can predict one-step ahead, 
however the objective is to identify the system, which means 
that the network can make a multi-step-ahead prediction. 
Therefore, the performance of the closed network is often not 
good enough. Hence, one should continue training the closed 
network based on the opened network. However, training a 
closed network can still confront the problem of gradient 
vanishing, which is a well-known problem in the training of 
RNNs. Thus, the original training set is divided into subsets 
which have a smaller size. The network is trained with these 
subsets. When the training process with these subsets is over, 
the size of each subset is increased by a small number, and the 
training restarts with the new bigger subset. These steps are 
repeated until the size of the subset becomes equal with the size 
of the original training set. The algorithm is shown in Figure 5, 
which begins with the size of each subset equal to the 
maximum number of delays (MD) in the TDL of the network 
plus one that is equivalent to the training opened network. In 
Figure 5, MD is the Maximum number of Delays of both 
input’s TDL and feedback output’s TDL. Q, c, n are the length 
of the original batch, the length of the mini batch, and the 
number of subsets’ respectively, x is the network’s parameters, 
eik represents the error which corresponds with the k

th element 
of the ith subset, li(x) is the squared error which corresponds to 
the i

th
 subset, L(x) is the loss function which is the Mean 

Square Error of the original batch.  

 

 
Fig. 5.  Training algorithm of the closed network. 

Note that each adjacent subset has some similar elements, 
with size equivalent to MD in the TDL. These elements are 
used as the initial conditions for the network. To guarantee that 
the objective function includes all elements in the original 
training batch, a subset is created to overlap the adjacent one. 
Once the closed network has finished training, we will create 
the controller network based on the object network. To train the 
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controller network, the whole structure that contains the plant 
network and the controller network must be considered as a 
major network. Then, this network is used to approximate the 
given reference model. However, during the training process, 
only the controller network’s parameters are adjusted in order 
to optimize the objective function, while the object network’s 
parameters are kept unchanged. The well-known back-
propagation algorithm is used to train the major network, the 
error between reference model’s output and this network’s 
output back-propagates through layers of the network, and the 
controller network’s parameters are updated. 

IV. NETWORK TRAINING AND SIMULATION 

A. Plant Network 

Neural networks are known as a powerful technique to 
model a system with a mathematical model unknown or 
difficult to build [20, 21]. In this section, a neural network is 
used to model the plant which consists of the pile, the 
excavator, and the tracking controller. The first step of training 
the plant network is collecting data from the object. The 
performance of the network depends significantly on the way 
the data cover and describe the operating range of the object. In 
system identification problems, the data are often obtained by 
generating the input signal in the form of a sequence of step 
functions that have random durations and amplitudes. In this 
case, the reference input signal is produced with a random 
amplitude within the intervals [0.3, 0.5] and [0.5, 0.8] in the 
first 100 and the next 100 steps respectively. The duration of 
each step function is d∈[1, 10]. The main reason is that the 
collected data need to cover the operation range of the object. 
In the first 100 steps, because the size of the pile is still large, 
one should use a trajectory with small h. In contrast, in the next 
100 steps, because a large amount of the pile is already taken, 
one needs to shift the range of the trajectory deep inside the 
pile with the expectation that the excavated weight is still 
acceptable. This signal is applied to the plant, then the plant’s 
output is collected. The obtained data are shown in Figure 6. 

 

 
Fig. 6.  A mini batch of the training data for the plant network. 

Note that there are 40 mini batches whose length is 200 
samples, however Figure 6 only shows an instance of the mini 
batches. Before training, the input data are normalized in the 
range [-1, 1]. Note that h is the representation of the desired 
trajectory, the control error in the controlling robot affects the 
practical trajectory, so the dug weight could not be the same as 
expected. In this case, the collected data include this control 
error. When the training data are available, the plant network 
can be designed. This network is illustrated in Figure 7. The 

input of the network passes through a 0:1 TDL. The TDL of the 
input has a current element (zero delay) due to the pile feature. 
When one adjusts the excavator’s trajectory, the dug weight 
immediately changes depending on the shift of the trajectory, 
therefore the current component is added to demonstrate this 
feature. The TDL of network’s feedback output is 1:5. The 
Bayesian regularization algorithm is used for training. The 
training result is shown in Figure 8. Then, the network is tested 
with the testing data. The test result is illustrated in Figure 9. 

 

 
Fig. 7.  Plant network’s architecture. 

 
Fig. 8.  Training result of the plant network. 

 
Fig. 9.  Testing result of the plant network. 

B. Controller Network 

First of all, one must choose an appropriate reference 
model. Note that the plant network is of the 5th order, thus, a 
fifth-order dead-beat system is utilized as a reference model. 
The transfer function of the chosen reference model is: 

1 2 3 4 5
5 4 3 2

( )
15

z z z z z
Gm z

− − − − −
+ + + +

=     (4) 

The next step is collecting data from the reference model 
for the controller training set. The training data for the 
controller is demonstrated in Figure 10. The left side in Figure 
10 shows the input data of the training set. The right side shows 
the response of the reference model. Note that the initial value 
of the reference model’s output is the limited dug weight, this 
means that the dug weight can reach the maximum value in the 
first period. It can be seen that although the controller only 
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operates with unit set-point, the input has different values that 
range from 0.4 to 1. The reason is that the controller has to 
work with different states of the object, so this type of input 
helps training the controller with practical states of the object, 
e.g. the controller can be trained to give a suitable trajectory 
that will help the dug weight increase from 0.5, which is its 
current value, to the desired value of 1. The training data have 
8 mini batches, each mini batch having a length of 90 samples. 
Figure 10 illustrates an example of the total training set. The 
major neural network’s architecture, which includes the plant 
network and the controller network, is shown in Figure 11. The 
transfer function of the output layer of the controller is the 
tansig function, which means that the output of the controller is 
within the range from -1 to 1 which is equal to the normalized 
input range of the plant network. 

 

 
Fig. 10.  Training data of the controller network. 

 
Fig. 11.  Major network’s architecture. 

 
Fig. 12.  Training result of the major network. 

The used training algorithm is the Bayesian regularization. 
Figure 12 describes the training result of the major network. It 
can be seen that the training error is very small, therefore the 
controller can be tested on the practical object.  

C. Stability Analysis 

The system contains a plant neural network and a controller 
neural network. It is a five-layer discrete-time RNN. To 
analyze the stability of the RNN, there are several stability 
criteria [22-25]. In this case, the stability criteria from [22] 

were applied. To do so, the recurrent neural network will be put 
in the standard form as: 

x(k+1) = f(W^1x(k)+W^2x(k+1)+b)    (5) 

where x(k) is defined as a vector of layers' output in the past 
(such as a^1(k-1), a^2(k-1), a^2(k-2), a^2(k-3) ..., where a^i is 
the output of layer i, i=1,2…5), W^1 and W^2 are the weight 
matrices of layer 1 and 2. The size of the state vector is 41 in 
this case. We did obtain the matrices W^1 and W^2, b and f, but 
the upper bound and lower bound matrices for the function 
vector f(41×1) must be found as the requirement of the stability 
criteria in [20]. This leads to the problem that the equilibrium 
point of the system in (5) must be determined. It is not easy to 
find the equilibrium point in this case because its size is 41 and 
the function vector includes nonlinear functions such as the 
tansig. Thus, in this work the stability of the system is verified 
through simulations. 

D. Simulation Results 

In order to verify the effectiveness of the proposed scheme, 
simulations are done in Matlab/Simulink. In the simulations, 
the initial path of the arm is set so that the dug mass is 0.4. The 
trajectory generator should calculate the reference trajectory for 
the plant to meet the requirement. The dug weight desired 
value is tracked during working time despite the change of the 
pile. Figure 13(a) shows the change of the pile during working 
time. Initially, the slope of the pile is about 62 degrees. 
Because of the digging, this slope will decrease gradually and 
reach the value of 46 degrees at the 42th step. Figure 13(b) 
shows the values of h for each step. The initial value of h is set 
at -0.9 and after 50 steps its value is 0.8. Corresponding with 
these 50 values of h, 50 trajectories will be generated to adapt 
to the change of the pile.  

 

 
(a)        (b) 

Fig. 13.  The change of system during working time. (a) θ, (b) h. 

 
Fig. 14.  The dug weight response during working time. 
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Figure 14 illustrates the dug weight response of the system 
during working time. In the first step, the excavator works with 
the given trajectory and the dug weight is 0.4. The information 
about the trajectory and the weight will be given to the 
controller to calculate the reference trajectory for the next step. 
After 5 steps, the dug weight accomplishes the desired value 
and remains at this state during the working time despite the 
change of the pile. 

V. CONCLUSION 

A simple but efficient algorithm has been proposed to 
design the reference trajectory for an excavator arm in a 
dynamic environment. The model of the tracking controller, the 
arm, and the pile is approximated, at first by an RNN. A second 
RNN combined with the MRAC algorithm is used to calculate 
the reference trajectory of the system. By this combination, the 
calculated trajectory can be adjusted after each duty cycle to 
adapt with the change of the pile so that the dug weight remains 
around the nominal value despite the reduction of the pile. The 
effectiveness of the overall system was verified through 
simulations. The results show that the proposed scheme gives a 
good performance, i.e. the dug weight always tracks the 
nominal value as the pile changes its shape during working 
time. 
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Abstract—Predicting the behavior of concrete in a Concrete-

Filled Steel Tubular (CFST) column is challenging due to the 

sensitivity to input parameters such as the size of the cross-

section, the material modeling, and the boundary conditions. The 

present paper proposes a new modified finite element model to 

predict the behavior and strength of a CFST subjected to axial 
compression. The development is based on the concrete damaged 

plasticity model, with its stress-strain relationship revised from 

the available model. The predicted accuracy of the modified 

model is verified via a wide range of experimental tests. The 

proposed model has more accuracy than the available models in 

predicting the ultimate compression strength. The results show 
good agreement with the test data, allowing its use in modeling 
CFST columns. 

Keywords-CFST columns; axial compression; finite element 

modeling; stress-strain relationship; steel; concrete   

I. INTRODUCTION  

Concrete-Filled Steel Tubular (CFST) columns are widely 
used in modern constructions. Many studies have been 
conducted in order to understand the behavior of these 
composite columns, either experimental [1, 2] or analytical [3, 
4]. Based on the outcomes from these investigations, different 
guidelines and codes have been published for the design 
procedure [5, 6]. CFST columns combined with steel-framed 
structures [7, 8] form very powerful structures. Authors in [9] 
used fiber reinforced polymer tubes filled with recycled 
materials and concrete for pile foundations. Using Finite 
Element (FE) models has become a popular technique to model 
CFST via software such as ANSYS and ABAQUS. This 
approach can model the interaction between concrete core and 
steel tube accurately. In this study, the FE software ABAQUS 
is used to FE model CFST. Recently, authors in [10] studied 
the influence of geometric and material properties on the 
behavior of the Concrete-Filled Double Skin Steel Tube 

(CFDST) member with M16 studs under bending. The material 
model is an input parameter that is mainly affected by the 
behavior of CFST. Several concrete and steel stress-strain � − � models have been developed [11-16]. Almost all models 
are developed from experimental data based on regression 
analysis. Authors in [17, 18] proposed FE modeling for 
analyzing box and circular CFST columns. Authors in [16] 
developed a simplified model to calculate the capacity of the 
cross-section and the axial force via the load-deformation � − �  curve based on 50 test data of Self-Consolidating 
Concrete (SCC) filled Hollow Structural Steel (HSS) stub 
columns. Similarly, authors in [14, 15] proposed a simple and 
effective model for CFST subjected to extreme loadings. In 
[11], the steel � − �  relationship was revised based on the 
available models by [19]. In the present study, the concrete � − � curve developed in [12] is revised via the modification of 
the plateau branch to represent the actual behavior of the 
material.  

This paper aims to develop an FE model of circular CFST 
columns under axial compression loading. A modified � − � 
model is proposed for the concrete material. The purpose of 
this study is to improve the accuracy of the FE model using 
ABAQUS. The accuracy and effectiveness of the new model 
are verified against the test data from [3, 20]. In the future, 
focus may be given to the behavior of CFST with steel fiber 
reinforcement [21], concrete using fly ash [22], or concrete 
with cement paste including silica oxide nanoparticles. 

II. DEVELOPMENT OF THE MATERIAL MODELS 

A. Steel Material Model 

In this study, the material model proposed in [19] is 
adopted for the characteristics of the stress-strain curves, as 
illustrated in Figure 1. The relationship of � − �  can be 
expressed as follows: 

Corresponding author: Phu-Cuong Nguyen
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    (1) 

where 
� is Young’s modulus of steel, ��  is the yield strength 

corresponding to the yield strain �� � ���� , ��  is the ultimate 

strength corresponding to the ultimate strain �� ,  !  is the 
hardening exponent that can be calculated as: 

! � 
� � ��� ����� ��� �    (2) 
where 
�  is the initial elastic modulus at the onset of strain 
hardening, and can be taken as 0.02Es. Yield strain ��  and 

ultimate strain ��  can be expressed based on the range of yield 
strength ��  which is 200MPa-800MPa: 

ε# � $ 15 � �� ��  300(15 − 0.018��� − 300�+ � �� �� � 300    (3) 
ε, � $ 100 � �� ��  300(100 − 0.15��� − 300�+ � �� �� � 300    (4) 

 

 
Fig. 1.  Constitutive model of steel. 

B. Concrete Material Model 

Characteristics of stress-strain curves for concrete have 
been studied in [1, 24]. Most researchers focused on the 
development of a � − �  model based on the experimental 
results. For example, in [25], � − � cuves for the fiber model of 
concrete have been developed to predict the monotonic and 
cyclic force-deformation behavior of CFST columns. Similar 
studies have been performed in [2, 26]. In these works, 
empirical models were proposed for the strain-softening 
response for CFST. In this paper, the damaged plasticity model 
of concrete material is utilized. This model is available in 
ABAQUS and can be easily used by defining some key 
material parameters. These factors are calibrated and verified 
with the extensive test results of [27-29] and they are briefly 
introduced as follows: 

Young’s modulus of concrete is predicted based on the 
concrete strength -�./0 [30]: 


. � 47003�4′     (5) 
According to [31], the ratio of compressive strength under 

biaxial loading to the uniaxial compressive strength -�67/�./0 is 
obtained based on the available data in the literature as follows: 

�9:�;< � 1.5 � -�./0�7.7=>    (6) 
The fracture energy -?@0  that is defined as the tensile 

softening response beyond the failure stress, depends on the 
maximum coarse aggregate size -ABCD) and concrete strength -�./0. The following equation can be deduced to determine ?@  
[32, 33]: 

?@ � -0.0469 � AGHIJ − 0.5 � ABCD K 260 M�;<N7O7.=
    (7) 

Authors in [29] stated that the compressive meridian -P.0 
that is used to determine the yield surface of the material 
model, varied in the range from 0.5 to 1, and it is expressed as 
a function of equibiaxial concrete strength -�670 and concrete 
strength -�./0 [34]: 

P. � >.>��9:3��4′ K5��Q0    (8) 
The dilation angle -ψ0 factor is used to define the plastic 

flow potential. This parameter is affected by the confining 
stress and plastic deformation of the material [27]. The factor ψ 
is determined as the function of the confinement factor -R.0 
based on regression analysis [1]: 

ψ � $56.3 � -1 − R.0 R.  0.5
6.672SM T.UU.VUWX;O R. Y 0.5    (9) 

in which the confinement factor is calculated as: R. � Z���//Z.�./, where Z� and Z. are the cross-sections of the 
steel tube and concrete respectively. 

For the strain hardening–softening rule, authors in [12] 
proposed a � − � curve for confined concrete through the tests. 
This model is revised in the present paper. The details of the 
proposed model are described below. 

C. The Proposed Stress-Strain Relationship for Concrete 

The � − � model developed in [12] is modified to describe 
the effective � − �  relationship of confined concrete by the 
steel tube, as illustrated in Figure 2. The model includes three 
main stages, corresponding to ascending branch (OA), plateau 
branch (AB), and descending branch (BC). The initial stage 
OA is described as follows: 

[�;< � C\]6\^
N]-C�J0\]-6]N0\^ if	0 b �  �.7    (10) 

where 
CO

X
ε

ε
= , c and Q are factors that are defined in (11): 

c � �;�;:�;< , Q � -C�N0^
7.>> − 1    (11) 
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The parameter �.7 of the unconfined concrete is expressed 
based on the regression analysis of over 100 test data from 17 
references [35], in which the uniaxial compressive strength �./ 
ranges from 10 to 100MPa: 

( )' 7

0
0.00076 0.626 4.33 10

c c
fε

−

= + − ×     (12) 

 

  
Fig. 2.  The constitutive model of confined concrete. 

The ultimate strain εcc  of the confined concrete is 
expressed using the model of [12]. In this model, εcc depends 
on the compressive strength �./ , and confining stress at the 
point B, �e: 

�;;�;: � Sf  

	g � -2.9224 − 0.00367 � �./0 M�h�;< O7.iNJj]7.77J��;<
    (13) 

It is worth mentioning that the confining stress only 
happens before and after the yielding location of the material. 
In this study, the confining stress of the circular column is 
determined based on the regression analysis as follows: 

�e � N]7.7iJj���
k:.:^l^�mn     (14) 

The constant value of confining stress �e  remains from �.7 
to �../  corresponding to the plateau branch (AB) that represents 
the increment of the peak strain of the concrete due to 
confinement. For the last stage of the concrete model (BC), the 
model of [36] is used, which is expressed as follows: 

σ � �pq K -�./ − �pq0 � exp u− M���;;v Owx 				y�	� Y �..     (15) 
where �pq  is the residual stress [1] and z  and {  are factors 
determining the shape of the softening stage. The parameter { 
can be taken as 1.2 [1], and z is calculated as follows: 

z � 0.04 − 7.7i|N]qV.:}X;~�.U�    (16) 
III. NUMERICAL MODELING 

A. Finite Element Modeling 

The current paper used the available model developed in 
[37]. The diameter and length of the CFST are 300mm and 

900mm respectively. The thickness of the steel tube is 3.2mm. 
Concrete with 27.2MPa compressive strength and 0.351 of 
ultimate strain is assigned for the concrete core, while steel 
with yield strength of 232MPa is assigned for the steel tube. 

 

(a) 

 

(b) 

 

Fig. 3.  Modeling of a CFST column. (a) Axisymmetric model, (b) full 3D 

model. 

The finite element model of Figure 3 is developed in 
ABAQUS. The steel tube and concrete are simulated by a 4-
node bilinear element with reduced integration with hourglass 
control (CAX4R). The mesh size of each element ranges from 
D/20 to D/10 which can provide accurate simulation. For the 
interaction between the steel tube and the concrete core, the 
surface-to-surface contact with Hard contact condition is used 
to model linear behavior, and the Column friction model is used 
to simulate the nonlinear behavior with a coefficient of 0.6 [3]. 
For boundary condition, the bottom surfaces are assumed to be 
fully fixed against all degrees of freedom. The incremental load 
is applied on the top of the column using the displacement 
control method to solve. 
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B. Effect of the Mesh Size on Finite Element Analysis 

The accuracy and required computing time of the FE model 
are investigated in this section. Different meshing approaches, 
including the axisymmetric model and 3D model, are 
generated. Figure 4 illustrates the stress distribution from each 
model under the axial force. It can be seen that there is no 
obvious effect on the predicted Von Mises stress for the CFST 
column. For better consideration, the axial load-strain -� − �0 
relationship is obtained, as shown in Figure 5. The predicted 
responses from the two meshing approaches are almost the 
same as those from the experiment-tested CU-070 [20]. An 
important finding is that the computational time in the 
axisymmetric model is only 22sec which is less by a factor of 
20 when compared to the 3D model. It can be concluded that 
the FE axisymmetric model can give accurate and efficient 
computation. 

 

 
(a)  

(b) 

Fig. 4.  Stress distribution of different models. (a) Axisymmetric model, 

(b) full 3D model. 

  
Fig. 5.  Influence of the meshing and element types. 

IV. VERIFICATION AND DISCUSSION 

A. Ultimate Strength 

The data of 663 circular CFST columns from the previous 
studies are selected for validation. The ultimate strength �� is 
defined as the peak load of the � − � curve. In this paper, the 

ultimate strength from the proposed model ���  is compared 
with those obtained from the available models in [3, 20]. ��� is 
normalized with the measured ultimate strength ��B, which is 
denoted as ���/�.B. The comparison is summarized in Table I. 
It can be seen that the result obtained from the FE model is 
more conservative than those produced from the available 
models. Additionally, the smallest value of standard deviation 
for the proposed model is found to be 0.055. The results 
indicate that the predicted outcomes from the current FE model 
are more reasonable than the previous models. 

TABLE I.  ULTIMATE STRENGTH OBTAINED FROM THE PROPOSED 

AND OTHER MODELS 

 [3] [20] Proposed 

Mean 0.975 0.980 1.011 

Std. 0.090 0.129 0.055 
 

B. � − � Curves of the CFST Column 
In terms of the prediction of the � − � curves, the proposed 

model is compared to the available models from [3, 20]. The 
comparison is performed for different specimens obtained from 
[2, 16, 20]. Figure 6 illustrates the predicted � − � relationship 
of normal CFST, with its modeling parameters taken from [20]. 
The observed result from the FE model agrees with the 
experiment very well. 

 

  
Fig. 6.  N–ε curves of CFST column for normal specimens. 

  
Fig. 7.  N–ε curves of CFST column with 21.7 �/� 150. 
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Figure 7 shows the prediction of the � − � curve of the 
specimen reported in [2]. In this test, the ratio �/� varies from 
21.7 to 150. As can be seen, the unsafety in the prediction is 
obtained for the model in [3] in the post-yielding strength 
branch. On the contract, the modified FE model gives a better 
prediction with the test. Furthermore, the predicted � − � 
relationship was also performed for specimens with thin-walled 
steel tube and high-strength, as shown in Figure 8. The test 
curve is shown in [16]. The results indicate that the prediction 
from the FE modeling matches very well with those obtained 
from Han et al.’s model [16] and the test. In contrast, Hu et 
al.’s model [20] is an unsafe prediction in the post-yielding 
strength stage. The above discussion leads to the conclusion 
that the developed FE model can be used in simulating the 
CFST column under axial compression for accuracy, 
effectiveness, and safety predictions. 

 

  
Fig. 8.  N–ε curves of the CFST column with thin-walled and high-strength 

steel. 

V. CONCLUSION 

The current paper developed a FE modeling for axially 
loaded circular concrete-filled steel tube columns. The 
proposed model is compared with the available models in terms 
of accurate prediction. A new FE model is used to analyze the 
CFST subjected to axial compression. The model revised the 
� − � curve in [12]. The proposed model is more accurate than 
the models in [3, 20]. in predicting the ultimate strength. The 
predicted � − � curve from the new model matches well with 
the test data, for both normal materials and thin-walled steel 
tubes, which indicates the versatility of the developed modeling 
in calculating the load-deformation curves. Regarding future 
work, the behavior of CFST columns with steel fiber 
reinforcement [21], concrete using fly ash [22], concrete with 
cement paste with including silica oxide nanoparticles [20], etc. 
can be studied by performing FEM simulation.  
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Abstract-The stability and strength of slender Reinforced 
Concrete (RC) columns depend directly on the flexural stiffness 

EI, which is a major parameter in strain calculations including 

those with bending and axial load. Due to the non-linearity of the 

stress-strain curve of concrete, the effective bending stiffness EI 

always remains variable. Numerical simulations were performed 

for square and L-shaped reinforced concrete sections of slender 

columns subjected to an eccentric axial force to estimate the 
variation of El resulting from the actual behavior of the column, 

based on the moment-curvature relationship. Seventy thousand 

(70000) hypothetical slender columns, each with a different 

combination of variables, were used to investigate the main 

variables that affect the EI of RC slender columns. Using linear 

regression analysis, a new simple and linear expression of EI was 

developed. Slenderness, axial load level, and concrete strength 
have been identified as the most important factors affecting 

effective stiffness. Finally, the comparison between the results of 

the new equation and the methods proposed by ACI-318 and 

Euro Code-2 was carried out in connection with the experimental 

results of the literature. A good agreement of the results was 
found. 

Keywords-flexural stiffness; reduction factor; reinforced 

concrete; rigidity; slender columns 

I. INTRODUCTION  

For a bi-articulated column supporting a load P applied 
with an eccentricity e, the corresponding moment which is 
equal to P.e is called the "first order moment". Under the action 
of this moment the column deforms in simple curvature and the 
bending moment is at its maximum at half height and equal to 
M=P.e+P.∆ .The increase of the latter caused by the 
displacement ∆ is called the P∆ effect or second order moment. 
The longer the column is compared to its cross section, the 
greater the lateral displacements will be and the greater the 
second order moment will be. Buckling failure will occur under 
a lower resistance than that which would have caused the short 
column to fail. In this case, the strength of slender Reinforced 
Concrete (RC) columns is remarkably reduced. Several factors 
contribute to this reduction. In addition to the P∆ effect, 

shrinkage, creep, and cracking occur along the length of the 
column and are directly related to the supported part of the 
compressive stress block in the concrete. Leonhard Euler who 
based his work on Hook’s law and the moment-curvature 
relationship studied the buckling problem. He developed (1) to 
predict the minimum buckling load of a perfect column: 

��� = ����
	�     (1) 

This equation did not depend on the strength of the cross-
section but rather on the bending stiffness EI. It was valid only 
if the moment of buckling obeys Hook's law, where the 
retained stiffness is constant. This is the case of a homogeneous 
isotropic and elastic material but this is not the case for 
reinforced concrete columns whose behavior in practice 
becomes clearly non-linear at the level of the descending 
branch of the σ-ɛ curve, therefore the buckling takes place in 
the non-linear domain. Euler's expression remains valid if the 
bending stiffness is replaced by a value representative of the 
effective stiffness at the moment of failure which is either with 
the crushing material (case of short columns) or with buckling 
(case of thin columns). During the loading and due to the 
inelastic behavior depicted by the stress/strain curve of 
concrete the value of the EI varies at each point along the 
section. The difficulty to choose a single value of EI appears 
because some methods consider that the column stiffness is 
constant along the section and the length of the column, when 
in addition it is necessary to consider shrinkage, creep, and 
lateral deflection. If we introduce the effects of concrete 
cracking, this can cause a large variation in bending stiffness. 
The objective of this work is to develop an analytical model for 
the study and analysis of the non-linear material and 
geometrical behavior of slender reinforced concrete columns of 
square and "L" cross-section under axial load and biaxial 
bending in order to find a simple relationship explicitly 
describing the real behavior of the effective bending stiffness 
EI as a function of parameters such as concrete strength ƒc, 
steel yield strength ƒy, cross-sectional dimensions, percentage 
of reinforced steel ρ, and column length L. In addition, this 
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stiffness is compared with experimental test results from the 
literature and design codes ACI-318 [1] and EC-2 [2]. The 
studied columns were bent into a single symmetrical curvature, 
in non-oscillating frames subjected to short-term loads.  

The behavior of RC slender columns under axial loads and 
bending moments in the two main planes of inertia is of great 
interest for structural analysis and design .The difficulty in this 
case is in the fact that it is not possible to give a general 
mathematical formulation as in the case of uniaxial bending 
because the position of the neutral axis is not known in 
advance. The difficulty increases if the cross-section of the 
column is not symmetrical, and increases even more if the 
behavior law (σ-ɛ) is not linear. Some researchers have 
proposed an iterative method initiated in [3] which consists of 
establishing by successive trials the neutral axis for which the 
internal forces in the section are in equilibrium with the 
external loads. Other methods, based on the determination of 
interaction curves, interaction surfaces or interaction contours 
for loading, were used for calculation and verification [4]. In 
most computer programs for reinforced concrete structures, 
there are indications of the limit state justification of square and 
rectangular columns while the L-shaped cross-section is not 
treated. It is therefore interesting to fill in the gaps in the 
equations presented in the literature because they are valid only 
for ordinary sections, and in practice, there are sections of 
different shapes such as tee (T), simple cross (+), hexagonal or 
thin-walled boxes, and finally L-shaped. In fact, the latter 
presents several difficulties like the absence of vertical and 
horizontal axes of symmetry. 

II. LITERATURE REVIEW 

Flexural rigidity is a necessary component in the estimation 
of the deflection of RC elements subjected to bending moment 
and axial loading, especially slender columns. It should be 
noted that the deflection is important because it has a direct and 
strong influence on the second order moments induced by the 
axial loads. Recently, major progress has been made in the 
development of nonlinear methods for the analysis of slender 
RC columns. Numerous methods are used to evaluate the 
bending stiffness EI taking into account all the factors that 
contribute to its decrease at the level of the concrete stress 
block in compression (non-linear material behavior) and at the 
level of the lateral displacement length of the column (non-
linear geometric behavior) to determine the critical buckling 
load nearest to the effective values. Accordingly, the effective 
bending stiffness of columns under short-term loading can be 
expressed as: EI=α.Ec.Ic+Es.Is where α is the stiffness 
reduction factor, Ec and Es are the elasticity modulus of 
concrete and steel respectively, Ic and Is are the moments of 
inertia of the cross-section of concrete and steel about the 
central axis of the cross-section respectively. After determining 
the factor α, the EI can be easily calculated. The factor α is a 
function of the material properties, the steel ratio, the axial 
load, and other parameters. This reduction factor of bending 
stiffness has been evaluated and studied by a number of 
researchers and some current codes and according to [1], is 
always taken equal to 0.2 for columns. The Eurocode EC-2 [2] 
is provided with a coefficient of flexibility Ke which is a 
function of a set of parameters such as: the relative normal 

force ν, the mechanical slenderness λm, the geometric 
reinforcement ratio ρ, the creep rate φeff, and the characteristic 
strength of the concrete compression cylinder at 28 days fck. 
Many formulations have been proposed in the literature. 
Authors in [5-7] have presented statistical evaluations of the 
flexural rigidity of RC columns and of rectangular cross-
sections of composite RC columns. Authors in [8] proposed a 
reduction coefficient as a function of various parameters such 
as slenderness ratio (L/h), eccentricity ratio (e/h), and axial load 
ratio (P/P0). Authors in [6] proposed a general expression to 
obtain an effective flexural stiffness applicable to any cross-
sectional shape under short or long-term biaxial eccentric 
loading for normal and high concrete strength. Authors in [9] 
proposed a study for the reduction factor of the RC column 
with equi-axial T section and in [10] dealt with the cross-
shaped cross-section. Authors in [11] presented new 
expressions for a beam with rectangular and T-shaped cross-
sections, square, rectangular and circular cross-sections for 
columns in function of concrete strength ƒc, steel percentage ρ, 
and level of charge P/P0. Authors in [12] presented their 
approach to find effective flexural stiffness for circular 
columns. In this research, the stiffness reduction factor was 
suggested to treat slender square and L-section columns with 
equal flanges. Some researchers have conducted studies on 
eccentrically loaded L-sections. Authors in [13] presented an 
experimental and analytical research on the load carrying 
capacity of L-shaped RC columns with equal and unequal 
flanges. Authors in [14] carried out a theoretical study on the 
calculation of L and square sections by the interaction 
approach. Authors in [15] based their study on the finite 
element method to analyze and draw the interaction surfaces of 
L and square sections. An interesting research concerning the 
behavior of L-section and square composite columns under 
biaxial eccentric loading according to different laws of concrete 
behavior is presented in [16]. Authors in [9] studied the L 
section with equal flanges and suggested a formula for the 
bending stiffness reduction factor of slender RC columns under 
different axial load levels and different seismic action levels. 
The current work is a contribution in this field of study and, in 
addition, a proposition of a simple solution for the calculation 
and verification of thin columns is presented. 

III. ANALYSIS METHOD 

In order to study the effective bending stiffness values of 
the slender RC column under combined biaxial bending and 
axial loading, nonlinear computer analysis was developed. 
Material and geometric nonlinearity were included in the 
research study for L and square sections. It should be noted that 
articulated end columns with equal load eccentricities at the 
ends acting in the same plane have been taken in account. The 
analysis can be divided into three parts: (a) the cross-sectional 
strength (analysis of cross section), (b) the effect of slenderness 
on the column strength (analysis of second order), (c) the third 
and main objective is the development of a new formula for 
estimating the EI bending stiffness of slender biaxially loaded 
RC columns in which these factors are included. 

A. Material Behavior and Assumptions 

The studied columns are all made of RC. This composite 
material consists of two elements with different characteristics. 
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In order to simulate the non-linear analysis of the complete 
response of RC columns of square and L-shaped cross-sections 
with equal flanges under biaxial bending and compression, a 
computer program compiled by an integral numerical method 
was used, based on the following assumptions: 

• Plane sections before bending remain plane after bending. 

• The tensile strength of concrete is neglected, and the stress-
strain curve of concrete in compression refers to the 
unconfined diagram in [17], as shown in Figure 1(a), whose 
curve characteristics are calculated using (2) and (3): 

σ = �� �2. ��
���� �  �

����
��    (2) 

for 0 � ε� � ε�� = 0.002 
σ = ���1 � ��� � �  �0!"    (3) 
for  �# �  � �  �$ = 0.004 

with: 

Zu = �.(
)(�*+)�,,						ε(�* = ./�.�0(.12

34�12+3���, ε(�* 5 ε�, 		���	mpa! 
• The stress-strain curve of steel is taken as the usual bilinear 
relationship shown in Figure 1(b). 

The section is divided into a number of small fiber 
elements. The concrete element stress distribution is also 
divided into a number of small fiber elements. Concrete 
shrinkage and creep are ignored. 

 

  
(a) (b) 

Fig. 1.  Concrete and steel σ-ε diagram 

1) Cross Section Analysis 

This work presents an indirect method for the analysis of 
the ultimate limit states of RC columns of L and square cross-
sections subjected to biaxial loading. We consider a square 
section of dimensions B×B, and another square section of 
dimensions B1×B1 with B1<B being away from the corner of the 
original square (B×B). Removing the section B1×B1 results in 
an L-shaped section, as shown in Figure 2(a). For different 
values of B1, we can obtain different dimensions of the L-
section. If (B1=0) the L-section becomes a square section. The 
ratio (B1/B) varies from 0 to 0.6. It is assumed that the steel 
reinforcement is evenly distributed around the perimeter of the 
cross-section (see Figure 2(b))[14]. 

2) Internal Forces 

The cross section is divided into infinitely small slices (see 
Figure 3). For each one of them, the internal forces (concrete, 

compression reinforcement and tensile reinforcement) are 
evaluated to give finally an axial load and an ultimate moment. 
The resulting axial load and the resulting moment must be 
equal respectively to the sum of the internal loads and the sum 
of elementary moments. 

 

  
(a) (b) 

Fig. 2.  L cross section and steel reinforcement distribution. 

 
Fig. 3.  L cross section subjected to biaxial load. 

The resulting axial load and the resulting moment are equal 
respectively to the sum of the loads and elementary moment 
shown in (4), and (5): 

9 = ∑ ��. ;�<. ∑ =�> � ��?. @. ABC
3��

D<E3D<E3     (4) 

F = ∑ �� . G�H.;�<. ∑ =�> � ��?. @. GH. ABC
3��

D<E3D<E3     (5) 

where n is the number of slices, Aci is the concrete area of the 
slice I, ρ=(As/Ac).100 presents the percentage of longitudinal 
reinforcement, As is the area of longitudinal reinforcement, and 
Yi is the distance from the edge of steel to the center of the 
section. 

Analysis is done by sweeping the section parallel to the 
neutral axis. For the L-shaped section, the computer program 
studies different positions of the neutral axis according to the 
angle of inclination θ, where θ=tang-1(ex/ey) with ex and ey 
being the eccentricities along the x and y axis respectively. The 
computer analysis has been prepared by considering the axis of 
bending. Figure 4 explains these cases: 

• Case 1: Uniaxial bending, angle of inclination θ=0
0
. 

• Case 2: Uniaxial bending, angle inclination θ=900. 
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• Case3: Biaxial bending, angle of inclination 0<θ<450. 

• Case4: Biaxial bending, angle of inclination 450<θ<900.    

 

 
Fig. 4.  The four cases of uniaxial and biaxial load. 

The codes of the above mentioned cases were developed in 
FORTRAN and were used to obtain the ultimate resistance Pu 
and moments Mu as results of the different positions of the 
neutral axis. The input data include the size of the square B1, 
the depth B of the section, the depth of embedding Dc, the 
characteristic strengths of concrete fc and steel fy, the moduli of 
elasticity of steel Es and concrete Ec, the angle of inclination θ, 
and the percentage of reinforcement ρ.  

IV. SECOND ORDER ANALYSIS 

Columns with a moderate slenderness may have their 
secondary moments determined with an approximate analysis 
such as the moment magnifier method which is used in this 
study. This procedure uses a moment magnification factor δ to 
amplify the applied moment Ma sufficiently for the account of 
secondary moments and to ensure safe design. For columns 
subjected to axial loading and equal and opposite end 
moments, the maximum bending moment can be taken as: 

F� = I.FJ    (6) 
where:  

I = 1
1 � K

K�L
 

where Mc is the design bending moment that includes second-
order effects, Ma is the applied column bending moment, P is 
the factored axial load acting on the column, and Pcr is Euler’s 
buckling strength. The secondary moment due to the column 
slenderness is calculated as the difference between the internal 
resisting moment and the applied moment. For the purpose of 
analysis, Mc is replaced by the cross section bending moment 
MCS, and Ma is replaced by the overall column bending moment 
(Mcol) as shown in (7): 

F�M = N 3
3+ O

OBP
Q .F�RS    (7) 

V. CALCULATION OF THE FLEXURAL STIFFNES OF THE 
COLUMN 

The design of the flexural stiffness as a function of the 
moment-to-curvature ratio M/Φ is the most reasonable relation 
of the EI representation. The analysis studies show various 

cross-sectional parameters as well as axial loading influencing 
the bending stiffness. The computer program is structured 
according to the well-known (P, M, Φ) relation. A linear strain 
is assumed and the Kent & Park relation [17] relates stress to 
strain. The curvature is calculated directly from the geometry 
(Φ) and it is known as the exact value in this computer program 
and the extreme fiber is assumed to be at crush strain. The 
depth of the neutral axis Xu can be incremented throughout the 
program to provide the necessary strain variation. Therefore, 
this depth starts at a small fraction of the total section depth and 
is increased in defined increments until the maximum of the 
column capacity in pure axial compression is reached (P0). The 
curvature is obtained by dividing the stress of the extreme fiber 
(usually 0.003) by the depth of the compression zone 
(Φ=0.003/Xu). Using this curvature and assuming a linear 
strain distribution, it is possible to find the stress in each fiber. 
For each increment, the axial load P, the bending moment of 
the cross section Mcs, and the curvature Φ are calculated. 
Equation (1) is used to find the critical load Pcr which allows 
calculating the bending moment of the column Mcol through (7) 
whose slenderness effects were taken into account. The 
program uses the formulation Mcol/Φ to calculate the effective 
bending stiffness of a slender column whose nonlinearities due 
to P∆ effects and nonlinear behavior of the material are taken 
into account at all times. 

VI. PROPOSED FORMULA OF THE REDUCTION FACTOR OF 
FLEXURAL STIFFNESS 

In practice, the engineer often has difficulties to give a 
reasonable interpretation of the bending stiffness that 
represents the real behavior of slender RC columns. This 
stiffness is easy to calculate with the M/Φ method, which gives 
satisfactory results, but it is not easy to solve manually making 
the use of a computer recommended which in this case makes it 
mandatory but not preferable. In order to simplify the 
estimation of EI bending stiffness under short-term loads, the 
well-known equation EI=α.EcIc+EsIs is obtained. Research 
and expressions have proposed to evaluate the reduction factor 
or the factor of effective stiffness which is of origin can be 
expressed by: 

T = ��+�U�U
����     (8) 

Thus, to evaluate the EI flexural stiffness, a simple 
expression is proposed to avoid sophisticated and complicated 
calculations. Multiple linear regression approaches, taking into 
account the simulated theoretical stiffness data, are conducted 
to evaluate the EI expression. Linear regression is chosen as the 
method of analysis because the objective is to develop a simple 
and accurate equation for the reduction factor α. This method is 
very useful in order to determine the effective behavior of 
certain parameters. For example the work in [18] was based on 
the same principle to give the equation of effective ductility as 
a function of shear reinforcement ratio and compressive 
strength of concrete. In this work the used analysis method 
consists in finding an expression describing the reduction factor 
α for different values of concrete strength ƒc, steel yield ƒy, 
percentage of reinforced steel ρ, steel ultimate strength fy, L 
section dimensions, square or equal flanges presented by the 
ratio B1/B, slenderness ratio L/B, the neutral axis angle θ which 
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presents the loading angle, and the axial loading ratio P/P0, 
where P0 is the strength of the axial compression column under 
pure axial loading. This regression concerns a column of a 
square and equal L section presents the proprieties illustrated in 
Table I, based on the statistical analysis of the theoretical 
values of α for all simulated columns in which P/P0 ranged 
from 0.1 to 1. Over 70000 isolated reinforced concrete columns 
were simulated to generate the effective stiffness factor. Each 
simulated column had a different combination of cross section, 
geometric, and material proprieties. 

TABLE I.  SPECIFIED PROPERTIES OF STUDIED RC COLUMNS 

Proprieties Specified values Number of specified values 

Fc 15 ;60     incr 5mPa 10 
Fy 200;600  incr 100mPa 5 

B1/B 0 ; 0.6      incr 0.1 7 
L/B 10 ; 30     incr   5 5 
Ρ 0.5 ;4%    incr 0.5% 8 
θ 00;  900     incr 100 8 

Total number =10×5×7×5×8×8=70000 columns 
 

Finally the following equation of reduction factor α is 
obtained:  

α =� 0.074 + 0.0003·ƒc+ 0.488·
K
K� � 0.002· L

B
    (9) 

The effect of ƒc has an increasing influence on the flexural 
stiffness of the slender column .This was already predicted and 
proven in [19] which presented the effect and impact of this 
strength on the general behavior of corner columns. In addition 
to the axial load level, it has an increasing effect on the EI of 
the column. The expression also indicates that a decrease in the 
EI value occurs as slenderness ration (L/B) ratio is increased. 

VII. VALIDATION 

For the experimentation of the proposed model a test series 
has been realized to determine the variation of the reduction 
factor according to the influence of different parameters on the 
behavior of the RC slender columns. The proposed method has 
been realized according to the expression of the reduction 
factor for an ultimate compressive concrete strain equal to 
0.003 because it gives the best results among all other values of 
strain levels which varied between 0.002 and 0.004. The square 
cross section has dimensions B1=0 and B=300mm and the L 
section B1=100nm and B=300mm. Five methods are considered 
in this work to predict the nominal capacity of the RC columns. 
The curves in Figure 5 show the comparison between the 
proposed method, the codes [1, 2], and the methods proposed 
in [3, 6, 8]. All respective equations are presented in Table II. 
A comparison between the proposed method, and that 
suggested by Bonet et al. in [6] for the L-shaped cross-section 
is presented in Figure 6(a) showing the variation of the 
reduction factor as a function of the relative eccentricity η. This 
coefficient presented by Bonet has been calculated as η=e/4.ic, 
where ic is the radius of gyration of the concrete section with 
respect to the bending axis and e is the first order eccentricity. 
The effective stiffness factor shows a non-linear behavior as a 
function of η. A second comparison with Bonet equation 
presented in Figure 6(b) shows the effect of ρ on the α of the 
slender column with a different angle loading θ. 

(a) 

 

(b) 

 

(c) 

 

(d) 

 
Fig. 5.  Comparison of α with different authors and design codes for a 
square sections: Effect of (a) e/B, (b) ρ, (c) ƒc, and (d) of the axial loading 
ratio on the α of a slender column. 
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(a) 

 

(b) 

 
Fig. 6.  Comparison between the Bonet equation and  the proposed α for 
the L shaped section. (a) Effect of on α of the slender column, (b) effect of ρ 
on α with a variation of angle loading θ. 

TABLE II.  EI EQUATION COMPARISON 

Author Effective flexural stiffness EI 

Proposed 
EI=αEcIc+EsIs 

α=-0.074+0.0003fc+0.488(P/P0)-0.002(l/h) 

[1] 
EI=0.2EcIc+EsIs/1+βd 

EI=0.4 EcIc/1+βd 

[2] 

EI = Kc · Ec · Ic + Ks · Es · Is 
If  ρl ≥ 0.2%, Ks = 1, Kc=(K1K2)/(1+ϕeff), K1=√fck/20, K2=ν 

λm/170   
If  ρl ≥ 1%, Ks = 0, Kc=0.3/1+0.5ϕeff 

[17] 

EI=(αEcIc/1+ ϕeff)+(EsIs/1+η) 
α=(1.95-0.035.λm-0.25ϕeff)(η-0.2) +((fc/225)+0.11) ̸< 0.1; 

if    η˂0.2 
α = (fc/225+0.45)(η-0.2)+(fc/225+0.11)  ̸< 0.1 ; if η≥0.2 

[6] 

EI=αEcIc+0.8EsIs 
α=0.47-0.35(e/h)(1/1+β(e/h))+0.003(l/h) 
where β = 7.0 for ρrs ≤ 2%  ; and    β = 8.0 

for ρrs> 2%. 

[8] 

EI=αEcIc+EsIs 
α=0.38-0.011(l/h)-1.3(e/h)+0.45(1-(P/P0)2) 

0.1≤α≤0.85
 

EI = flexural stiffness of compression member, Ec= modulus of elasticity of concrete, Es= modulus of 
elasticity of reinforcement, Ic= moment of inertia of gross concrete section, Is = moment of inertia of 
reinforcement, P = axial load, P0= maximum load capacity, e/h = eccentricity ratio, l/h = geometrical 

slenderness ratio, βd = ratio of the maximum factored axial sustained load to the maximum factored axial 
load associated with the same load combination, ν=relative normal force, λm =mechanical slenderness 

ratio,ϕeff=effective creep ratio, fc =concrete strength, ρl=geometrical reinforcement ratio, 
fck=characteristic compressive cylinder strength of concrete at 28 days. 

VIII. RESULTS AND DISCUSSION 

This paper presents a statistical evaluation of the parameters 
that affect the flexural stiffness of slender columns subjected to 
short term loads with biaxial bending. Five methods [1-3, 6, 8] 
for this comparison were considered to predict effective 
rigidity. In order to verify (9), variations of the e/B, P/P0, ρ, and 

fc were used. These parameters are the most appeared in the 
expressions proposed in the literature. It can be noticed that 
both design codes propose an effective stiffness factor α 
independent of all the parameters (Figure 5), however other 
authors include the dependence of α. In general an equation of 
α is proposed that decreases with e/B and ρ and increases with 
fc and P/P0. The proposed equation confirms this behavior of α. 
The majority of tests considered the square cross section, with 
the exception of Bonet’s expression which considered a cross 
section shape. A very large correspondence can be noticed 
between the Bonet’s equation and the proposed equation 
(Figure 6) despite that Bonet's is nonlinear and the proposed 
expression is perfectly linear. Liu et al. [9] proposed a 
reduction stiffness factor αe taking all the rigidity EI of the 
material, not only the concrete material of RC slender columns. 
The calculation model of columns has an L section of 
600×600×200mm. The cross section details and dimensions of 
the specimen are shown in the Table III. The stiffness reduction 
factors calculated with Liu formulation and the flexural 
stiffness EI corresponding for each axial load level are shown 
in Table IV. A comparison of the results of Liu with the 
flexural stiffness calculated with the proposed equation shows a 
good degree of accuracy between the results of Liu and the 
proposed equation (Figure 7). An average ratio of 0.983 was 
achieved. 

TABLE III.  GEOMETRY AND DIMENSIOS OF THE SPECIMENS IN [9] 

Column characteristic Values 
B1 (mm) 400 
B (mm) 600 
Dc (mm) 30 
ρ (%) 2.512 

fc (mpa) 14.3 
fy (mpa) 360 
L (mm) 2900 
θ (°) 45 

Ec (mPa) 30000 
Es (mPa) 200000 

EI=EcIc+EsIs (KN.m2) 77686 
 

 
Fig. 7.  Comparison of the proposed EI and the one of [9]. 

TABLE IV.  VERIFICATION OF THE PROPOSED EQUATION WITH [9] 

Axial load 

level 
αe 

EIliu=αe.EI 

(KN.m
2
) 

EIprop 
(KN.m

2
) 

EIprop/EILiu 

0.10 0.4915 38182 31587 0.83 
0.15 0.4782 37149 32662 0.87 
0.20 0.4630 35968 33787 0.94 
0.25 0.4464 34679 34790 1.00 
0.30 0.4281 33257 35914 1.07 
0.35 0.3996 31043 36981 1.19 

Average  0.983 
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IX. CONCLUSION 

An iterative numerical procedure for the stiffness analysis 
and design of slender RC columns with square and L-shaped 
cross-sections under biaxial bending and axial loading using 
the unconfined Kent and Park stress is presented in this paper. 
The computational procedure takes into account the nonlinear 
behavior of the materials and includes the second order effects 
due to the additional eccentricity of the axial loading as applied 
by the moment-amplification method. The new equation 
suggested in this work is among the simplest proposed 
equations and its implementation is very easy to solve by 
manual calculation in a relatively short time. The concrete 
strength, the level of axial load, and the column slender ratio 
have been identified as the most important factors affecting the 
reduction coefficients and the effective bending stiffness EI. 
The formulation of the proposed method has been tested by 
comparison with other reported formulations. The results show 
that a good degree of accuracy and agreement has been 
achieved. 
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Abstract- The compressive strength of recycled concrete with 

coarse aggregates with and without fly ash was studied in this 

paper. The recycled concrete was designed to have a compressive 

strength of Rn=15Mpa. The ratio of conventional aggregates and 

recycled coarse aggregates was 50-50. Fifteen samples for each 
recycled concrete aggregate had been cast and were tested 7, 14, 

and 28 days after curing. The experimental results indicate that 

the strength development of the two recycled concrete mixes is 

relatively uniform. Fly ash increased the compressive strength of 

recycled concrete by 11% for 7-day aged samples. The recycled 

concrete with fly ash had 7% less compressive strength than the 
concrete consisting of natural aggregates. 

Keywords-fly ash; recycled concrete; demolishing work 

I. INTRODUCTION  

Nowadays, reuse of solid waste from demolition works is a 
common issue, especially at developing cities. Construction 
solid waste is hardly reused due to various reasons such as the 
lack of solid waste treatment plants and concentration areas, 
strict environmental regulations, etc. In fact, many investors 
dump solid waste from demolition works to save time and 
money, which has a negative impact on the environment and 
the locals. Reusing construction solid waste will contribute to 
satisfy the growing demand for stone materials in construction 
industry. 

Thermal power plants are generating a huge amount of fly 
ash and slag waste, which, if not treated and reused, cause 
serious environmental pollution. The burial of waste, such as 
fly ash, from thermal power plants causes long-term harm to 
the environment (polluting groundwater sources, damaging 
cultivated lands, etc.). The reuse of this type of waste is being 
widely supported and, in fact, fly ash has been used in many 
applications of construction material production such as the 
production of unburnt bricks. The problem of recycling 
concrete from demolition works has been studied extensively. 
Often, the structure of recycled concrete is similar to 
conventional concrete and even better in some cases. 

There have been many scientific publications about 
recycled concrete and its uses [1-8]. The most recent research 

aspects can be seen in [9], in which the authors investigate the 
effect of the strength of recycled concrete waste on the 
mechanical properties of recycled concrete. The results show 
that the reused concrete waste has almost no significant effect 
on compressive, flexural, and tensile strength of the recycled 
concrete. Authors in [10] assess the mechanical properties and 
environmental impacts of self-compacting concrete using 
recycled aggregates. Authors in [11] evaluate the use of 
recycled materials from waste concrete to self-compacted 
concrete. Although the use of recycled concrete is a much 
studied issue, according to our understanding, there are limited 
studies evaluating the use of fly ash to increase the efficiency 
of recycled concrete using construction solid waste [12-14]. 
Therefore, in this paper the effect of fly ash on the compressive 
strength of concrete with recycled aggregates from demolition 
works is studied. 

 

 
Fig. 1.  Construction waste dumped on the side of the road and into a 

drainage canal. 

II. EXPERIMENTAL SETUP 

A. Fly Ash 

The used fly ash came from the Duyen Hai Thermal Power 
Plant (Tra Vinh province – Viet Nam). The fly ash belongs to 
type F because its total content of oxides SiO2 + Al2O3 + Fe2O3 
is bigger than 70%. The technical parameters of the fly ash are 
shown in Table I. 

B. Sand 

The sand used in the experiments has the following 
mechanical properties: density 2.65g/cm3, modulus of 
magnitude 2.50, and volumetric mass 1660 kg/m

3
. Density is 
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the mass per unit volume of a material in a completely solid 
state and volumetric mass is the mass per unit volume of 
material in its natural state.  

TABLE I.  TECHNICAL PARAMETERS OF FLY ASH 

Nam of indicator Results (%) 
Standard 

10302:2014 (%) 

Total content of SiO2+Al2O3+Fe2O3 82.9 ≥ 45 

The content of sulfur and sulfur 

compounds converted to SO3 
0.03 ≤ 6 

Free calcium oxide content CaO 0.02 ≤ 4 

The loss content when heated 8.3 ≤ 15 

Harmful alkali content (soluble alkali) < 0.01 ≤ 0.1 

 

C. Cement 

Nghi Son Portland cement PCB40 was used with the 
following mechanical properties: actual strength 40Mpa and 
density 3.1g/cm3. 

D. Coarse Aggregates 

1) Natural Coarse Aggregates 

Natural coarse aggregates were mixed with the recycled 
materials. In this study, aggregates of the most common size 
used in construction (20mm) have been used. The aggregates 
have the following mechanical properties: 2.61g/cm3 density 
and 1430kg/m3 volumetric mass. 

2) Recycled Aggregates 

The obtained concrete waste after the demolition of a 
project was crushed. The resulting coarse aggregates were 
washed, dried, and pre-screened to remove dust particles. Raw 
aggregates were screened to classify the particle sizes, then 
mixed again to be graded as standard for concrete in 
accordance with the provisions of Vietnamese standard No. 
11969: 2018. The recycled coarse aggregate composition 
according to sieve analysis can be seen in Table II. To avoid 
strongly absorbing recycled aggregates, affecting the setting of 
recycled concrete, the coarse aggregates before being mixed 
were soaked in water in order to absorb it. These aggregates 
were then let to dry under normal conditions. 

 

 
Fig. 2.  Recycled coarse aggregates. 

E. The Recycled Concrete 

It is difficult to design high-grade recycled concrete. 
Therefore, in this study, the designed recycled concrete has 
design compressive strength of Rn=15Mpa, equivalent to grade 

150 concrete. The design slump is 7cm. The composition of the 
mix of 1 batch of 1m3 of concrete is shown in Table III. 

TABLE II.  GRANULAR COMPOSITION OF THE RECYCLED COARSE 

AGGREGATES 

Sieve 

size 

Quantity of 

sample per 

sieve (g) 

Separate 

amount of 

residue on 

the sieve (%) 

Amount 

accumulated 

on the sieve 

(%) 

The amount 

accumulated on 

the sieve 

according to the 

standard 

40mm 0 0 0 0 

20mm 780 7.8 7.8 0-10 

10mm 4930 49.3 57.1 40-70 

5mm 3740 37.4 94.5 90-100 

>5mm 550 - - - 

TABLE III.  CONCRETE COMPOSITION 

Mixing compositions (1m
3
) 

Cement (kg) Sand (kg) Coarse aggregates (kg) Water (kg) 

243.8 674.9 1231.1 195.0 

Cement (kg) Sand (m3) Coarse aggregates (m3) Water (lt) 

243.8 0.407 0.861 195.0 

 

In this study, fly ash was added to the concrete 
composition. To find out the effect of fly ash on the 
compressive strength of recycled concrete, the aggregate 
composition of concrete was fixed. The coarse aggregates 
consisted of natural and recycled aggregates in 50%-50% ratio. 
The amount of fly ash for each sample was: 

• Sample 1 (CP1): Fly ash was not used (0%). 

• - Sample 2 (CP2): Fly ash with a 5% content was used. 

The Laryee UH5130 (6~300kN) universal hydraulic 
compressor was used to measure the compressive strength of 
the concrete samples (Figure 3). 

 

 
Fig. 3.  The Laryee UH5130 universal hydraulic compressor. 

The compressive strength of concrete was tested according 
to the Vietnamese standard No. 3118:1993. Cylindrical 
samples with size of D150×H300 were cast and cured in water 
before being compressed to determine their compressive 
strength. The loading speed was set to 0.5kN/s. The 
compressive strength after curing of the concrete samples was 
investigated after periods of 7, 14, and 28 days. For obtaining 
accurate results, the minimum number of test samples was 3 for 
each type (Table III). 
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TABLE IV.  SAMPLES USED IN THE COMPRESSION TEST 

No. Description 7 days 14 days 28 days 

1 
CP1: 50% recycled 

aggregates, 0% fly ash 

3 

samples 

3 

samples 

9 

samples 

2 
CP1: 50% recycled 

aggregates, 5% fly ash 

3 

samples 

3 

samples 

9 

samples 
 

III. RESULTS AND DISCUSSION 

Table V shows the critical load values recorded in the 
compressive test. The compressive strengths were then 
calculated and the results are shown in Table VI. In order to 
evaluate the effect of fly ash on the compressive strength of 
recycled concrete, the average value, shown in Table VII, will 
be used. 

TABLE V.  CRITICAL LOAD RECORDED IN THE COMPRESSION TESTS 

No. 
Critical load (kN) 

7 days 14 days 28 dasy (9 samples) 

CP1 

174.77 195.80 212.23 227.96 231.67 

177.07 204.46 222.13 220.54 250.05 

173.18 211.70 230.61 213.47 259.77 

CP2 

191.74 229.55 248.28 251.11 259.24 

195.27 230.61 249.70 271.08 270.02 

195.80 227.25 245.99 239.45 244.22 

TABLE VI.  CALCULATED COMPRESSIVE STRENGTH 

No. 
Compressive strength (Mpa) 

7 days 14 days 28 days (9 samples) 

CP1 

9.89 11.08 12.01 12.9 13.11 

10.02 11.57 12.57 12.48 14.15 

9.80 11.98 13.05 12.08 14.7 

CP2 

10.85 12.99 14.05 14.21 14.67 

11.05 13.05 14.13 15.34 15.28 

11.08 12.86 13.92 13.55 13.82 

TABLE VII.  AVERAGE COMPRESSIVE STRENGTH 

No. Description 

Compressive strength (Mpa) 

7 

days 

14 

days 

28 days 

(9 samples) 

CP1 

50% recycled 

aggregates, 0% fly 
ash 

9.90 11.54 13.00 

CP2 

50% recycled 

aggregates, 5% fly 

ash 

10.99 12.97 14.33 

 

 
Fig. 4.  Strength development of the recycled concrete. 

Figure 4 shows the strength development of the 
experimental concrete samples of CP1 and CP2. The results 
show that in the first 7 days, the speed of development was 
very fast and gradually decreased for 7-28 days. At 7 days of 
age, concrete reaches 76% (CP1) and 77% R28 (CP2) 
respectively. Thus, it can be seen that the intensity 
development of the two experimental types of aggregates is 
relatively uniform. 

 

 
Fig. 5.  Comparison of the strength of the two experimental recycled 

concrete mixes.  

Figure 5 shows the result of the comparison of the 
compressive strength of the two types of the tested graded 
concrete samples. It can be easily seen that the strength of 
recycled concrete using 5% fly ash (CP2) is always higher than 
the compressive strength of recycled concrete without fly ash 
(CP1). This increase was 11% at 7 days old, 12% at 14 days 
old and 10.2% at 28 days old. Thus, it can be seen that the use 
of fly ash increases the strength of recycled concrete by at least 
11%. To evaluate the compressive strength of recycled 
concrete, the compressive strength of recycled concrete using 
fly ash 5% (CP2) is compared with the compressive strength of 
conventional concrete by design (Rn=15Mpa). The result is 
shown in Figure 6. 

 
 

 

Fig. 6.  Comparison of the strength of recycled concrete using fly ash with 

the conventional concrete.  

It can be seen that when using recycled aggregates in a 50% 
ratio and 5% fly ash, the difference between the compressive 
strength between the two is not much. According to the 
experimental results, the compressive strength of recycled 
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concrete using fly ash is decreased by about 7% when 
compared to conventional concrete, according to the M150 
design. This result is quite consistent with the results of [15], in 
which the authors conclude with: 

• Fly ash content of 5% is the most optimal, giving the best 
compressive strength results among the experimental 
recycled concrete mixes. 

• The difference in compressive strength between 
conventional and recycled concrete using 5% fly ash is 
11%. 

Authors in [12] investigated the use of 30% fly ash as a 
partial substitute of Portland cement for fly ash concrete 
production. They found that while embedding high amounts of 
recycled coarse aggregates could lower the resistance to 
chloride penetration, the carbonation of the concrete was still 
comparable and design strength similar to that of the control 
mix could still be achieved. Combined with the above analysis 
results, it can be concluded that it is possible to use fly ash at a 
higher concentration to ensure the compressive strength of 
recycled concrete. 

IV. CONCLUSIONS 

In this study, the compressive strength of two recycled 
concrete aggregates, with and without the utilization of fly ash, 
was studied. Recycled concrete was designed with compressive 
strength of Rn=15Mpa, equivalent to M150. The ratio between 
conventional and recycled coarse aggregates from waste 
concrete was 50-50. Fifteen samples for each recycled concrete 
aggregate had been casted, 3 were tested at the age of 7 days, 3 
at 14 days, and 9 at 28 days. The drawn conclusions from the 
experimental results are: 

• The strength development of these two recycled concrete 
mixes is relatively uniform. During the first 7 days, the 
speed of strength development was very fast. In the period 
of 7-28 days, the speed gradually decreases. At 7 days of 
age, concrete reaches 76% R28 (with recycled concrete 
using no fly ash) and 77% R28 (with recycled concrete 
using 5% fly ash). 

• The strength of recycled concrete using 5% fly ash (CP2) is 
always higher than that of recycled concrete without the use 
of fly ash (CP1). This recorded increase was 11% at 7 days, 
12% at 14 days, and 10.2% at 28 days. 

• The compressive strength of recycled concrete using 5% fly 
ash is about 7% less than the compressive strength of 
conventional M150 concrete. Thus, it is possible to use fly 
ash at higher concentrations to ensure the compressive 
strength of the recycled concrete. 
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Abstract-Milk is a dairy product that contains dissolved proteins, 
carbohydrates, fat, and many minerals. Milk enhances body 
growth and provides vital energy and fatty acids. Milk can turn 
bad after being kept at room temperature for several days. The 
endurance of milk could depend on its fat and protein 
composition. Our work aims to compare the quality of milk after 
being kept at room temperature for several days using 
spectroscopy methods. Modeling based on scattering theory is 
also provided to compare the light propagation in milk, water, 
and air. A VIS-NIR spectrometer was used to observe the light 
absorption, transmission, and reflectance whereas a modeling 
approach was applied to study the scattering, absorption, and 
extinction efficiencies. The milk samples consist of full cream 
milk kept at room temperature for 8 days, 11 days, 14 days, and 
17 days. The results show that milk without fermentation has 
higher light absorbance and lower transmission compared to 
milk with fermentation, due to changes in milk composition after 
the fermentation process. Milk scatters more light compared to 
water and air due to its fat globule and protein ingredients. The 
output of this study can be used as a reference for studies 
involving bacteria or microorganisms in milk. It also can be used 
to compare the quality of milk with and without air exposure. 

Keywords-light propagation; absorbance; transmittance; 
reflectance; scattering; milk; spectroscopy 

I. INTRODUCTION  

It is crucial to monitor the quality of milk in order to ensure 
we gain sufficient nutrients and minerals and prevent the 
occurrence of diseases. Cow milk consists of water (87%), fat 
(4%), proteins (3.4%), lactose (4.8%), and minerals (0.8%) [1]. 
Fat composition is not similar in full cream milk and skimmed 
milk. A layer of cream forms on the milk’s surface if it is 
exposed for several days. This cream consists of spheres of 
various sizes floating in milk surrounded by a fat globule 
membrane. The membrane is responsible for fat protection 
against enzymes and prevents any globule coalescing into 
butter grains [1]. The spectroscopy technique can be used to 
observe the optical properties of milk based on light 
absorbance, transmission and scattering. Mie scattering theory 
is used to compute the absorption coefficient (μܽ), the 
scattering coefficient (μݏ), and the phase function p(θ), where θ 
is the scattering angle [2]. Mie theory is used to calculate the 
spectral dependence for the extinction cross section of 
nanoparticle suspensions [3]. The pump source energy passes 
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through the turbid media depending on optical properties such 
as the refractive index, scattering, anisotropic factor, and laser 
light absorption [4]. The optical properties of milk based on 
backscattering intensity can be used to study fat and protein 
concentrations [5]. The complex fluid of milk is made up of 
many components such as water, lipids, lactose and protein [6, 
8]. Spectroscopy is widely used to measure the optical 
properties of samples based on light propagation and 
fluorescence. Color spectroscopy is used to obtain information 
about the atoms and molecules [8-9]. The absorbance 
spectroscopy is a technique used to measure the amount of 
absorbed light [10, 11] with the determination of solution 
concentration based on Beer’s Law [12]. NIR spectrometer and 
VIS-NIR spectrometer with different wavelength ranges are 
used to determine the accuracy of the intensity spectrum in the 
spectroscopy analysis [13].  

Many recent studies on light propagation in milk involve 
backscattering [5], external cavity-quantum cascade laser 
spectroscopy [6], and laser diffraction and centrifugation [7]. 
Authors in [8] introduced the simplified NIR spectroscopy in 
measuring the end of milk fermentation by transforming sugar 
to lactic acid. The key characteristic of the fermentation 
process is the pH end point value, in the range of 4.4-4.5 [8]. 
This technique is quite complicated and costly. To the best of 
our knowledge, no comparison has been conducted using milk 
after several days’ exposure and water. The previous studies 
also do not provide a modeling approach on light scattering in 
milk. Our previous work [14] compared the optical properties 
of full cream and skimmed milk using different spectrometer 
types. We found that full cream milk has higher absorption due 
to its higher fat content. This research is continued in the 
current paper, which aims to study the light propagation in 
various milk samples for different exposure at room 
temperature durations based on spectroscopy techniques using 
Visible (VIS) and Near Infra-Red (NIR) spectrometers. The 
technique is simpler and cheaper than the ones used in previous 
studies as indicated in the experimental section. The output 
shows that the newly opened milk sample absorbs more light 
than the other samples. A modeling approach based on Mie 
theory was also provided to compare light scattering in milk, 
water, and air. 

II. THEORETICAL FRAMEWORK 

For the computation of Mie efficiencies, there are two input 
parameters which are the complex refractive index m and the 
parameter size x as shown in (1) and (2) [12]. ݉ = 	݉’ + ݔ (1)    "݉݅	 = ݇ܽ = ଶగఒ ܽ    (2) 

where ݉’  is the real refractive index, ݅݉"  is the imaginary 
refractive index, ݇ is wave number in the ambient medium, and ܽ is the sphere radius. 

The key parameters of Mie theory are the computed 
amplitudes of the scattered field. The coefficients ܽ݊and ܾ݊	are 
required to obtain the Mie efficiency using Spherical Bessel 
function n (n=1, 2, …) of higher order and work well in the 
wider range of size parameters [15]. 

The efficiency of extinction ܳ݁ݐݔ and scattering ܳܽܿݏ can be 
identified in forward-scattering theorem and in the integration 
of the power scatters in all directions. The absorption efficiency ܾܳܽݏ can be identified with the equation of energy conservation 

[16]. Meanwhile, the backscattering efficiency ܾܳ is applicable 
to monostatic radar [15]. Equations for absorption, scattering 
and backscattering efficiency are: ܳ௫௧ = ଶ௫మ ∑ (2݊ + 1)ܴ݁(ܽଶ + ܾଶ)ஶୀଵ     (3) ܳ௦ = ଶ௫మ ∑ (2݊ + 1)(|ܽ|ଶ + |ܾ|ଶ)ஶୀଵ    (4) ܳ௫௧ = ܳ௦ + ܳ௦   (5) ܳ = ଵ௫మ |∑ (2݊ + 1)(−1)(ܽ − ܾ)ஶିଵ |ଶ   (6) 

where x is the parameter size and n is the spherical Bessel 
function order n.  

The efficiency of radiation pressure can be proven by the 
Two-Stream Model and correlates with the asymmetry 
parameter [17]. ܳݎ = ݐݔ݁ܳ +  (7)    (ߠݏܿ)ܽܿݏܳ

where ߠ is the scattering angle. 

Amplitude functions ܵ1  and ܵ2	 indicate the scattering 
properties or the scattering of an electromagnetic wave from a 
spherical particle. The scattering function is required for the far 
field scatterer [16]: 

ଵܵ(ܿߠݏ) = ∑ ଶାଵ(ାଵ) (ܽߨ + ܾ߬)ஶୀଵ     (8) ܵଶ(ܿߠݏ) = ∑ ଶାଵ(ାଵ) (ܽ߬ + ܾߨ)ஶୀଵ     (9) 

where ݊ߨ= 
2݊−1݊−1 1−݊ߨ .ߠݏܿ − ݊݊−1 .ߠݏܿ݊	= ݊߬ 2−݊ߨ ߨ − (݊ +  ିଵߨ	(1

III. METHODOLODGY 

The research is conducted using experimental and 
theoretical methods. The light absorption and scattering 
analysis in milk are based on Mie scattering theory. The 
scattering, absorption, extinction, and backscattering 
efficiencies are analyzed in a homogeneous dielectric sphere 
and its angular scattering using MATLAB. The analysis is also 
repeated for water and air. 

A. Modeling Approach 

The modelling part is used to determine the characteristics 
of light in a disordered medium using MATLAB. The light 
propagation efficiency with the justification of Mie coefficient 
matrix is computed. The angular functions are also computed 
to produce the Mie angular efficiency. Figure 1 shows the 
flowchart of the constructed modeling approach. 
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the light propagation in milk, water and air. The modeling 
analysis uses Mie theory to compute the efficiency of 
scattering, absorption, extinction, backscattering, asymmetry 
parameter, and radiation pressure whereas the experimental 
section shows the output in terms of absorbance, transmission, 
and reflectance. The output from the theoretical and 
experimental study are analyzed and discussed thoroughly in 
this section.  

A. Modeling based on Mie Scattering Theory 

The measurements of scattering, extinction and absorption 
efficiency based on Mie theory were conducted in MATLAB. 
The input parameters were the complex refractive index and 
the parameter size x [18]. Modeling was done for milk, water, 
and air. Figures 5 and 6 summarize the modeling results.  

 

(a) 

(b) 

(c) 

Fig. 5.  Mie theory based efficiencies for (a) milk, (b)water, and (c) air. 

Equations (3) to (7) were used in Figure 5. Figure 6 is 
plotted based on (8)-(9). The extinction, forward scattering, 
absorption, and backscattering efficiencies are represented by 
Qext, Qsca, Qabs and Qb respectively. Figure 5 shows clearly that 
milk has better scattering efficiency than water and air. At 
parameter size 2, the scattering efficiency in milk (Figure 5(a)) 
reaches 0.6, while the scattering efficiency in water (Figure 
5(b)) and air (Figure 5(c)) are 0.7 and 5×10-7 respectively, 
prooving that the least light scattering occurs in the air, 
whereas milk and water consist of particles which can scatter 
the light. We presume that the light scattering and absorption 
are affected by the size and concentration of the particles, the 
incident light wavelength, and sample size [19]. Milk depicts 
the highest efficiency of light absorption due to its composition 
of fat globules and proteins. Figure 5 also shows that the 
forward scattering is more efficient compared to the 
backscattering for all samples due to the larger particles size of 
the samples. Figure 6 shows the scattering angle of milk, water 
and air respectively.  

 

(a) 

(b) 

(c) 

Fig. 6.  Angular scattering for (a) milk, (b) water, and (c) air. 

We observe that milk has larger value of angular scattering 
than water and air. It is clearly shown that milk has higher 
scattering effect. We attribute that to the milk contents which 
mostly consist of fat and proteins which can scatter light [20]. 
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Figure 7(c) shows the reflectance spectra of the milk 
samples. The reflectance of newly opened milk is higher than 
the fermented milk's. The low reflectance values for fermented 
milk are recorded due to its high water absorption [25]. Hence, 
we suppose that the presence of fat globules and protein 
micelles in milk affect the light reflectance. The reflectance 
intensity decreases over the fermentation process due to the 
changes of protein and fat globules [26]. 

Figure 8 shows the spectra comparison of milk samples and 
water. Figure 8(a) shows that water absorbs most of the light at 
600nm whereas the absorption peak of milk is at 700nm. Milk 
and water depict similar transmission peaks at ~ 650nm (Figure 
8(b)). Water sample shows higher transmission spectrum as it 
is more transparent than milk. Newly opened milk samples 
have higher reflectance than water due to their fat and protein 
composition. The size and shape of particles, the composition, 
and the concentration of the tested samples can affect the 
absorption, transmission, and reflectance of the samples 
respectively [26]. Newly opened milk samples consist of 
various particle compositions whereas the fermented milk 
samples have experienced physical state changes.  

V. CONCLUSION 

In conclusion, this research investigates the quality of milk 
for samples freshly opened and after being kept at room 
temperature for several days using spectroscopy and scattering 
theory. The optical properties of milk samples were 
investigated using VIS and NIR spectrometers. Newly opened 
milk samples have higher light absorbance and lower light 
transmission compared to the fermented milk, due to the 
aggregation of the fat and protein particles in milk during the 
fermentation process. Besides that, modeling based on 
scattering theory was done to compare the light propagation in 
milk, water, and air. The modeling shows that milk scatters 
more light compared to water and air due to the presence of fat 
globule, protein, and minerals. The outcome of the study shows 
that the quality of milk is reduced when it is kept at room 
temperature for several days. This is proved by both naked eye 
observation and spectroscopy. The outcome of this study can 
be useful in supporting future analysis studies on dairy 
products.  
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Abstract-This paper studies the effect of moisture and fine grain 

content on the resilient modulus of sandy clay embankment 

roadbed in the Mekong Delta, Vietnam. The study analyzed the 

grain content of 30 soil samples on the annually flooded routes of 

the Mekong Delta according to the AASHTO T88-97 standard. 
The triaxial compression test at room temperature was used to 

estimate the resilient modulus of the samples belonging to 6 

moisture levels. The experiments were conducted using 3 levels of 

lateral pressure, 0, 21, and 41kPa. Five deflection stress tests of 

14, 28, 41, 55, and 69kPa, were conducted for each lateral 

pressure. The results showed that as the percentage of grains 

finer than 0.075mm increased, the variation ratio of the resilient 

modulus also increased. The content of grains finer than 

0.075mm was between 54.1%-93%, while the variation ratio of 

the resilient modulus ranged between 53.7% and 89.1%. 

Moreover, as the percentage of grains finer than 0.075mm 

increased, water absorption capacity increased and resilient 

modulus decreased. As moisture and fine grain content influence 

the resilient modulus of the roadbed, this study’s results will help 
to limit and prevent the erosion of sandy clay embanked 

roadbeds, especially on frequently flooded areas such as the 
Mekong Delta.  

Keywords-resilient modulus; moisture content; fine grain 

content; roadbed; in situ plate loading test  

I. INTRODUCTION  

The resilient modulus of the roadbed is one of the most 
important parameters for designing a new or restoring a soft 
road surface in case of deformation. The thickness of the road 
surface layer is determined based on the resilient modulus of 
the roadbed. Moisture content affects the resilient modulus of 
the roadbed significantly, as it increases the road surface's 
deformation causing cracks and subsidence, especially in sandy 
clay embanked roadbeds which are flooded for long periods. 
The resilient behavior of cohesive soils (fine-grained soils) 
related to moisture has been studied for over 40 years. The 
influence of density and water content on the resilient behavior 
of Florida subgrade soils was studied in [1], while the subgrade 
resilient modulus was estimated by using standard tests in [2]. 
The degree of saturation affecting the resilient modulus of 
Tennessee soils was studied in [3]. An improved evaluation 

procedure of roadbed soil’s resilient modulus was introduced in 
[4]. The effect of moisture on the resilient modulus of the Ohio 
roadbed was investigated in [5]. In [6], a correlation between 
the relative moisture and the resilient modulus of the roadbed 
was proposed. The elastic and deformation characteristics of 
bottom ash in road construction, in particular Young’s modulus 
and Poisson’s ratio, were studied in [7]. According to [8], the 
settlement response of the embankment dam was similar for the 
Mohr-Coulomb and the Hardening Soil Models for three 
material zones (clay core, sandy gravel, and random fill), 
having a modulus of elasticity in the range 25000-50000kPa. 
These studies showed that the resilient modulus of soil 
embanked roadbed depends heavily on soil type, moisture 
content, and soil condition [9]. 

The current study carried out laboratory experiments to 
observe the effects of moisture and fine grain content on the 
resilient modulus of a sandy clay embankment roadbed in the 
Mekong Delta of Vietnam. 

II. MATERIALS AND METHODS 

A. Determination of the Resilient Modulus 

The resilient modulus is determined based on elastic strain. 
In road constructions, it is used to calculate the roadbed and 
road surface subsidence. Due to the transient workload, the 
loading and unloading time is extremely fast and repeated, 
while after several loads the accumulated plastic strain is 
reduced or eliminated. The subsidence of road works depends 
heavily on the elastic strain of the roadbed and road surface 
structure. Resilient modulus is defined, according to [10], as: 

�� 	 = (�� − �	) ��⁄ = 	� ��⁄     (1) 

where σ1 and σ3 are the major and minor principal stresses, σd  is 
the deviator stress, and εr is the accumulated plastic strain. 

B. Factors Affecting Resilient Modulus 

It has been shown that the resilient modulus of cohesive 
soil depends on soil type, moisture content, saturation, the 
content of the grains that can go through the No.200 sieve, 
deflection stress, suction force, plasticity index, pore water 
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pressure, lateral pressure, and lateral compression strength [11-
30]. 

C. Effect of Moisture Content on the Resilient Modulus 

Moisture content is the main parameter affecting the 
resilient modulus of sandy clay, as in low moisture the water 
binds soil grains and increases the effective stress between 
them through its suction and surface tension, leading to high 
resilient modulus values. Moreover, at low moisture content, 
the sandy clay produces strong suction in water enough to 
reproduce a significant temporary colloidal effect between soil 
grains. Increased moisture damages this phenomenon. The state 
of sandy clay depends heavily on water capacity, namely the 
physical bonding layers of water surrounding the coarse soil 
grains. When the soil is completely dry, the corresponding state 
is extremely hard or solid, the deformation is negligible, and 
the resilient modulus of the sandy clay increases due to the 
attraction between the opposite ions. Moisture content 
increases gradually with a strong water suction layer, 
increasing effective stress between soil grains through the 
suction and the surface tension of water. However, the soil 
sample volume remains unchanged until the grains are fully 
deposited in the water suction layer, the soil volume begins to 
increase due to the thickness of the water shells, the water takes 
up the voids that push the soil grains apart, the surface suction 
force decreases, the soil's resilient modulus value decreases, the 
soil becomes semi-hard and flexible, and when free water 
appears, the resilient modulus gradually decreases as the soil 
turns into the liquid state. Too much water causes the soil to 
enter a suspension state [31]. The resilient modulus value of the 
sample with the optimum moisture content is much greater than 
the resilient modulus value of the saturated sample. 

D. Effect of Fine-Grained Content on Resilient Modulus 

The resilient modulus of a cohesive embankment roadbed 
depends on the type of cohesive soil. The grain content is also 
an important factor affecting the resilient modulus of cohesive 
soils, especially the percentage of the grains that can go 
through the No. 200 sieve. When moisture is low, water binds 
soil grains (especially of fine-grained soil) and increases the 
effective stress between soil grains through the suction and the 
surface tension of water. In this case, the deformation of the 
soil is negligible. The clay may crack and become extremely 
hard when it is dry. Moisture gradually increases until the 
grains are fully deposited into the water suction layer, the soil 
volume begins to increase due to the thickness of water shells, 
the water takes up the hollow holes pushing the soil grains 
apart, and the soil becomes semi-hard and flexible [31, 32].  

E. Laboratory Experiments 

1) Purpose 

The main purpose of the experiments was to identify the 
physical characteristics of moisture content, saturation, 
unconfined compressive strength, plasticity index, liquid limit, 
optimum moisture, and the content of grains finer than 
0.075mm. The rapid compression test utilized a 3-axis 
compression chamber to determine the resilience of the soil 
samples and calculate the resilient modulus. A total of 124 
rapid compression tests were conducted to determine the 
resilient modulus, while 30 experiments were conducted to 

determine the physical characteristics and the grain content of 
the soil. 

2) Standards and Methods 

The soil samples were sandy clay samples with different 
moisture values. Soil samples were collected from the trunks of 
roads in annually flooded areas and classified according to 
AASHTO M 145-91 [33] based on grain composition and 
Atterberg limit. The resilient modulus was determined 
according to AASHTO T294-03 [34]. The simulation of 
vehicle load was performed on soil samples at 6 moisture 
values (2% and 3% dryer than the optimum, the optimum, 2% 
and 3% over the optimum, completely saturated). Liquid limit 
and plasticity index were determined according to AASHTO 
T89-07 [35] and T90-10 [36], while the grain content was 
analyzed according to AASHTO T88-04 [37]. The maximum 
dry density and the optimum moisture were determined 
according to AASHTO T180-01 [38], while the moisture was 
determined according to AASHTO T265-04 [39]. 

3) Sample Collection and Experimentation 

Thirty soil samples were collected at 30cm depth in the 
road body of the annually flooded roads in Dong Thap, Long 
An, and Tien Giang provinces. The natural moisture content of 
the samples was 9.9-32.7%. The basic physical characteristics 
of the samples were determined, including liquid limit, 
plasticity limit, grain content, standard compaction, and 
unconfined compressive strength. Table I shows the results of 
liquid limit, plastic limit, and grain content analysis. 

TABLE I.  GRAIN CONTENT AND ATTERBERG LIMIT OF SAMPLES 

No. Sample 
Liquid 

limit 

Plasticity 

index 

Sand 

(%) 

Dust 

(%) 

Clay 

(%) 

1 LA842.1 33.0 14.8 15.2 48.9 33.9 

2 LA842.2 34.3 12.1 12.4 48.9 35.9 

3 LA842.3 39.7 14.6 14.0 49.8 35.4 

4 DT942.1 39.6 12.0 16.6 45.4 35.1 

5 DT942.2 36.0 11.3 17.7 43.0 32.1 

6 DT942.3 38.3 11.6 15.3 43.5 39.8 

7 DT942.4 39.0 11.9 21.5 38.4 34.8 

8 DT942.5 38.8 11.6 10.8 53.4 34.6 

9 DT942.6 35.3 11.4 10.7 50.9 31.6 

10 DT942.7 39.7 11.5 5.2 54.4 38.6 

11 DT942.8 38.2 11.8 15.7 51.9 31.9 

12 DT942.9 39.6 11.6 11.3 44.2 39.2 

13 DT942.10 39.9 11.7 7.3 55.1 36.2 

14 DT847.1 38.3 12.4 14.0 49.4 36.2 

15 DT847.2 38.9 11.5 10.6 53.8 35.2 

16 DT847.3 38.8 11.3 12.6 43.4 41.4 

17 DT847.4 39.9 11.5 16.9 42.4 38.1 

18 DT847.5 39.5 16.4 24.8 38.7 33.6 

19 DT847.6 39.4 15.3 34.5 30.1 31.6 

20 DT847.7 39.4 15.3 16.6 45.2 33.7 

21 DT847.8 38.0 13.8 27.1 36.5 33.7 

22 DT847.9 38.4 13.2 13.8 50.1 35.1 

23 DT847.10 37.3 12.3 19.7 38.2 37.3 

24 DT847.11 38.3 12.0 20.5 46.6 32.6 

25 DT847.12 39.1 11.6 20.0 47.6 31.6 

26 DT847.13 38.0 14.8 33.9 31.2 31.2 

27 DT867.1 38.2 13.3 33.9 29.1 33.1 

28 DT867.2 39.0 11.6 23.5 33.7 37.3 

29 DT867.3 38.8 13.3 42.2 22.9 31.2 

30 DT867.4 39.0 12.1 36.8 29.5 32.5 
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An unconfined compressive strength test, according to 
AASHTO T208-05 [40], was carried out with a speed of 
1mm/min right after compressing the sample to determine the 
value of the resilient modulus. The unconfined compressive 
strength was determined from the stress-strain curve. It is the 
maximum compressive stress value that the sample has to 
withstand or the value corresponding to 20% strain if this case 
happens first. Axial compressive stress σ1 (kPa) was 
determined by: 

�� = ��(���)��
� � 100    (2) 

F. Determining the Resilient Modulus of the Soil 

The purpose of this test was to measure the resilient strain 
of the soil samples under the effect of fast compressive loading 
and determine the influence level of moisture and grains with a 
finer than 0.075mm size on the resilient modulus. For each soil 
sample collected, 15kg were selected through a 5mm sieve, 
they were divided into 6 equal weight parts, placed into 6 trays, 
and 6 different water quantities were sprayed on them to obtain 
the required moisture levels: 2% and 3% drier than the 
optimum, the optimum, 2% and 3% wetter than the optimum, 
and one saturated. Wet soil was mixed, covered with a damp 
cloth, and incubated for 12h. The preparation of a test sample 
m (g) with the desired moisture value W (%) requires the 
determination of the moisture content of the sample W1(%) and 
the calculation of the amount of water q (g) to be sprayed 
according to: 

� = �0.01� (1 � 0.01��)⁄ � � (� −��)    (3) 
A compacting mortar with 125mm diameter and 127mm 

height was placed on a hard and leveled ground. The prepared 
soil was taken into the mortar with 3 layers, each one 
occupying about 1/3 of the mortar’s volume. A 2.5kg hammer 
was used on free fall from a height of 300mm, evenly 
distributed over the surface of the soil layer. Each layer was 
compacted with 40 hammer drops. The compacted soil was 
removed from the mortar by pressing a cutting ring, having 
36mm diameter and 76mm height, vertically into the core of 
the soil. The cutting ring was removed from the soil by 
whittling. The removed sample was weighted to determine its 
natural volume and placed in a rubber wrap. A 3-axis 
compression device model 28-T0401, shown in Figure 1, was 
used to perform the tests. 

 

 
Fig. 1.  The triaxial compression device system. 

The prepared samples were placed in the laboratory 
chamber to eliminate the residual strain by applying lateral and 
vertical pressure. By loading and unloading many times with a 
strain rate of 1mm/min, the sample accumulated the residual 

strain until there was only resilient strain left. The water inlet 
valve was opened until the chamber was full. Three levels of 
lateral pressure were applied (41, 21, and 0kPa) with 5 deviator 
stress levels (14, 28, 41, 55, and 69kPa). During the 
experiment, the bottom drain valve was unlocked. The results 
of loading for an unsaturated sample (DT.942.7-2) are shown 
in Figure 2. 

TABLE II.  LOADS ON UNSATURATED SAMPLE 

No. 

Lateral 

pressure σ3 

(kPa) 

σd 

(kPa) 

Times of 

loading (times) 
Note 

0 0 69 Many times 
Residual strain 

elimination 

1 41 14 3 
Get the average 

value 

2 41 28 3  

3 41 41 3  

4 41 55 3  

5 41 69 3  

6 21 14 3  

7 21 28 3  

8 21 41 3  

9 21 55 3  

10 21 69 3  

11 0 14 3  

12 0 28 3  

13 0 41 3  

14 0 55 3  

15 0 69 3  

16 0 
Destroy the 

sample 
 Determine qu 

 

 

 
Fig. 2.  Results of loading with unsaturated soil samples (DT.942.7-2). 

In each deviator stress level test, it was necessary to load 
and unload 3 times to get the average of the deviator stresses 
corresponding to the average of the resilient strain. Figure 3 
shows the deviator stress-resilient strain relationship of the 
sample. The average values of the deviator stress and resilient 
strain can be used to calculate the resilient modulus value 
according to (4). The resilient strain generated after each load 
level consists of two resilient strain parts: an instant resilient 
strain part generated when the load is applied to the soil and 
another due to the rheological behavior in load time. Slower 
speeds of loading (on the road when the car is running slower) 
cause greater resilient strains, as shown in Figure 4. Similar 
resilient values cause different P loads, resulting in different 
soil resilient modulus. 
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Fig. 3.  The relationship of σd with the resilient strain σ3 is unchanged 

(DT.942.7-2). 

 
Fig. 4.  The resilient strain curve of the compressing test when the load 

increases with each level at a uniform speed. 

 
Fig. 5.  Determining the unconfined compressive strength (DT.942.7-2). 

The unconfined compressive strength test was carried out 
immediately after the completion of five deviator stress levels, 
with zero lateral pressure and vertical load at 1mm/min until 
the sample was damaged to determine the compressive strength 
qu. Figure 5 shows a strain graph for determining qu of 
637.2kPa for sample DT942.7-2 having 15.7% moisture 
content. The unconfined compressive strength of the test 
samples was between 60.6 and 774.3kPa. The correlation 

coefficient between the resilient modulus and the unconfined 
compressive strength (qu) was 0.6788 (R

2). For saturated 
samples, the test was only performed with zero lateral pressure 
level and five levels of deviator stress: 14, 28, 41, 55, 69kPa. 
During the experiment, the bottom drain valve was locked. The 
loading method for saturated samples is shown in Table III, and 
the results of loading for the saturated samples (DT.942.7-5) 
are shown in Figure 5. 

TABLE III.  LOAD ON SATURATED SAMPLES 

No. 
Lateral pressure σ3 

(kPa) 
σd (kPa) 

Times of loading 

(times) 
Note 

1 0 14 3  

2 0 28 3  

3 0 41 3  

4 0 55 3  

5 0 69 3  

6 0 
Destroy the 

sample 
 

Determine 

qu 

 

The resilient modulus determined from a 3-axis 
compression test is the ratio of the deviator stress and the 
relative resilient strain of the sample:  

�� = �/�    (4) 
� = �� − �	    (5) 
� =  !/!    (6) 

The resilient strain of soil samples was recorded by the data 
collection system according to each load level. It was necessary 
to choose the average resilient strain value of the three load 
times for each load level to calculate the resilient modulus. 

 

 
Fig. 6.  Load result of unsaturated soil samples (DT.942.7-5). 

III. RESULTS AND DISCUSSION 

Figures 7-9 show the experimental results for the resilient 
modulus of the 30 soil samples. In Figure 7, a lateral pressure 
of 41kPa was applied during the experiment, with 5 samples 
having moisture content of 14.5%, 15.7%, 17.4%, 19.6%, and 
20.3%. Five deviator stress levels were performed to determine 
the resilient modulus, at 14, 28, 41, 55, and 69 kPa. Figures 8 
and 9 show similar experiments by applying lateral pressures of 
21 and 0kPa respectively. The results illustrate the effect of 
moisture content, deviator stress, and lateral pressure on the 
resilient modulus. The resilient modulus is significantly 
affected by moisture content, as it decreased as the moisture 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7118-7124 7122 
 

www.etasr.com Tuan & Chieu: The Effect of Moisture and Fine Grain Content on the Resilient Modulus of Sandy … 

 

content increased at constant lateral pressure level. The 
resilient modulus decreased as the deviator stress increased, 
tending to change nonlinearly with the deviator stress at the 
same lateral pressure level. The resilient modulus increased as 
the lateral pressure increased at the optimum moisture value 
and the same level of deviator stress. The resilient modulus of 
the saturated samples decreased by 24.8-56.6% from the 
optimum moisture content. The correlation coefficient (R

2
) 

between the resilient modulus and moisture was 0.8849. The R
2
 

between the resilient modulus and saturation was 0.6741. 

 

 
Fig. 7.  Mr according to moisture and deviator stress, lateral pressure 

41kPa (model DT942.7). 

 
Fig. 8.  Mr according to moisture and deviator stress, lateral pressure 

21kPa (model DT942.7). 

 

Fig. 9.  Mr according to moisture and deviator stress, lateral pressure 0kPa 

(model DT942.7). 

Figure 10 shows the effect of the grain content with a size 
finer than 0.075mm on the variation rate of resilient modulus 
due to the change of moisture content. The content of grains 
with size finer than 0.075mm varied from 54.1% (sample 
DT.867.4) to 93.0% (sample DT.942.7), while the value of the 
resilient modulus varied from 53.7% (60,548 - 28,043kPa) to 
89.1% (95,533 - 10,426kPa). The more the content of grains 
having size finer than 0.075mm was, the more it affected the 
variation ratio of the resilient modulus. The content of grains 

having size finer than 0.075mm accounts for 54.1% (sample 
DT.867.4) to 70.1% (sample DT.847.10) corresponding to the 
rate of value variation of the resilient modulus from 53.7% 
(60,548 - 28,043 kPa) to 65.6% (45,531 - 15,681 kPa). The 
content of grains having size finer than 0.075mm accounts 
from 72.3% (sample DT.867.6) to 93.0% (sample DT.942.7) 
corresponding to the variation rate value of the resilient 
modulus from 65.8% (48,903 - 16,709kPa) to 89.1% (95,533 - 
10,426kPa). The R

2
 between the resilient modulus and the 

content of grains having a size finer than 0.075mm was 0.7358. 
The correlation coefficient between the resilient modulus and 
plasticity index was 0.5412. 

 

 
 

Fig. 10.  Effect the content of grains having size finer than 0.075mm on Mr. 

The obtained results demonstrate that the resilient modulus 
is significantly influenced by moisture and the content of grains 
having size finer than 0.075mm. The increased moisture 
content of the sample caused a drop in the resilient modulus. In 
many cases, the resilient modulus value of the saturated 
samples was reduced by more than 56.6% (35,698 - 
15,489kPa) compared to the samples at optimum moisture 
content. The resilient modulus decreased nonlinearly when the 
deflection stress increased. Increasing lateral pressure led to an 
increase in the resilient modulus of the soil sample. The higher 
the percentage of clay grains, the larger the area they cover, 
and the greater the resilient modulus of the soil is due to the 
attraction between opposite ions. The increased moisture 
corresponds to the thickness of the water shells. The greater the 
volume of water that occupies the voids, the farther apart the 
soil grains are, and the lower the surface suction of soil grains 
decreases. Thus, the resilient modulus of the soil decreases 
significantly. 

IV. CONCLUSIONS 

The resilient modulus was significantly affected by the 
moisture content, as it decreased rapidly as the moisture 
content increased by 1-2%. The resilient modulus for saturated 
samples was reduced by 56.6% in comparison to the optimum 
moisture content (sample DT942.7). The resilient modulus 
reached the smallest value of 8.153kPa when the sample had a 
moisture content of 23.3% and the content of grains having size 
finer than 0.075mm accounted for 88.1% (sample DT942.5). 
The percentage of grains having size finer than 0.075mm of the 
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soil sample had an important influence on the value of the 
resilient modulus. Among the tested samples, those with a 
higher proportion of grains with size finer than 0.075mm had a 
greater drop of resilient modulus value with increased 
moisture, while their resilient modulus reached the smallest 
values on the maximum moisture. The percentage of grains 
having size finer than 0.075mm in the samples was between 
54.1 and 79.2%. The resilient modulus varied with moisture 
content from 53.7% to 89.1%. The greater the percentage of 
grains that are finer than 0.075mm is, the higher the ratio, the 
larger the area ratio, the greater the water absorption capacity, 
and the more the resilient modulus decreases. 
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Abstract-Patient monitoring is an important issue in the medical 

field, requiring planning, effort, and time. One of the challenges 

that physicians, nurses, paramedics, and emergency medical 
technicians face is the shortage of specialized medical equipment 

and staff with the ability to measure, display, store, and transmit 

the vital signs of patients for remote diagnosis under critical 

conditions. Therefore, and based on our evaluation for such 

needs, our main research objective was to develop a new system 

to enable these professionals to perform such monitoring 

functions with a higher level of safety, performance, and time 
effectiveness with reduced cost. An advanced, integrated, 

effortless, and portable system was developed, which is capable to 

measure, monitor, display, store, and transmit data related to the 

Electrocardiography (ECG) signal along with its derivatives, 

such as the heart rate using a hybrid system that combines 
hardware and software. 

Keywords-ECG; biomedical instrumentation; embedded system; 

medical isolation 

I. INTRODUCTION 

Electrocardiography (ECG) [1] is an interpretation of the 
electrical activity of the heart, detected by electrodes attached 
to the surface of the skin and recorded by a device, external to 
the body. Detection is conducted in the form of tiny rises and 
falls in the voltage between two electrodes placed at the sides 
of the heart. The display looks like a wavy line either on a 
screen or on paper. The electrodes are standardly applied on the 
four extremities and the chest surface. The display indicates the 
overall rhythm of the heart and weaknesses in different parts of 
the heart. The ECG device detects and amplifies the small 
electrical changes on the skin that are caused when the heart 
muscle depolarizes during each heartbeat. It provides 
information on the condition and performance of the heart. 
ECG is one of the vital signs monitored in many medical and 
intensive care procedures. Any deviation from the normal in a 
particular electrocardiogram is indicative of a possible heart 
disorder. Any ECG instrument is provided with an alert 
mechanism that warns the medical staff of any abnormal 
changes detected in the cardiac function. ECG equipment has 
been developed over the years [2]. Digital hardware 
programmable logic was used to develop an ECG system in 
late '60s [3] and computer based ECG systems came into use in 

many hospitals [4, 5]. Wireless and digital technologies have 
been used to develop ECG home monitoring and telehealth 
systems [6-8]. To reduce size and cost, embedded technology 
has been used in portable medical systems [9-11].  

Cardiovascular Diseases (CVDs) are one of the leading 
mortality causes accounting for 31% of deaths worldwide [12]. 
In Saudi Arabia and in the Gulf Countries, CVDs are becoming 
a major health concern as being contributing to more than 45% 
of total deaths [13]. This percentage increases in rural areas 
where the healthcare is provided in primary health centers with 
shortage of specialized medical equipment and staff. The most 
affected people with CVD are elderly and adults with low 
income. Patients of CVDs need emergency care as soon as they 
occur. 

Our case study is the Hail region in the north of Saudi 
Arabia, having a high number of rural villages (59). The goal 
of our research, based on our evaluation of the needs of the 
Primary Health Centers (PHCs), is to develop a new system 
with the required features to enable healthcare professionals to 
perform monitoring functions with higher safety, performance, 
and time effectiveness with reduced cost using embedded 
technology and advanced signal processing that can be used 
remotely via the Virtual Instrumentation (VI) technology. This 
system should also overcome the lack of expert physicians in 
rural regions or some urban clinics or health centers, who can 
be consulted remotely in real-time if needed. The proposed 
dedicated new system consists of a low cost computer, with a 
developed portable device connected via Ethernet, and 
dedicated developed software (National Instruments Inc.). The 
Graphical User Interface (GUI) - VI system has been designed 
for easy measurement and analysis. In addition, it provides a 
user-friendly interface and the ability for advanced analysis of 
the acquired ECG signals using advanced signal processing 
techniques in time and frequency domains to help accurately 
diagnose such events at early stages without the need for 
consultation except from very critical situations. 

The proposed integrated, effortless, and portable system 
measures, monitors, displays, stores, and transmits data related 
to the ECG signal along with its derivatives. The system is 
planned to have the capability to easily process, control, and 
send the resulted signal through the Ethernet technology. 

Corresponding author: Ali S. AlMejrad
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II. SYSTEM DEVELOPMENT 

A. Hardware 

The block diagram shown in Figure 1 consists of four 
stages: pre-amplification (surge arrester and low pass filter), 
amplification (ECG amplifier), controlling (µc, EEPROM, and 
JTAG), and Interfacing (USB to RS232 converter, Serial to 
Ethernet convertor, power adaptor and power modules). 

 

 
Fig. 1.  System block diagram. 

The elements of the system are: 

• Surge arrester: It consists of a resistor and a gas discharge 
tube. It is used to prevent the circuit from high level 
defibrillation voltage (6000V) by reducing it into nearly 
120V. 

• Electro Magnetic Interference (EMI) Filter: It is built inside 
the ECG amplifier. 

• Low Pass Filter: It is used to filter the weakly resulted ECG 
signal to become suited to processing, conditioning, and 
displaying. The ECG amplifier has 10 input leads: LL, RL, 
RA, LA, V1, V2 ,V3, V4, V5, and V6 with 3 power pens of 
−2.5V, 2.5V analog voltage, and 3.3V digital voltage. 

• Serial Peripheral Interface (SPI): It is a protocol that allows 
bidirectional communication between the ECG amplifier 
and the microcontroller. 

• Microcontroller (µc): It is used to represent the controlling 
stage after the end of the previous pre-amplification and 
amplification stages. The microcontroller is programmed in 
C language. The microcontroller will convert the RS232 
serial interface into the SPI. 

• JTAG: It is linked with a bidirectional linker with the µc 
and it is represented by a connector for the purpose of µc 
programming. 

• Electrical Erased Programmable  Read Only Memory 
(EEPROM): It is used for the temporary storage of data 
before receiving a server request of transmitting these data 
by the µc. It has a bidirectional linking with the µc because 
it is available for both writing and reading, even though it is 
called Read Only Memory (ROM). 

• Digital Isolator: It is represented by a small power 
transformer and it is used for the isolation of the 
transmitting and receiving buses between the computer 
interface region and the patient interface region. 

• Power Module Isolated: It consists of power regulators 
distributed through two stages, the first stage converts the 
5VD power module output into 5V and -5V output while 
the second stage converts the 5V primary output into 2.5V 
and 3.3VD secondary output and the −5V primary output 
into −2.5V secondary output. 

• Transmit (TX) Switch: It is used to switch between the 
input from Ethernet and the input from the USB controller 
(Figure 2). 

 

 
Fig. 2.  The TX Switch. 

• USB to RS232 Converter: It is used to convert the USB bus 
into the RS232 serial interface bus that is connected to the 
digital isolator. 

• Power Module: It is one of the two input voltage sources. It 
converts the 6V input from the adapter into 5V and 3.3V 
(digital voltage). It is actually a low power transformer. 

• Serial to Ethernet converter: It is used to convert the signal 
bus (RS232) which comes from the power module into 
Ethernet signal. 

Our system has the ability to choose between two 
alternative input sources, the electrical adaptor and the USB 
adaptor. We can classify the components of our system into 
two classes: Isolated part components (patient-side 
components) and Non-Isolated part components (computer-side 
components). It is a high-safe system because it offers a safe 
protection to the patient by using a main digital isolator that 
separates the Non-Isolated from the Isolated parts. It also offers 
circuit protection from the high defibrillation voltage (6000V) 
by reducing it into a much lower voltage (120V) by using the 
surge arrester. 

B. Software 

To control the developed hardware, a graphical program 
has been developed in LabVIEW [14]. The Graphical User 
Interface (GUI) is termed as Virtual Instrument (VI) because its 
appearance and operation imitates physical instruments. 
LabVIEW contains a comprehensive set of tools for acquiring, 
analyzing, displaying, and storing data. LabVIEW is used to 
communicate with hardware for data acquisition via ports such 
as GPIB, RS232 and RS485. The front panel in Figure 3 shows 
9 leads of normal ECG signals while the front panel in Figure 4 
shows normal ECG with a red indicator detecting that the V1 
lead is off. Heart rate derivation from the ECG is conducted as 
shown in the block diagram in Figure 5.  
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Fig. 3.  Normal ECG signal. 

 
Fig. 4.  Normal ECG with a red indicator alerting that the V1 lead is off. 

 

Fig. 5.  VI block diagram. 

Wavelet-based peak detection is applied. The peaks in an 
ECG signal indicate the rhythm of the heart. Typically, one 
lead of an ECG signal (such as lead II) consists of 5 peaks and 
valleys. The first positive deflection is referred to as the P 
wave. The duration between the Q and S waves is called the 
QRS duration and indicates the ventricular condition. The 
peaks in ECG signals usually are corrupted by environment 
noise and cannot be detected properly by traditional curving-
fitting methods. The wavelet-based peak detection method is 
naturally immune to noise and can detect both sharp and mild 
peaks/valleys accurately. The wavelet-based method also is less 
affected by trends in the signal. This item uses the WA Multi-
scale Peak Detection VI to detect the peaks in an ECG signal 

and computes the QRS duration as shown in the block diagram 
in Figure 6. 

 

 
Fig. 6.  ECG QRST complex detection block diagram. 

III. RESULTS AND DISCUSSION 

To test the developed system we did various tests using a 
patient simulator for normal (Figure 7) and abnormal cases 
(Figures 8-10). 

A. Normal Case 

 

 
Fig. 7.  Normal ECG signal. 

B. Abnormal Cases 

1) Tachycardia  

The heart rate is controlled by electrical signals sent across 
heart tissues. Tachycardia [15] occurs when an abnormality in 
the heart produces rapid electrical signals. In some cases, 
tachycardia may cause no symptoms or complications. 
However, tachycardias can seriously disrupt normal heart 
function, increase the risk of stroke, or cause sudden cardiac 
arrest or death. Treatments may help control a rapid heartbeat 
or manage diseases contributing to tachycardia. A healthy adult 
heart normally beats 60 to 100 times a minute when a person is 
at rest. If you have tachycardia the rate in the upper chambers 
or lower chambers of the heart, or both, are increased 
significantly as shown in Figure 8.  

2) Atrial Flutter 

Atrial Flutter (AFL) [15] is an abnormal heart rhythm that 
occurs in the atria of the heart. When it first occurs, it is usually 
associated with a fast heart rate or tachycardia (beats over 100 
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per minute), and falls into the category of supra-ventricular 
tachycardia's as shown in Figure 9.  

 

 
Fig. 8.  Tachycardia. 

 
Fig. 9.  Atrial flutter. 

While this rhythm occurs most often in individuals with 
CVDs such as hypertension, coronary artery disease, and 
cardiomyopathy, it may occur spontaneously in people with 
otherwise normal hearts. It is typically not a stable rhythm, and 
frequently degenerates into Atrial fibrillation. Rarely, it persists 
for months to years. Atrial flutter is usually well tolerated 
initially (a high heart rate is for most people just a normal 
response to exercise), however, people with other underlying 
heart diseases or poor exercise tolerance may rapidly develop 
symptoms, which can include shortness of breath, chest pains, 
lightheadedness or dizziness, nausea and, in some patients, 
nervousness and feelings of impending doom. Prolonged fast 
flutter may lead to decompensation with loss of normal heart 
function (heart failure). This may manifest as effort intolerance 
(exertional breathlessness), nocturnal breathlessness, or 
swelling of the legs or abdomen. 

3) Ventricular Fibrillation 

Ventricular Fibrillation (V-fib or VF) [15] is a condition in 
which there is uncoordinated contraction of the cardiac muscle 
of the ventricles in the heart, making them quiver rather than 
contract properly as shown in Figure 10. Ventricular fibrillation 
is a medical emergency and the most commonly identified 

arrhythmia in cardiac arrest patients. While there is activity, it 
is undetectable by palpation (feeling) at major pulse points of 
the carotid and femoral arteries especially by the layperson. 
Such an arrhythmia is only confirmed by ECG. VF is a medical 
emergency that requires prompt basic life support interventions 
because should the arrhythmia continue for more than a few 
seconds, it will likely degenerate further into a systole ("flat 
line"). The condition results in cardiogenic shock, cessation of 
effective blood circulation, and Sudden Cardiac Death (SCD) 
will result in a matter of minutes. 

 

 
Fig. 10.  Ventricular fibrillation. 

C. The Realized System 

The main designed and developed Embedded Isolated ECG 
system board with size of 75mm×75mm is shown in Figure 11. 

 

 
Fig. 11.  The developed main embedded isolated ECG system board. 

IV. CONCLUSION 

The developed ECG system development stages consist of 
designing the board, creating the layout, fabricating the printed 
circuit board, and assembling the components, in order to get 
the final system. The developed system has the capability to 
acquire different ECG signals from different sites on the body, 
protect the patient at this side, amplify the acquired signal, 
control it, transfer it from an isolated safely system's part 
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(patient-end part) to a non-isolated one (computer-end part) 
with perfect isolation. A GUI was built for displaying the 
acquired signals using the LabVIEW program with the 
properties of displaying 9 ECG leads simultaneously or any 
selected specific lead and storing and transferring them through 
the Ethernet. The presence of physicians, nurses, and 
paramedics in the PHCs and private clinics ensures the 
developed system to be of low cost, small, portable, safe, 
biocompatible, effective, precise, simple, and durable. The 
system will be applied and validated in future work after Saudi 
Food and Drug Authority approval. 
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Abstract—Keeping computer reliability to confirm reliable, 

secure, and truthful correspondence of data between different 

enterprises is a major security issue. Ensuring information 

correspondence over the web or computer grids is always under 

threat of hackers or intruders. Many techniques have been 

utilized in intrusion detections, but all have flaws. In this paper, a 
new hybrid technique is proposed, which combines the Ensemble 

of Feature Selection (EFS) algorithm and Teaching Learning-

Based Optimization (TLBO) techniques. In the proposed, EFS-

TLBO method, the EFS strategy is applied to rank the features 

for choosing the ideal best subset of applicable information, and 

the TLBO is utilized to identify the most important features from 

the produced datasets. The TLBO algorithm uses the Extreme 

Learning Machine (ELM) to choose the most effective attributes 

and to enhance classification accuracy. The performance of the 

recommended technique is evaluated in a benchmark dataset. 

The experimental outcomes depict that the proposed model has 

high predictive accuracy, detection rate, false-positive rate, and 

requires less significant attributes than other techniques known 
from the literature. 

Keywords-classification; feature selection; teaching learning-

based optimization; intrusion detection 

I. INTRODUCTION  

Despite the increasing alertness in cyber-security problems, 
the present ongoing solutions are not suitable for shielding 
computer applications or undertaking security frameworks 
against the risk from consistently ever-propelling organized 
assaults [1]. Adaptable security methods were developed to 
solve this issue, but they turned out to have further issues. 
Typical cyber-security methods are insufficient to entirely 
defend web computer security, since they face problems from 
intruder attempts at the initiation of the security procedure, e.g. 
user authentication and firewalling [2, 3]. Thus, a different line 
of threat protection is acutely mentioned in the Intrusion 
Detection Systems (IDSs). An IDS is a program that observes 
the internet for venomous actions and policy contraventions 
[4]. At present, IDS along with safe-guard applications have 
resolved into an indispensable element of computer security of 
most companies. The union of the above-mentioned security 
machines provides increased opposition in network-attacks and 
improves network security.  

II. RELATED WORK 

Gradually, inexhaustible applications, e.g. choice and order 
models have been put in to intrusion datasets (i.e. KDD CUP 
1999) for detecting network problems and attacks. Attribute 
selection with learning algorithms couldn’t control or scale to 
very large volumes of datasets [5]. To beat this impediment, 
authors in [6, 7] proposed another hybrid feature selection 
technique that diminishes the non-applicable features and 
selects the best ideal component subsets. The recurring pattern 
study in [8] indicated that individual hunt calculation locates 
the most suitable subsets that amplify information over-fitting, 
while a probing interest is less prone to information over-fitting 
in the part assurance, developing a modest number of tests [9]. 
Authors in [10] proposed the use of ELM and alpha profiling to 
diminish the required time while superfluous highlights were 
disposed of utilizing a group of separated, relationship and 
consistency-based feature selection procedures. 

A. Filter-based Methods 

Optimum and appropriate feature subset selection is a task 
accomplished by choosing the qualities dependent on the high 
connections of concerning classes and uncorrelated features. 
From the Conditional Mutual Information Maximization 
(CMIM) method, Feature/attributes Subset Selection (FSS) is 
conducted depending on maximizing conditional mutual 
information [11] regarding the class. In addition, it is extremely 
close with class attributes and uncorrelated to attributes. It 
makes a compromise between the predictive power of the 
nominated competitor (significance for the class carrier) and its 
freedom from all recently chosen attributes. Mutual 
Information (MI) estimation between the class label y and 
attributes X is calculated in: 

���; �� = ���� − ��	��	�   (1) 

where ����  and ��	��	�  show the entropy and conditional 
entropy of the class change respectively. Some writers have 
mentioned issues using the Mutual Information-based Feature 
Selection (MIFS) technique [7, 12]. Therefore, we used this 
strategy to decrease the readability between class y and data 
attributes as shown in (2). The primary objective of CMIM is to 
choose the final feature subset that conveys as much 
information as possible from the sample S:  
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������� = 	 		���		∈�
��� ��; �� ��� �    (2) 

where ����  estimates the mutual information between the 
full features set �� and certain features �� regarding class label 
y, whereas S shows the subsets of the selected features. 

�	 ��; �� ��� �  measures the quantity of the classification 
information that ��  affords when ��  has been selected [13]. 
Selected feature subset S cannot provide this information. As 

comparison to �	��; ���	 , �	 ��; �� ��� �  does not contain the 
superfluous data of pair wise attributes for categorization. 

The importance of the input attributes defined by the JMI is 
shown in (3):  

������ = 	∑ 	���∈�  ��; ��; �! ∝ ∑ 	���	∈� ��; �� ��� �    (3) 

where �	 ��; ��; �! signifies the mutual information between 
the novel attribute subset ��  and the selected attributes �� 
regarding class y. In linguistics of mutual information, the 
determination of attribute choice is to reduce attribute subsets S 
with N attributes with a maximum holding on the target class c. 
This structure, called Max-Dependency, has the form of: 

#$�	%��, �� = 	���; �', �(, … , �*� = 	����� �	 �
�+ ,�, ,…,�-

	�    (4) 

In (3), the holding among attribute � is resultant and can 
have a high value [14]. The correspondence between 
readability between attributes is expressed in (5) and (6): 

min	Z	�X, c	� = 	 1 ∣ 6( ∣⁄ ∑ 	���∈8  ��; ��!    (5) 

Max	∅�%, =� = 	w	– 	Z    (6) 
The incorporation (i.e. integration) of (5) and (6) is known 

as the Minimal-Redundancy-Maximal-Relevance (mRMR) 
[15]: 

@�A�A�∅� = 	��B;�� −	1 ∣ 6( ∣⁄ ∑ 	���∈8  ��; ��!    (7) 
where �� is a selected subset of attributes S and �� is a native 
feature set.  

B. The Proposed Ensemble Feature Selection  

The pre-owned Feature Selection strategies are mRMR, 
JMI, and CMIM which can relegate the position of the IDS 
datasets and the output is aggregated utilizing a combination 
strategy [7]. 

C. Frequency Vote 

Frequency Vote (FV) is a cooperative decision making 
framework that has been proposed as more useful than other 
increasingly complex plans [16]. Thus, we can follow the most 
voted prediction as to the last prediction or expectation as per 
(8): 

∑ C�,�
£
�E' = 	$FG#$��∈{',(,⋯,J} ∑ C�,�

£
�E'     (8) 

where £ shows the number of attribute choice methods, and L is 
a selection of some attributes. For attribute j, the sum 
∑ C�,�£�E' 	tabulates the number of votes for j.  

D. Using Teaching Learning-Based Optimization (TLBO)  

TLBO [17-19] is the best and most powerful metaheuristic 
method to apply high convegence rate with less adjusting 
parameters. It is an easy and simple computation of tuning the 
control parameters with less memory requirments. The working 
methodology of the TLBO algorithm can create better 
evaluation outcome [20]. The position of the ith learner is : 

��,� = L��,' , ��,( , … ,��,MN	    (9) 
where OP 	shows the lower limit	and QP 	shows the upper limit	of 
the R dimension in the search area	��,M ∈ 	 [	OP 	, QP] [21]. The 
learner � is unplanned, initialized in the search area [22]. The 
development (i.e. evolution) of ��,� is generated by: 

��,� = OP,� +	F' 	∗ 	 QP,� −	OP,� 	!    (10) 
where i=1, 2, 3, ..., nWop, 	X = 1,2,3, … , R , F'	 signifies the 
unplanned variable, OP,� shows the lower limit	and QP,� shows 
the upper limit	value, and nPop denotes the population count 
[23]. The simulation of an old-style initiation procedure is 
arranged into two critical stages of the TLBO calculation: the 
teacher stage and the learner stage.  

In TLBO algorithm, the teacher is a quantification of 
obtaining an ideal output gained from optimization problems. 
Therefore, the teacher can grow the mean result of a classroom 
to a specific result which relies on the ability of the complete 

classroom. Let �,�= (1/nWop) (Σ��,�) be the mean value of the 
particular subject where k=1, 2,…,R. Equation (11) shows the 
updating equation process: 

��,�
�[\ =	��,�

]^_ +	F( ∗  �`[abc[d −	ef ∗ �,�!	 
&		ef=   round[1+rand(0,1)]    (11) 

where �`[abc[d  is the greatest begineer of the embrance group 
(i.e. population) at the current duplication of the algorithm,	F( 
represents random numbers, ef behaves as a teaching element 
that chooses the merit of the mean to be changed. In each 

iteration, ��,�
�[\ 	is updated from the old merit ��,�

]^_ . ��,�
�[\  and 

��,�
]^_  denote the k-th beginer choice after or before it is 
modernized by the teacher.  

E. The Fitness Function 

The fitness function must maximize the categorization 
Accuracy of the calculations accomplished by the best 
attributes during the progresive (i.e. evolutionary) process, 
which is defined as: 

Accuracy = ghig*
ghig*ijhij*  

TP, TN, FP, and FN stand for True Positive, True Negative, 
False Positive, and False Negative respectively. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

During the experiments, every record had features such as 
feature name, records, and feature portrayal. Most IDS 
numerical studies have been performed on NSL-KDD [24]. 
This data set have varying data importance and feature 
integrity. Authors in [25] analyzed the deliberate intrusion 
dataset called KDD Cup 1999 [36]. Every record is tagged as 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7130-7134 7132 
 

www.etasr.com Singh & Shrivastava: Evolutionary Algorithm-based Feature Selection for an Intrusion Detection System 

 

normal or as an attack type in the dataset. The flowchart of the 
proposed method can be seen in Figure 1. 
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Fig. 1.  General structure of the proposed model for intrusion detection.  

A. Results and Discussion 

Different exploratory tools and techniques were used on the 
NSL-KDD dataset (see Table I) [14, 25, 26]. The classification 
performance is estimated with the assistance of the support 
vector machine categorization with four execution variables. 
These exhibition measures, along with Accuracy, are [27-29]: 

Detection Rate: DR
TP

TP FN
=

+

 

Precision: Pr
TP

TP FP
=

+

 

F-measure = 
2* Pr* Re

Pr Re+

 

False Alarm Rate: FAR
TP

TN FP
=

+

 

B. Result Comparison  

Tenfold cross-validation was applied to ELM [7] and other 
classifiers, namely SVM [30, 31] and NB in the IDS dataset. 
Table I shows the comparison of the performance of the 
proposed algorithm with existing known algorithms. The result 
shows that the proposed algorithm performs better on the basis 

of parameters like feature, DR, FPR and Accuracy in the same 
data set. Only five of the attributes have been selected by the 
proposed method which can identify intrusion attacks in the 
network with maximum Accuracy. 

TABLE I.  PERFORMANCE COMPARISON OF THE PROPOSED AND 

EXISTING ALGORITHMS IN THE SAME DATABASE 

Algorithm Feature DR FPR Accuracy 

LSSVM-IDS + 

FMIFS [32] 
18 98.93 0.28 99.94 

TUIDS [33] All 98.88 1.12 96.55 

HTTP based IDS [34] 13 99.03 1.0 99.38 

Hybrid IDS [35] All 99.10 1.2 * 

Proposed 5 99.31 0.19 99.95 
 

IV. CONCLUSION 

In this study, a novel hybrid model called EFS-TLBO with 
ELM is proposed, to easily identify threats by using the 
attribute choice algorithm [7] which increases the perceptive 
power for better class distinction. For exhibiting the superiority 
of the proposed technique, the NSL-KDD database of intruders 
was employed. The results show that the proposed technique 
provides an important depletion to the required features and 
outperforms the advanced attribute selection techniques from 
the literature. The practical results show that the suggested 
technique achieved an accuracy of 99.95% in the NSL-KDD 
data set of intruders [36, 37], surpassing the other techniques.  

Future work is going to be focused on multi-objective 
algorithms that combine ensemble filter and classification 
methods for pattern analysis and intrusion attack detection. 
Also, some different optimization algorithms for ELM 
parameter optimization are going to be researched. 
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Abstract—Dementia has become a global public health issue. The 

current study is focused on diagnosing dementia with Electro 

Encephalography (EEG). The detection of the advancement of 

the disease is carried out by detecting the abnormal behavior in 

EEG measurements. Assessment and evaluation of EEG 

abnormalities is conducted for all the subjects in order to detect 
dementia. EEG feature analysis, namely dominant frequency, 

dominant frequency variability, and frequency prevalence, is 

done for abnormal and normal subjects and the results are 

compared. For dementia with Lewy bodies, in 85% of the epochs, 

the dominant frequency is present in the delta range whereas for 

normal subjects it lies in the alpha range. The dominant 

frequency variability in 75% of the epochs is above 4Hz for 

dementia with Lewy bodies, and in normal subjects at 72% of the 

epochs, the dominant frequency variability is less than 2Hz. It is 

observed that these features are sufficient to diagnose dementia 

with Lewy bodies. The classification of Lewy body dementia is 

done by using a feed-forward artificial neural network which 

proved to have a 94.4% classification accuracy. The classification 
with the proposed feed-forward neural network has better 

accuracy, sensitivity, and specificity than the already known 
methods. 

Keywords-Lewy body dementia; EEG; dementia; neural 

network; dominant frequency 

I. INTRODUCTION  

The term dementia refers to a syndrome that causes a 
decline in cognitive functions, mainly the person’s memory and 
intelligence, due to the death of brain cells. Different types of 
dementia have their own characteristic features. In Alzheimer's 
disease, the pathology involves the reduction of neurons which 
help in stimulating cortex and hippocampus regions, deposits in 
blood vessels, and formation of amyloid plaques [1]. An 
intermediate stage called mild cognitive impairment was found 
between the normal cognitive and dementia. Subjects in this 
stage are not demented but exhibit a decline in memory beyond 
that expected at their age and education [2, 3]. Mild cognitive 
impairment is an earlier stage, which may progress to dementia 
[4]. Psychometric predictors and clinical evaluation in elderly 
subjects can predict mild cognitive impairment [5]. Mild 
cognitive impairment and dementia can be detected using EEG 
biomarkers [6-8]. Mini Mental State Examination (MMSE), 
Clinical Dementia Rating (CDR), and Global Deterioration 

Scale (GDS) are the subjective measures used to evaluate the 
early stages of mild dementia [3, 4, 11]. 

Alzheimer’s Disease (AD) is the most common form of 
dementia [9, 10]. In AD patients, the decrease in consistency of 
fast rhythms and shift of power spectrum to lower frequencies, 
are the abnormalities in EEG signals [13]. The second most 
common dementia is Vascular Dementia (VaD) [14]. VaD is 
caused by the ischemic brain lesions due to cardiovascular 
pathology resulting in decline of the cognitive functions [15-
17]. Another type of dementia, Lewy Body Dementia (LBD) is 
characterized by Lewy bodies with large old plaques. Fronto 
Temporal Dementia (FTD) might occur in middle aged people 
and is characterized by the degeneration of prefrontal and 
anterior temporal cortex associated with personality changes 
and changes in social conduct [18]. Parkinsonism consists of 
problems in motor nerves namely, resting tremor, rigidity and 
freezing [19].  

Finding a biomarker to detect dementia at an earlier stage is 
a major challenge. The biomarker should detect the 
neuropathological processes caused by dementia to help the 
effective treatment of the disease [10]. EEG can function as 
such a biomarker to identify those physiological and 
pathological conditions. EEG in addition to functioning as a 
diagnosis tool also differentiates the stages of dementia [20]. 
The reduced cost and non-invasiveness of the EEG electrodes 
makes it suitable for detecting dementia and its progression 
[10, 11]. The challenges in an EEG biomarker are the accurate 
and early detection of the disease [6]. The identification of 
different stages of dementia and the precise detection is made 
possible by EEG [21]. Slowing of EEG dominant posterior 
rhythm frequency and reduced alpha and beta activities are 
observed in visual characteristics of AD. Reductions in mean 
frequency and alpha and beta power are observed in the 
analysis of EEG signals of AD patients, in earlier stages of 
dementia [4]. Mild dementia is characterized by an increase in 
theta activity and severe dementia by a decrease in beta activity 
[22, 23]. Resting state eyes-closed EEG recording is used to 
assess the progression from mild to severe AD. The stage of 
mild cognitive impairment is characterized by increase in delta 
power and decrease in alpha and beta power [24]. Early stages 
of LBD show reduction in cognitive functions like attention, 
problem solving, and visuospatial skills. Changes in cognitive 

Corresponding author: G.Anuradha



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7135-7139 7136 
 

www.etasr.com Anuradha & Najumnissa: Classification of Dementia in EEG with a Two-Layered Feed Forward … 

 

function and Parkinsonism are the characteristic features that 
differentiate DLB from AD and other dementias [25]. LBD and 
AD are distinguished in early stages by quantitative analysis on 
the EEG signal. The dominant frequency of AD patients were 
in alpha range, in greater than 60% of the epochs and dominant 
frequency variability in AD was less than 1.6Hz whereas LBD 
patients had dominant frequency variability greater than 4Hz 
[26-28].  

In our present study, classification of LBD and control 
(normal) subjects is achieved with the help of a feed forward 
neural network with features extracted in the frequency domain 
[33]. This paper aims in finding whether these abnormalities 
are present in the EEG and whether these can help in the 
detection and classification of dementia to improve diagnostic 
accuracy. 

II. MATERIALS AND METHODS 

The proposed method consists of EEG acquisition, 
preprocessing, feature extraction, and classification as shown in 
Figure 1. EEG recording was done with subjects awake, 
relaxed, and with eyes closed. The sampling rate was 173.6Hz. 
Two-second long epochs were chosen for analysis [28, 33]. A 
total of 12 abnormal and 18 normal EEG records were 
obtained. Fast Fourier Transform (FFT),	���� was performed 
for the EEG time series ���� . Spectral amplitude 	�			 was 

evaluated for each epoch, with	
 being the number of epochs. 
The frequency at which �	  is maximum, among all epochs is 

the dominant frequency value 	�	 . The Mean Dominant 

Frequency (MDF) of all epochs was found. Dominant 
Frequency Range (DFR), the range of maximum and minimum 
value of �	 , Dominant Frequency Variability (DFV), the 

variation of the dominant frequency, i.e. the difference between 
the maximum and minimum value of �	, Frequency Prevalence 

(FP) which indicates the existence of a frequency �	 in alpha, 

theta, or delta range were evaluated. The above features are 
extracted from the preprocessed signal which is applied for 
classification to the feed forward neural network as normal and 
demented signals. In the proposed method, Levenberg 
algorithm is used to update the weights of the feed forward 
neural network. 

 
Fig. 1.  Flow chart of the proposed method. 

Machine learning algorithms learn from the past experience 
and provide optimized performance criteria. The most 
important aspect of a learning algorithm is its accuracy. 

Statistical learning techniques are developed and compared 
using pattern recognition which is one of the key aspects of 
artificial intelligence. Linear Discriminant Analysis (LDA) and 
neural networks, Support Vector Machine (SVM) [29, 30], 
Linear Support Vector Machine (LSVM), Balanced 
Communication-Avoiding Support Vector Machine (BCA-
SVM) [32], and Levenberga algorithm [33] are some of the 
available classifiers.  

In the proposed method, accuracy, i.e. the differentiation of 
subjects with LBD from normal subjects, sensitivity which 
determines LBD correctly, and specificity which determines 
the healthy subjects correctly, were obtained with a two-
layered feed forward neural network. Simulation of the above 
study is done using the EEG data obtained from the Bonn data 
base [32]. 

III. RESULTS AND DISCUSSION 

Analysis of Dominant Frequency (DF), MDF, DFR, DFV, 
and FP in both normal and abnormal EEGs was conducted. 
Table I shows the features extracted from 12 abnormal EEGs. 
For every subject, the maximum DF among all epochs was 
chosen. It is observed that, the DF in almost all subjects, except 
subject 9, falls in the delta range. MDF is present in the delta 
range in all the analyzed subjects. The DFRs of subjects 2, 4, 
and 8 fall completely in the delta range. The DFV of 50% of 
the subjects is present in the delta and theta range. Above 80% 
of the subjects have FP in the delta range. From the feature 
analysis of abnormal subjects, it is found that, the MDF of all 
the epochs is found to be greater than 0.9Hz and the DFV is 
greater than 4Hz in 75% of epochs which confirms LBD 
similar to pattern 4 [27]. 

TABLE I.  FEATURES OF LDB 

S.NO DF (Hz) MDF (Hz) DFR (Hz) DFV (Hz) FP (%) 

1 1.3 1.0 0-4.4 4.0 D=90 T=10 

2 3.3 0.9 0-3.3 3.0 D=100 

3 0.6 1.6 0-11.5 12.0 D=90 A=10 

4 0.6 1.0 0.3-2.0 2.0 D=100 

5 1.3 1.6 0-5-7.0 6.0 D=80 T=20 

6 0.3 1.4 0.0-11.8 12.0 D=80 A=20 

7 0.3 3.5 0.3-11.1 11.0 D=73 A=27 

8 1.0 1.29 0.3-3.0 3.0 D=100 

9 10.8 2.9 0.0-11.8 12.0 D=80 A=20 

10 0.6 2.2 0.3-11.5 12.0 D=90 A=10 

11 0.339 4.0 0.0-11.5 11.5 D=58 A=42 

12 0.339 4.2 0.33-12.2 11.86 D=67 A=33 

D: delta 1-3.9Hz ,T: theta 4-5.5Hz, A:  alpha 8-12Hz  

 

Table II shows the features extracted from normal EEGs. It 
is observed that, the DF in more than the 80% subjects falls in 
the alpha range. MDF is present in alpha range 80% of the 
analyzed subjects. The DF range of 83% of the subjects falls in 
the delta range. The DFV of 80% of the subjects is present in 
the delta range. Above 70% of the subjects have FP in the 
alpha range. Figure 2 shows the comparison of the DF for LBD 
and normal subjects. The DF for LBD is present in the 85% of 
the epochs in delta range, between 0.3Hz and 3.3 Hz. The DF 
of subject 9 alone falls in the alpha (10.8Hz) in LBD, whereas 
subjects, except 3, 15, and 16, exhibit DF in alpha, between 
10Hz and 11Hz. The 85% of the epochs in normal subjects 
have DF in the alpha range. 
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TABLE II.  FEATURES OF NORMAL SUBJECTS 

S.NO DF (Hz)  MDF (Hz)  DFR(Hz)  DFV(Hz)  FP (%)  

1 10.5 3.2 0.0-10.5 10.5 D=75 A=25 

2 11.0 11.0 11.0-12.0 1.0 A=100  

3 14.0 14.0 12.0-14.0 2.0 A=100  

4 11.0 11.5 11.0-12.0 1.0 D=25 A=75 

5 11.0 11.5 11.0-12.0 1.0 D=100  

6 10.8 11.0 10.5-11.0 1.02 A=100  

7 11.0 11.29 11.0-12.0 1.0 A=100  

8 11.0 11.25 11.0-12.0 1.0 D=75 A=25 

9 11.0 11.13 11.0-12.0 1.0 A=100  

10 11.0 11.55 11.0-12.0 1.0 A=100  

11 11.0 11.61 11.0-12.0 1.0 A=100  

12 11.0 11.5 11.0-12.0 1.0 D=8 A=92 

13 11 10 9-11 2 D=8 A=92 

14 11 11 11-12 1 D=25 A=75 

15 15 13 10-16 6 A=100  

16 14 14 8-15 7 A=100  

17 11 11.5 11-12 1 A=100  

18 11 11.5 11-12 1 A=100  

D: delta 1-3.9Hz ,T: theta 4-5.5Hz, A:  alpha 8-12Hz  

 

 
Fig. 2.  DF of LBD and normal subjects. 

The calculated MDF for LBD and normal subjects is shown 
in Figure 3. All the normal subjects, except 1, 3, 15, and 16, 
have MDF in alpha, between 11Hz and 12Hz, whereas in LBD, 
the MDF falls in the delta range of 0.9Hz and 3.5 Hz in 
subjects 1 to 10 and theta range of 4Hz and 4.2Hz in subjects 
11 and 12 respectively. 

 

 
Fig. 3.  MDF of LBD and normal subjects. 

Figure 4 shows the comparison of DFV for subjects with 
LBD and normal subjects. In 75% of the epochs, DFV above 
4Hz is observed in dementia and in normal subjects 83% of the 
epochs have DFV less than 2Hz. All LBD subjects, except 2, 4, 
and 8, have DFV above 4Hz. All normal subjects, except 1, 15, 
and 16, have DFV less than 2Hz. The calculated FP for LBD 
and normal subjects is shown in Figure 5. More than 80% of 
the epochs in LBD have FP in the delta range [24], whereas for 

normal subjects 80% of the epochs are in the alpha range. It is 
therefore found that EEG abnormalities can function as a 
marker for the detection of LBD. 

 

 
Fig. 4.  DFV for LBD and normal subjects. 

 
Fig. 5.  FP for LBD and normal subjects. 

IV. CLASSIFICATION 

The extracted features DF, MDF, and DFV were utilized in 
a feed forward neural network implemented in MatLab. 
Levenberg algorithm was used to update the weights of the 
neural network. Accuracy, sensitivity, and specificity were 
used to evaluate the classification performance. These 
parameters are calculated as: 

Accuracy �
�����

�����������
    (1) 

Sensitivity	 � 	
��

���	��
     (2) 

Specificity	 �
��

�����
    (3) 

where TP, TN, FP, FN stand for the true positive, true negative, 
false positive and false negative classifications respectively. 

The confusion matrix evaluates the overall performance of 
a classification method. Accuracy, sensitivity, and specificity 
of each feature are obtained from the confusion matrix. Figure 
6 shows the confusion matrix obtained for classification using 
the feature DFV. Accuracy of 88.9%, sensitivity of 83.3%, and 
specificity of 100% were achieved. Figure 7 shows the 
confusion matrix obtained for classification using DF, with 
accuracy of 94.4%, sensitivity of 90.9%, and specificity of 
100% achieved. Figure 8 shows the confusion matrix obtained 
for MDF. The acquired accuracy, sensitivity, and specificity 
were 94.4%, 88.9% and 100% respectively. 

Table III shows the accuracy, sensitivity, and specificity 
using the classifiers spectral SVM, decision tree with Fourier 
coefficients, and SVM with spectral peak [30, 35, 36]. The 
classifier performance is poor in Fourier coefficients with 
decision tree, where the accuracy, sensitivity and specificity are 
less than 75%, whereas spectral svm shows good classifier 
performance, with accuracy of 86%, sensitivity of 88% and 
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specificity of 84%. The accuracy, sensitivity, and specificity of 
the proposed feed forward neural network classifier with 
features like MDF, DFV and DF obtained from the confusion 
matrix is shown in Table IV. 

 

 
Fig. 6.  Confusion matrix for DFV. 

 
Fig. 7.  Confusion matrix for DF. 

 
Fig. 8.  Confusion matrix for MDF. 

TABLE III.  ACCURACY, SENSITIVITY, AND SPECIFICITY OF OTHER 
CLASSIFIERS  

Feature 
Accuracy 

(%) 

Sensitivity  

(%) 

Specificity 

(%) 

Spectral SVM 86 88  84 

Fourier coefficients with 

decision tree 
72.2 72.2 59.4 

Spectral peak SVM 79.9 83.2 76.4 

TABLE IV.  ACCURACY, SENSITIVITY, AND SPECIFICITY OF THE NN 
CLASSIFIER  

Feature 
Accuracy 

(%) 

Sensitivity  

(%) 

Specificity 

(%) 

NN with MDF 94.4 88.9 100 

NN with DFV  88.9 83.3 100 

NN with DF  94.4 90.9 100 

 

The highest percentage of sensitivity of the proposed 
classifier is 90.9% with the DF feature. The specificity 
obtained for the proposed classifier is 100% for MDF, DFV, 
and DF, while the accuracy is 94.4% in both MDF and DF. 
Hence, DF produces better results when compared to the other 
features, MDF and DFV. This type of classification method 
with a two-layered feed forward NN using dominant frequency 
feature gives better sensitivity, specificity, and accuracy when 
compared with other existing methods. 

V. CONCLUSION 

In this study, EEG analysis was performed on both 
abnormal and healthy subjects. Dominant frequency analysis 
was proposed to extract spectral features from EEG signals. 
The spectral features obtained are sufficient for the diagnosis of 
LBD [30]. An artificial neural network was used for 
classification. The experimental results show that the proposed 
two-layered feed forward artificial neural network-based 
classifier can achieve better classification performance than the 
existing LBD diagnosis methods. 
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Abstract-Urdu is one of the most popular languages in the world. 

It is a Persianized standard register of the Hindi language with 
considerable and valuable literature. While digital libraries are 

constantly replacing conventional libraries, a vast amount of 

Urdu literature is still handwritten. Digitizing this handwritten 

literature is essential to preserve it and make it more accessible. 

Nevertheless, the scarcity of Urdu Optical Character Recognition 

(OCR) research limits a digital library's scope to a manual 
document search. The limited research work in this area is 

mainly due to the complexity of Urdu Script. Unlike the English 

language, the Urdu writing style is cursive, bidirectional, and 

character shapes and sizes highly vary depending on their 

position. Holistic word recognition is found to be a better solution 

among many other text segmentation techniques as it takes the 

complete word into account instead of segmenting it explicitly or 
implicitly. For this project, the data of five different Urdu words 

were collected for training and testing a convolutional neural 
network and 96% recognition accuracy was achieved. 

Keywords-word recognition; Urdu; deep learning; CNN; 

cursive writting 

I. INTRODUCTION  

The Urdu language is an Indo-European language derived 
from the Farsi alphabet, which stems from the Arabic alphabet 
[1]. Having more than a hundred (100) million native speakers 
in the South Asian region, Urdu is one of the two official 
languages of Pakistan. Similar to Arabic, the Urdu language is 
bidirectional. However, Urdu has more isolated letters (38) 
than Persian (32) and Arabic (28). A great deal of history, 

literature, and lore of the South Asian region is present in the 
form of handwritten manuscripts in Urdu. To make them 
accessible to larger audiences through electronic media, the 
only possible solution is the digitization of the literature in 
searchable form. An obvious solution is manually 
sorting/annotation, which is a tedious and time-consuming task 
[2]. Usually, if we want to bring any hard copy document in e-
format, scanning is performed, bringing the data in image 
format. Searching keywords from that image is not directly 
possible in Urdu, Persian, and Arabic. This problem can be 
addressed with the help of Optical Character Recognition 
(OCR) systems. OCR is defined as a process of classification 
of optical patterns in a digital image or as the conversion of 
images of typed, handwritten, or printed text into machine-
encoded text [3]. Unlike English OCRs that first hit the market 
in the early 90s [4, 5], the earliest research conducted in Urdu 
OCRs was reported in 2003 [6]. The complications associated 
with Urdu script are:  

• Urdu is a bidirectional language. It is written from right to 
left, and in some cases, such as numbers, it follows the left 
to the right direction.  

• Each Urdu letter can take four distinct shapes due to four 
different places, i.e. initial, middle, final, and standalone, as 
shown in Figure 1 [7]. 

• Urdu is always written cursively. Inter- and intra- word 
spaces are present in the Urdu script.  
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• Words sometimes overlap each other and make the 
recognition process difficult.  

• Some Urdu characters have dots associated with them 
which can vary in numbers and locations. 

• Sometimes in handwritten documents, open loops may get 
closed [8]. 

 

 
Fig. 1.  Character variation depending on the position. 

Research has been done on similar problem types, as 
mentioned above, in numerous languages, and text recognition 
has been experimented on text images using OCR [9]. OCR 
technique is used for converting images into editable text. 
However, for cursive scripts like Urdu, results are not 
satisfactory as isolated scripts. Hence, cursive scripts’ pattern 
recognition is challenging [10]. Moreover, since Arabic and 
Persian languages’ characters are subsets of Urdu language, it 
is practically impossible to use Arabic/Persian OCRs for Urdu 
language. On the other hand, the general problem with OCRs is 
that the text that occurs in natural scene images, historical 
documents, or images hugely varies in appearance and layout 
or images with background objects cause false-positive 
detections [11]. Due to these complications, converting an 
image with cursive text into editable text is not flawless, and 
accuracy is not satisfactory. Word (keyword) spotting is 
another technique that can be defined as a process of finding all 
instances of a query word that exist in a document image 
without wholly recognizing the document. In the past years, 
research in handwriting recognition with OCRs has developed 
to a level that generates commercial applications. However, the 
success rate is much higher in online than offline recognition 
[9]. Hence, in cases where the OCR system cannot assure 
human reader satisfaction, word spotting is a viable solution for 
information retrieval [2]. 

Over the last few decades, there has been rapid 
development in text spotting methods. The majority of methods 
split the complete process into two major stages [12]: 
Segmentation/text detection and word recognition. 
Segmentation/text detection generates candidate character or 
word bounding boxes/region proposals [3]. It can be defined as 
decomposing an image into many sub-images, each containing 
a character/word. Text detection tackles the standard text 
spotting pipeline and contributes to the whole process's error 
rate [12]. Several segmentation strategies can be broadly 
classified into three main categories: implicit segmentation, 
explicit segmentation, and holistic approach. Implicit 
segmentation (recognition-based segmentation) is a technique 
in which the system searches the images for components that 
match classes in its alphabet. However, this technique is 

adopted to integrate the processes of segmentation and 
recognition. Accordingly, Hidden Makrov Models (HMMs) 
based approaches have emerged, and authors in [13] proposed 
a method based on HMMs using an implicit segmentation 
approach and claimed word recognition accuracy of 88.2% on 
a lexicon of size 3,771. In explicit segmentation (classical 
approach), an input image is first partitioned into sub-images 
containing characters and then it is classified. Explicit 
segmentation needs to find all the interconnection between 
words, also known as ligatures, and dissect the word images 
through all detected ligatures. Authors in [14] proposed a direct 
segmentation approach for offline handwriting recognition. The 
accuracy of the segmentation approach was reported at 83.6%. 
However, over-segmentation and wrong segmentation are 
considerably high [15]. 

A holistic method tries to identify words instead of 
characters and considers them as units. It is therefore termed as 
Intelligible Word Recognition (IWR) instead of a character 
recognition technique. There are other significant reasons for 
its popularity as well: the holistic approach is parallel to human 
reading and can be applied to historical documents whose poor 
quality makes it challenging to analyze with the classical 
approach [4]. Due to the cursive handwriting style, changing 
the shape of characters depending on the Urdu script's position, 
the classification using a holistic approach is more efficient and 
optimal [1]. Besides these advantages, its major drawback is 
that the holistic approach is always restricted to a predefined 
lexicon since it does not deal directly with letters, but with 
words, so a specific lexicon of the word is a necessary 
constraint. Whenever we want to modify the lexicon, the 
training stage is mandatory. This property makes this approach 
suitable where the lexicon is statistically defined [15]. After 
applying machine learning techniques in the image recognition 
domain, the lexicon size can be made quite large, making this 
technique suitable for many applications. A lexicon of size of 
90,000 words has been claimed in recent works of word 
recognition [7]. A typical optical character recognition pipeline 
starts with looking at the picture, locating text areas, 
identifying the lines of the text, and at the end, it tries to 
recognize each character or word present in that image. The 
text recognition step receives a single word or character's 
cropped image and identifies the depicted object. Character-
based classifiers are used to classify individual characters, 
which are then integrated to generate an entire word. Different 
techniques are used for this classification task. Authors in [16, 
17] use Convolutional Neural Networks (CNN) as character 
classifiers. Authors in [17] used a complicated combination of 
CNNs and HMMs for a fixed lexicon to generate the final 
recognition results. An alternate approach for this text detection 
task is whole word-based recognition or holistic word 
recognition, extracting features from the entire word before 
performing word classification [7].  

Since we cannot use Arabic and Persian language 
recognition systems, our primary focus is to develop a word 
recognition system using a deep neural network for the Urdu 
language. To that end, we have used a holistic or whole word-
based recognition approach. We have collected around 5298 
samples of five Urdu words: tawhid, namaz, hajj, rehmat, and 
jannat for our project.  
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II. DATA PREPARATION 

A. Training and Testing Data 

Data were collected from different people, with a diversity 
of writing styles, containing 5298 samples of 5 different words 
(approximately every word is written around 1000 times). 
Seventy five percent of the samples were selected for training, 
and 25% were set for testing purposes.  

B. Data Pre-processing 

Recognition results rely on the preprocessing phase. 
Unwanted noise can degrade the recognition accuracy. Our 
work in the preprocessing stages involves binarization and 
converting of the cropped images into a uniform size while 
creating the dataset. For data collection, we have used A4-sized 
papers with 26 rows and 10 columns. These papers were 
scanned at 300 dpi, and then individual characters were 
cropped using an open-source OCR helper tool. These cropped 
images were saved in binarized format in a text file, as shown 
in Figure 2. This text file has three channels (RGB), which 
carries redundant information, so information from only one 
channel was extracted, and then these arrays were concatenated 
to form a complete dataset. The OCR helper tool facilitates the 
dataset preparation process by providing an adjustable 
binarization threshold, height and width sensitivity, and the 
export size of the blob. 

 

 
Fig. 2.  OCR helper tool for cropping and binarization. 

III. THE DEEP LEARNING MODEL 

A. Model Architecture 

Neural networks are typically organized in layers, 
consisting of many interconnected nodes known as neurons. 
Generally, there are 3 types of layers: input, hidden, and output 
layers. The input layer receives the input pattern and 
communicates it to the next (hidden) layer. A hidden layer is an 
intermediate layer between the input and the output layers. The 
processing is performed here via weighted connections. The 
last output layer of the neural network usually consists of n 
nodes, where n is the total number of classes. A Convolutional 
Neural Network (CNN) is one of the most common types of 
artificial neural networks and it is considered a state-of-the-art 
technique in pattern recognition, outperforming several 
classifiers [18]. The CNN's architecture contains convolutional 
layers, pooling layers, and a fully connected layer. A CNN 
finds its application in a wide range of areas, e.g. natural 
language processing, video analysis, speech recognition, and 
pattern recognition [19]. 

The convolutional layer is the first layer in a CNN. This 
layer uses a number of n different filters or kernels (edge or 

curve detectors). Each of these can be intuitively modeled as a 
feature identifier. These filters then convolve with the original 
image's sub-images according to their dimension and extract 
features from that image. To understand the process of 
convolution, consider a 6×6 image and a 3×3 filter. To extract 
features, we must convolve them. This operation is shown in 
Figure 3. 

 
Fig. 3.  A simple convolution operation. 

The values of the output can be easily calculated as follows: 

X1=3*1+4*1+1*1+0*0+0*8+0*2+1*-1+6*-1+3*-1=-2 

Output dimensions can be found as: n−f+1*n−f+1 

where n is the input image dimension (6 in this case) and f is 
filter's dimension (3 in this case). The output dimensions will 
be 4×4. 

Pooling or subsampling layer is used to decrease the 
features' resolution, making the feature more robust against 
noise and distortion and making the system computationally 
effective. A fully connected layer is often used as the last layer 
in a CNN. The working principle of a fully connected layer is 
the same as traditional multi-layer perceptons. Every neuron 
present in this layer receives input from every neuron of the 
previous layer and finally classifies the output. 

B. Model Training and Testing 

To develop an Urdu handwritten word recognition system, 
we created a deep feed-forward neural network architecture 
using the TensorFlow library. We started our experiment with 
5 different word classes, each having approximately 1000 
samples. We trained our network on a non-GPU machine with 
varying image sizes, i.e. (60×60, 50×50, and 30×30 pixels) and 
different numbers of neurons and got meaningful results 
comparable with [20].  

C. Results 

We trained our model for 5 different words and tested it for 
accuracy and loss by changing the number of neurons and input 
image sizes. Increasing the number of neurons resulted in better 
accuracy but increased training time. The highest accuracy 
achieved was 95.81%, with 60×60 image size and 2000 
neurons in each layer. The words used to train the model were 
tawhid, namaz, hajj, rehmat, and jannat which were labeled as 
0,1,2,3, and 4 respectively. Figure 4 shows the random 
inferences from the test set, where ‘Tr’ shows the original word 
and ‘Pred’ shows the predicted output.  

1) 30×30 Pixel Images 

The accuracies of individual words and of the complete 
development set on 30×30 images with different number of 
neurons is shown in Table I. Figure 5 shows the loss decrease 
and the accuracy increase with the number of epochs. Figure 6 
shows the individual accuracy of each word with a CNN 
containing 500 neurons. 
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Fig. 4.  Prediction on the test set with randomly selected words. 

TABLE I.  ACCURACY ON 30×30 IMAGES 

Neurons 
Accuracy (%) 

Test set Tawhid Namaz Hajj Rehmat Jannat 

450 88.36 91.63 79.15 94.59 99.97 76.53 

500 90.22 88.44 84.55 93.82 99.90 84.23 

600 89.68 88.84 89.57 91.50 99.68 78.46 

300 86.03 80.87 87.64 94.59 99.61 67.30 

350 89.21 86.05 86.48 94.20 98.46 80.76 
 

 
Fig. 5.  Accuracy and loss with 500 neurons. 

 
Fig. 6.  Individual accuracies with 500 neurons. 

2) 50×50 Pixel Images 

The accuracies of individual words and of the complete 
development set on images of size 50×50 with different 
number of neurons is shown in Table II. Figure 7 shows the 
loss decrease and the accuracy increase with the number of 
epochs. Figure 8 shows the individual accuracy of each word 
with a CNN containing 1250 neurons. 

TABLE II.  ACCURACY ON 50×50 IMAGES 

Neurons 
Accuracy (%) 

Test set Tawhid Namaz Hajj Rehmat Jannat 

1250 94.33 94.82 93.05 97.29 97.66 86.53 

1400 94.25 97.61 94.59 98.45 97.50 80.76 

1000 94.24 94.02 93.05 92.66 97.46 81.53 

800 91.93 92.82 92.27 96.91 97.21 77.69 

 

 
Fig. 7.  Accuracy and loss of a CNN with 1250 neurons. 

 
Fig. 8.  Individual accuracies with 1250 neurons. 

3) 60×60 Pixel Images 

The accuracies of individual words and of the complete 
development set on images of size 60×60 with different 
number of neurons is shown in Table III. Figure 9 shows the 
loss decrease and the accuracy increase with the number of 
epochs. Figure 10 shows the individual accuracy of each word 
with a CNN containing 2000 neurons. 

 

 
Fig. 9.  Accuracy and loss with 2000 neurons. 
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TABLE III.  ACCURACY ON 60×60 IMAGES 

Neurons 
Accuracy (%) 

Test set Tawhid Namaz Hajj Rehmat Jannat 

400 87.82 80.87 87.25 94.98 98.60 75.76 

800 92.63 93.22 88.03 97.68 98.94 84.23 

1600 94.33 90.04 95.75 96.13 99.32 89.61 

2000 95.81 95.21 96.52 98.45 99.61 88.84 

2400 94.49 95.61 93.82 93.82 99.59 89.23 

 

 
Fig. 10.  Individual accuracies with 2000 neurons. 

IV. CONCLUSION 

This report describes a system for handwritten Urdu holistic 
word recognition using a deep neural network. This work's 
motivation was the existence of extensive valuable literature in 
the Urdu language in many South Asian libraries and the 
ongoing effort to digitalize these scripts. Research work has 
already been conducted in this area on different languages, but 
the digitization of Urdu script is a scarcely developed area. 
Some work has been done for Urdu word/character recognition 
using SVMs and HMMs.  

In this work, a holistic Urdu handwritten word recognition 
has been developed using a deep neural network. We have 
collected more than 5000 handwritten samples to include a 
diversity of styles in our study. Approximately every word has 
1000 samples. The images were saved in binarized format and 
the dataset was divided to training (75%) and testing (25%) 
subsets. A feed-forward deep neural network was trained for 
recognition/classification, and showed promising results. We 
have achieved accuracy up to 96% on the complete test set. 

V. FUTURE RECOMMENDATIONS 

Many different experiments, tests, and architectures can be 
tried in the future, including: 

• Training neural networks for a larger lexicon of Urdu 
words. 

• Using different architectures and configurations of neural 
networks for improved accuracy. 

• Segmentation of Urdu words in handwritten script. 

• Developing a complete end-to-end system of keyword 
search in handwritten Urdu script.    
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Abstract-This paper presents an efficient Low Voltage Ride 

Through (LVRT) control scheme for a 10.0MW grid-tied 

Permanent Magnet Synchronous Generator (PMSG)-based wind 

farm. The proposed control strategy plans to enhance the power 

quality and amount of injected power to satisfy the grid code 

requirements. The proposed approach utilizes a static Shunt Var 

Compensator (SVC) to enhance the LVRT capability and to 
improve power quality. It has been observed from the outcomes 

of the study that the proposed SVC controller ensures safe and 

reliable operation of the considered PMSG-based power system. 

The proposed system not only improves power quality but also it 

provides voltage stability of the Wind Energy Conversion System 

(WECS) under abnormal/fault conditions. The results show the 
superiority of the proposed control strategy. 

Keywords-LVRT; PMSG; SVC; WECS; power quality; voltage 

stability 

I. INTRODUCTION  

The demand for renewable energy sources that produce 
clean energy with low carbon footprint is increasing. Fossil fuel 
consumption emits CO2 resulting in enhanced environmental 
pollution. Research and development in the energy sector have 
boosted the extension of renewable energy resources like wind, 
hydro, and solar [1, 2]. Wind power generation is one of the 
most promising contributors to the usage of renewable energy 
[3, 4]. The wind generation potential integrated with the grid is 
increasing at an optimal level in electricity production fulfilling 
the energy gap [5] to an extent. Past studies have considered 
the disconnections of wind farms from the grid in the case of 
fault occurrence [6]. However, the use of modern grid codes is 
a prominent solution that ensures the grid system's operational 
capability even during the occurrence of faults [6-10]. Among 
multiple types of wind turbines, Permanent Magnet 
Synchronous Generators (PMSGs) [11] and Double Fed 
Induction Generators (DFIGs) are widely used in wind farms 
[1, 5, 12-14]. Development in semiconductor switching devices 

and high efficiency demand the extension of the use of PMSGs 
[5, 8, 14]. Authors in [8] explored the LVRT capability 
enhancement along with the controlled supply of reactive 
power. Authors in [2] compared FACTS Static Var 
Compensator (SVC) controller and STATCOM regarding the 
provision of faster dynamic response to the wind system to 
control and enhance the LVRT. The SVC was installed at the 
end of the transmission line to enhance the LVRT control 
capability during a fault condition in order to maintain supply 
continuity. SVC was mostly used when voltage swings were 
the greatest.  

The conventional back-to-back converter control strategy of 
Rotor Side Converter (RSC) was introduced for Maximum 
Power Point Tracking (MPPT) [15] and Grid Side Converter 
(GSC) was implemented to regulate the DC link voltage 
resulting from the grid fault occurrence [7, 8, 16]. When an 
LVRT occurs, the DC link voltage can be increased because 
MSC does not sense the grid fault and GSC fails to control the 
DC link voltage [5, 6, 17, 18] which results in the tripping of 
the wind farm. The use of a non-linear, SVC controller is 
rapidly growing because of its robustness with respect to 
external disturbances. The prime issue of controllers using 
traditional back-to-back converters is blathering. To reduce 
blathering, various LVRT methods have been introduced [1-5, 
17-19]. The most attractive LVRT method is the SVC because 
of shunt connection and longer life cycle [2]. Moreover, many 
authors have proposed different control techniques to enhance 
the LVRT capability of wind farms [18]. The SVC controller is 
robust and cost-effective and can be implemented in wind 
farms. During fault conditions, SVC is capable of enhancing 
the LVRT performance by supplying the reactive power and 
thus improve voltage stability [1, 5, 6, 17]. According to the 
National Electric Power Regulatory Authority (NEPRA) 
standard, the wind system must be able to withstand voltage 
sags of around 30% of rated voltage for durations of 80ms [9]. 
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In this paper, the conventional SVC controller is employed; 
the LVRT features have been enhanced and maintain voltage 
supply continuously. The improvement in the wind farm 
performance has been analyzed. The proposed model design 
achieves excellent power quality, optimal voltage stability, and 
reasonable reactive power compensation. The main 
contributions of this work are: 

• The study provides detailed modeling and analysis of a 
10.0MW, 120kV grid-connected PMSG wind farm. 

• The SVC controller is employed to compensate for reactive 
power and to enhance the LVRT capability of the 
developed PMSG-based wind farm during normal and 
abnormal conditions.  

• The proposed system provides uninterrupted power supply 
to the grid once the fault is removed, thus validating the 
effectiveness of the proposed control strategy. 

II. SYSTEM MODEL AND CONTROL STRATEGY 

Figure 1 shows the model layout and the control strategy of 
the proposed system. The wind farm is designed with 5 wind 
turbines, each with a rating of 2.0MW. The model design 
comprises of a PMSG based grid integrated wind farm along 
with an SVC controller. The 10.0MW wind farm has been 
integrated to a 120kV grid. The proposed model is designed at 
50Hz to validate the performance of the system in LVRT 
conditions. Further, a variable speed PMSG machine is used 
because of its cost-effectiveness and high efficiency. During 
the LVRT condition, an SVC controller is installed at the Point 
of Common Coupling (PCC) to maintain the supply continuity. 
The bus voltage at PCC is 575V. As per the NEPRA standard, 
if a voltage dip occurs, the system must not drop below 30% of 
the rated voltage. The designed control strategy of the SVC 
controller comprises of a voltage measurement unit, a 
regulator, a distribution unit, and a synchronizing unit. The 
voltage measurement module measures the output voltage of 
the system. It can also be used for filtering purposes. To 
achieve a smooth voltage response, the voltage regulator is 
used to control and regulate the voltage. The distribution unit is 
used to control the thyristor susceptance module and is 
interfaced with the power system. It also determines the 
number of Thyristor Switched Capacitor (TSC) units and the 
absorption level of Thyristor-Controlled Reactor (TCR) power. 

 

 
Fig. 1.  The PMSG based grid integrated wind farm. 

A synchronizing unit contains a Phase-Locked Loop (PLL) 
circuit which is synchronized against secondary voltages. A 
pulse generator produces the pulses to energize the thyristors. 
The SCR starts conducting at a particular point of the voltage 
known as the firing angle. Lowering the firing angle increases 
output power. It can be observed that the installation of an SVC 
controller results in LVRT operation enhancement and as a 
result, the system performance is improved. 

 

 
Fig. 2.  The designed strategy of the SVC controller. 

The result shows the voltage profile is maintained at 
0.75p.u. during the LVRT condition. Hence, the continuity of 
supply is ensured. Power quality and voltage stability during 
disturbances are also improved. The proposed model was 
designed and simulated in MATLAB/ Simulink version 2016b. 
The parameters of the proposed model are listed in Table I. 

TABLE I.  PROPOSED MODEL SYSTEM PARAMETERS 

Parameter name Value Parameter name Value 

Cp (max) 11.0 Pn (VA) 2000000/0.9 

ρ (Kg/m
3
) 1.225 fn (Hz) 50 

ωm (rad/s) 0.3 Rs (p.u.) 0.006 

H (s) 4.32 Vdc 1100 

Kp 1.1 Ki 27.5 

C (nF) 250 L (mH) 1.13 

Rs 4.26 Quality factor 50 

 

III. SIMULATED RESULTS ANALYSIS 

In this section, the performance analysis of the proposed 
system at different stages is evaluated. The steady-state and 
transient responses during fault conditions, such as SLG and L-
L fault, are analyzed in the simulation results. Furthermore, the 
outcomes of multiple fault conditions on voltage stability and 
reactive power compensation are also taken into consideration. 
The Grid-tied PMSG-based wind farm model in 
MATLAB/Simulink is given in Figure 3. The model consists of 
a 10MW Wind farm with 1 TCR and 3 TSCs. The rating of 
TCR is 109Mvar while that of each TSC unit is 94Mvar.  

A. System Response at Steady State Condition 

This section investigates the operation and control of the 
proposed model where the voltage is set at 1.0p.u. with 
generator rating of 5×2MW and V=575V at B575. The active 
generated power increases steadily and reaches the nominal 
value of 10MW as shown in Figure 4. The simulation results 
confirm that the proposed system is running smoothly and 
shows a good performance during the steady-state condition. 
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Fig. 3.  MATLAB/Simulink model of the proposed system. 

 
Fig. 4.  Active power generation against time. 

 
Fig. 5.  Voltage response at PCC B575. 

The simulation results confirm that the voltage is 
maintained at 1.0p.u., when the stop time is set at 0.2s. This 
result is obtained by running iterative rigorous simulations. 
Figure 5 shows that the optimized value is obtained at 1.0p.u.. 
During the steady-state condition, the current is not increased 
beyond the limit. However, from simulation results, it can be 
seen that the current increases and reaches 0.81p.u. as shown in 

Figure 5. This shows an excellent performance and proves that 
the proposed system runs smoothly without any disturbance. 
The speed turbine starts from 1.0p.u. and reaches up to 
1.027p.u. as demonstrated in Figure 6.  

 
Fig. 6.  Generated current at PCC B575. 

 
Fig. 7.  Turbine speed over the specified time. 

It can be observed that the turbine speed is in the safe range 
and shows the good performance of the proposed system. 
Figure 8 elucidates the voltage at PCC B575 which is 
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maintained at 1.0p.u. by controlling the amount of reactive 
power and the wind farm has equivalent dc-link voltage of 
1100V. It is increased due to the control process of back-to-
back converters in the conventional design. 

 
Fig. 8.  DC link equivalent voltage across time. 

B. System Response at Unsymmetrical SLG Fault 

1) Without SVC 

The unsymmetrical Single Line to Ground (SLG) fault 
injected at PCC is demonstrated in Figure 9.  

 
Fig. 9.  Generated voltage at PCC B575 during SLG fault. 

 
Fig. 10.  Generated active power during SLG fault. 

One phase is dropped (red line) below 0.5p.u. and the 
proposed wind farm system is tripped. Hence, the output power 
of the system becomes zero. Figure 10 shows the variation in 
the generated power from 0.04 to 0.08s. It can be seen that the 
optimized 10MW power has certain variations during fault 
switching time. Further, the variation in the generated power 
has been observed mainly due to the SLG fault condition. The 
result also shows the overall performance of the proposed 
model during temporary injected fault time. During the fault 
injection, very small reactive power is generated. The reactive 
power provides some power to run the proposed system model 
smoothly. Figure 11 shows the poor performance of the system 
due to the SLG fault. 

 
Fig. 11.  Generated reactive power during SLG fault. 

2) With SVC 

Figure 12 shows the bus voltages with an SVC 
implemented at bus-3 during SLG fault.  

 
Fig. 12.  Voltage at PCC during SLG fault with SVC. 

The SVC ensures that the grid integrated wind farm 
maintains its voltage profile above the value of 0.75p.u.. 
Therefore, voltage stability and power quality are improved. 
The wind system continues its connection during fault 
switching time from 0.06 to 0.12s with the grid by supplying 
reactive power. The wind farm is not disconnected from the 
grid and the continuity of supply is maintained. The 
performance evaluation of the SVC during the temporarily 
injected SLG fault is depicted in Figure 13. During the 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7146-7151 7150 
 

www.etasr.com Dayo et al.: LVRT Enhancement of a Grid-tied PMSG-based Wind Farm using Static VAR Compensator 

 

switching fault time from 0.02 to 0.06s, the reactive power (Q) 
is increased, making the system stable. Power quality is 
improved, and the supply continuity is maintained. The reactive 
power is generated by the SVC controller and reaches its 
optimized value. It can be observed that the proposed model 
generates a large amount of reactive power when the system 
voltage is low and achieves better performance in terms of 
voltage stability. 

 
Fig. 13.  Generated reactive power (Q) during SLG fault. 

 
Fig. 14.  Generated reactive power (Q) during SLG fault by the SVC. 

C. System Response at Unsymmetrical L-L Fault 

1) Without SVC 

It can be seen in Figure 15 that two phases (red and blue 
phase) drop from 1.0 to 0.5p.u.. In Line to Line (L-L) fault, it is 
confirmed that the system is in severe condition which can 
make it stop from running. Figure 15 demonstrates the phase 
condition in which the system is disturbed, and the wind farm 
is tripped. Fault switching occurs between 0.03 and 0.13s. As 
per grid code requirements, the voltage dip should not fall 
below 0.75p.. Voltage dip is increased during the fault 
switching time. It can be noticed that the voltage sag produced 
by the L-L fault is more severe than the SLG fault. 
Furthermore, during the fault switching time, from 0.03 to 
0.06s, the reactive power is decreased as shown in Figure 16. 

2) With SVC 

The static SVC controller is the key part of the proposed 

model. After the installation of SVC at PCC and during the 
fault period, voltage profile, voltage stability, and power 
quality are improved. It is also noticed that the voltage profile 
is improved from 0.45 to 0.75s as shown in Figure 17. 

 
Fig. 15.  Generated voltage at PCC during L-L fault. 

 
Fig. 16.  Generated reactive power (Q) during L-L fault. 

 
Fig. 17.  Voltage at PCC during L-L fault with SVC.  

Finally, it is confirmed that the simulation results show 
better performance in terms of power quality. The wind farm 
runs in a smooth way and continuity of supply is not disturbed. 
Figure 18 shows the optimized result of the proposed model. It 
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is noted that SVC has generated a large amount of reactive 
power during the L-L fault. The proposed model shows 
enhanced performance and meets the required conditions. 
Further, it is observed that the model system is in operational 
condition and the supply remains uninterrupted. 

 
Fig. 18.  Generated reactive power (Q) during L-L fault by the SVC. 

IV. CONCLUSION 

An LVRT enhancement of a grid-tied PMSG-based wind 
farm system has been proposed in this paper. It consists of 5 
wind turbine generators integrated with the grid system. An 
LVRT control technique is implemented which has achieved 
balanced grid voltage. Reactive power is supplied during the 
fault condition to secure the protection of WECS of the wind 
turbine and as a result, it determines the enhanced LVRT 
capability. The proposed system has been designed with the 
use of the SVC controller. When a grid fault occurs, the SVC is 
automatically activated to regulate the grid voltage and 
compensate the power loss. The system model has been 
designed and simulated in MATLAB/Simulink. The simulation 
results reveal that the proposed system has superior 
performance in terms of power quality, voltage stability, and 
compensation of the reactive power in severe disturbances. 
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Abstract-The failure of construction projects could be attributed 

to several challenges that emerged during the construction 

process. Nine major challenges were uncovered from the 
literature: resource allocation, time, cost, quality, safety, project 

complexity, changes, uncertainties, and communication. A survey 

was carried out among professionals having a minimum of 10 

years of experience in the construction industry to identify the 

occurrence and severity of these challenges. A total of 117 

responses were analyzed and plotted on a risk matrix. The mean 
values indicated that time, cost, and quality are the top three 

challenges faced in construction projects, while the risk matrix 

revealed that all challenges are high-risk challenges. Thus, the 

professionals should consider suitable measures to address these 
challenges for improving a project’s performance. 

Keywords-construction industry; construction challenges; risk; 
risk matrix; Malaysia 

I. INTRODUCTION  

The construction industry is considered a key industry in a 
country’s development and contributes 18% of the worldwide 
GDP [1]. The construction industry is referred to as vibrant due 
to uncertainties in technology, budgets, and development 
processes [2]. The operations of the construction industry 
require sufficient labor force, skills and commitment, and 
effective manpower organization [3]. Conventionally, the 
performance of a construction project is assessed based on 
three parameters i.e. time, incurred cost, and quality [4-6]. 
Other studies have stated that the performance also includes 
safety as an additional criterion [7-9]. Once the project size 
becomes larger it is becoming more challenging, especially 
during the implementation stage and thus it will likely disrupt 
the targeted performance [10]. To deal with this challenge, 
specific skills, expertise, experience, and knowledge are needed 
to avoid any potential project overruns [11]. Several 
approaches have been introduced to address these challenges, 
and leadership is one of them [12]. Failure or success of 
construction projects highly depends on the ability to handle 

challenges that emerge along with the construction processes. 
For this, the knowledge of the challenges occurring in 
construction projects is essential. This study aims to investigate 
the various challenges faced in construction projects and to 
assess the level of risk for each of them. 

II. IDENTIFICATION OF CONSTRUCTION CHALLENGES 

Challenges are inevitable in a construction project and 
impact its performance. These challenges may emanate from 
improper communication among the staff, low quality 
workmanship, and insufficient amount of materials available 
[13]. Moreover, the organizational drawbacks and the 
incapability to deal with critical situations also fuel these 
challenges [14]. This study investigated the constraints faced 
by construction leaders to keep the project well organized and 
running smoothly, ensuring its successful completion. 

In [15] the challenges were classified into construction 
issues and peripheral pressures. In [16] the challenges were 
classified into 4 categories: engineering, human development, 
managerial and political, and sustainability challenges. Seven 
construction management challenges were pointed out in [17]. 
Financial constraints and awareness & knowledge were 
identified as two major challenges of the construction field in 
[18]. In [19], three project challenges were pointed out: late 
approvals, sudden changes of rules, and non-uniform 
compliance. In [20], the challenges in construction practices 
were abridged to resource allocation, scheduling and budget 
management, meeting the quality and safety standards, 
maintaining complexity, organization management, change 
management, risk and uncertainties management, and 
communication system. In [21], the challenges were classified 
into resource management, risks and uncertainties, support 
from top management, and restraint of budget. In [22], 
uncertainty, bad worker attitude, financing matters, contractor 
selection, and adoption of the latest technology and advanced 
techniques were pointed out as major construction challenges. 
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Moreover, claim challenges are faced by every contractor in the 
construction project [23]. A literature review highlighted the 
nine common challenges faced in construction works shown in 
Table I. 

TABLE I.  CHALLENGES FACED IN CONSTRUCTION PROJECTS 

Challenges in construction projects References 

Resource allocation [24-29] 

Time [30-33] 

Cost [33-38] 

Quality [39, 40] 

Safety [41, 42] 

Project complexity [43, 44] 

Changes [45, 46] 

Uncertainties [24, 47-49] 

Communication [50-52] 

 

A. Resource Allocation 

Construction activities depend on the availability of 
resources [53]. Resource management is essential to achieve 
the success of any project [54]. Resources in the construction 
project usually consist of labor, materials, machines, and 
money [55]. The success of infrastructure and megaprojects 
needs a high amount of financial and human resources [56]. 
Resources should be properly allocated due to limited 
availability and high demands in the construction industry, 
while all resources are equally important. Construction 
materials typically contribute about 40-45% to the total cost of 
a project [57, 58]. Hence, appropriate planning is crucial to 
ensure the timely availability of adequate and suitable materials 
[59]. Planning the construction project manpower is important 
for determining the size of the project workforce, organizing 
into functional groups, and hiring suitable manpower [58, 59]. 
Construction machinery contributes about 20-30% to a 
project’s cost, with additional costs for maintenance, repair, 
and operation. Resource planning also ensures the availability 
of adequate and suitable equipment [59]. 

B. Time 

Construction time is a major concern, as each project has a 
predetermined period with a definable beginning and an 
identifiable end. Inefficient time management increases a 
project’s cost, spoils a company’s reputation, and reduces 
construction productivity [55]. 

C. Cost 

The construction process is capital intensive due to the 
large amounts incurred at every project stage [29]. The cost of 
labor, materials, equipment, professional fees, and total profit 
are major components of a project’s cost. Cost management 
can be affected by capital shortages, impractical profit margin, 
high debits, and improper management of resources [37]. 
Besides, cost escalation is also a ubiquitous issue faced in 
construction projects [60]. 

D. Quality 

Quality is defined as meeting the legal, aesthetic, and 
functional requirements of a project [61]. Quality problems 
cause delays and cost overruns. Effective quality management 

increases product quality, improves workmanship and 
efficiency, decreases wastage, and increases profit [62]. Quality 
is an essential consideration in selecting the proper contractor 
for any project [63]. 

E. Safety 

Safety is a major concern in the success of the construction 
industry, especially when considering work-related accidents 
[64]. Safety measures account for 1-2% of the total contract 
cost in a construction project [58]. Safety management issues in 
a construction site depend on workers’ attitudes [65]. 

F. Project Complexity 

Project complexity involves the employment of individuals 
from different organizations and combinations of technology 
[66]. Project complexity has a direct relation with uncertainty 
in the term of its element [67]. 

G. Changes 

A change in a construction project is an alteration or a 
modification in the pre-existing conditions, assumptions, or 
requirements [68]. It occurs when the scope of work differs 
from the scope of the work outlined in the contract documents 
[69]. Changes in construction affect delivery time and cost 
significantly [69-70]. 

H. Uncertainties 

Uncertainty is the chance of any event with a genuinely 
unknown probability distribution [71]. The ambiguity of a 
project’s uncertainty is considered a threat to construction 
performance [72]. Managing uncertainties involves risk and 
opportunities, where the activities and processes could become 
worse or better than planned [73]. 

I. Communication 

Previous studies indicated that over 50% of construction 
projects were unsuccessful due to poor or insufficient 
communication [74]. The complex communication 
environment in large or mega construction projects requires 
frequently changing sets of relationships [50]. 

III. DATA COLLECTION AND ANALYSIS 

This study performed a quantitative survey on the 
perceptions of various professionals engaged in handling 
construction projects. It aimed to uncover the possible 
challenges in the construction industry and identify their 
respective level of risk. Professionals’ perceptions were 
collected utilizing a structured questionnaire. Data analysis 
involved statistical methods using mean score calculation with 
the formula adopted by [75]: 

� =
∑(�)

�
    (1) 

where M is the mean, X are the individual data points, and N is 
the sample size (number of the data points).  

The risk level of the challenges was assessed based on the 
risk matrix. A risk matrix is a tool to assess the risk level using 
a graphical representation based on two axes: the level of 
severity and occurrence. A 5-point scale was used for each 
axis, as shown in Table II: 1-very low, 2-low, 3-moderate, 4-
high, and 5-very high. The factors could be classified based on 
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risk level or using a risk matrix where the factors are placed 
based on occurrence and severity levels and assessed 
accordingly. This study utilized the risk matrix to assess the 
risk category of construction’s challenges. Based on the two 
parameters and the scale, the drawn risk matrix can be seen in 
Figure 1 [76]. 

TABLE II.  MEASUREMENT SCALE 

Scale Level of Severity 
Frequency of 

Occurrence/likelihood 

1 Very Low (VL) Very Low (VL) 

2 Low (L) Low (L) 

3 Moderate (M) Moderate (M) 

4 High (H) High (H) 

5 Very High (VH) Very High (VH) 

 

 
Fig. 1.  Risk matrix. 

The risk matrix is divided into three zones:  

• Green zone: Risks are of low level and can be ignored.  

• Yellow zone: Risks are of moderate importance and should 
be controlled. 

• Red zone: Risks are of critical importance. These are the 
top priorities and close attention should be paid. 

IV. RESULTS AND DISCUSSION 

A total of 117 completed questionnaires were collected 
throughout Peninsular Malaysia. Data collection was 
performed through an in-person/site visit (face-to-face) 
approach.  

 

 
Fig. 2.  Respondents’ experience. 

Initially, an appointment was set with the respondents to 
participate in a telephone interview and an e-mail survey. On 
the agreed date, the respondents were approached and a short 
briefing was given about the study’s purpose and the contents 
of the questionnaire. The survey was completed in 3 months. 
The respondents were professionals with experience in several 
project types and sizes. A summary of the respondents’ project 
experience and size is shown in Figures 2 and 3 respectively. 

 

 
Fig. 3.  Size of the projects participated. 

Respondents’ experience is a very crucial parameter as they 
could provide better judgment on the challenges and the 
required leadership characteristics due to their long-time 
involvement. From Figure 2, it can be noted that the minimum 
experience of the respondents was 10 years while 38 
respondents were working for more than 20 years in the 
construction industry. This indicates that the participants were 
capable enough to provide insight views of the problems faced 
in construction. The respondents were handling projects of 
several sizes. The minimum size of the projects handled by 
respondents was RM 10 million, while the majority was 
engaged in projects with more than RM 200 million contracts. 
Collected questionnaires were checked for reliability to assess 
their consistency. Cronbach's alpha value was computed to 
check the internal consistency, which ranges from 0 and 1, 
where 1 means that the data are highly reliable and valid while 
0 means the opposite [77]. In this study, Cronbach’s alpha 
value of data for severity level was found at 0.851, and the 
same for occurrence level was found as 0.844. As these values 
are higher than 0.6, they are deemed suitable for further 
analysis as suggested in [78]. The mean values of the responses 
on the occurrence and severity levels of construction challenges 
were calculated, and the results are shown in Table III. From 
Table III, it can be observed that time challenge is the most 
commonly occurring and severe challenge in construction 
projects of Malaysia, as it was also shown in [79]. The second 
major challenge was the cost of the construction project. Cost 
is a very serious issue and is given the highest priority by the 
owners and subsidizers. Many researchers have emphasized 
that cost must be given a high priority. Quality was reported as 
the third major challenge from the occurrence point of view, 
while from the severity perspective it was reported as fourth. 
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On the contrary, the practitioners reported safety as the fourth 
and third major challenge from the occurrence and severity 
aspects respectively. The mean values of all challenges were 
plotted on a risk matrix, as shown in Figure 4. 

TABLE III.  LEVEL OF OCCURRENCE AND SEVERITY OF THE 

CHALLENGES 

S. No 
Challenges in handling 

the construction projects 

Frequency of 

occurrence 

Level of 

severity 

1 Time 3.67 3.48 

2 Cost 3.51 3.29 

3 Quality 3.44 3.19 

4 Safety 3.33 3.24 

5 Resources allocation 3.29 3.09 

6 Changes 3.19 3.08 

7 Uncertainties 3.15 3.06 

8 Project complexity 3.03 2.84 

9 Communication 3.13 2.83 

 

 
Fig. 4.  Risk level of the challenges. 

Figure 4 illustrates the 9 challenges marked with "x" on the 
risk matrix. Since all marks are located in the red zone/region, 
it indicates that all challenges belong to the high-risk category. 
The challenges need to be addressed carefully by the 
construction leaders during the implementation of a project. 
Hence, appropriate measures should be considered to handle 
these challenges successfully. One of the appropriate ways for 
controlling these challenges is effective leadership. Leadership 
can be used effectively by adopting several characteristics such 
as imparting information effectively, knowledgeable, work 
according to the plan, setting priorities, and willingness to take 
responsibility [80]. 

V. CONCLUSION 

Every construction project faces unavoidable challenges. 
The level and effects of a challenge might vary from project to 
project as well as from region to region. This study focused on 
examining the various challenges faced in construction projects 
of Malaysia through a questionnaire survey among experienced 
practitioners. These challenges included resource allocation, 
time, cost, quality, safety, project complexity, changes, 
uncertainties, and communication. Statistical analysis revealed 
that all investigated challenges were high-risk challenges. The 
practitioners reported that time, cost, and quality were the most 
critical challenges. The practitioners need to take the necessary 

measures for avoiding time, cost, and quality problems that 
could fail a construction project. 
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Abstract-Portals are gateways that provide users with the 

information they need from different sources and display it on a 
single page. It is important to see that universities utilize the 

resources and services provided by their student portals. With 

the rapid development of Information and Communication 

Technology (ICT), the Ministry of Education in Saudi Arabia 

aims to develop and improve student portals by providing high-

quality teaching services through the university portal systems. 

This paper discusses the importance of student portal usage in 

Saudi Arabian universities and investigates the factors that 

influence the utilization of student portals as perceived by the 

students of the Saudi universities. Based on these factors, a model 

is proposed which identifies students’ expectations about the 

Saudi university portals. A quantitative methodology was 

employed to develop the model. The results revealed that 8 out of 

10 factors of the model are significant and positively affect 
student portal usage. The enhancement of student portals based 

on the identified significant factors will assist the universities to 
increase their utilization and their provided services. 

Keywords-university portal; higher education; e-services; e-

learning; quality of service; utilization of student portals; ICT 

I. INTRODUCTION  

High-quality web portals are critical to commercial and 
non-commercial organizations [1, 2]. A portal is defined as a 
general knowledge management system that helps companies 
to share, reuse, create or exchange information [3]. A 
university portal provides its users a specialized view that 
matches their needs and meets their software and hardware 

requirements. To build a university portal that is updated 
regularly with the latest information and can accommodate 
additional services is a significant challenge [4]. The main 
concern is to build a portal that controls, coordinates, interacts 
and takes feedbacks from customers (visitors, staff and 
students). The Ministry of Higher Education in Saudi Arabia 
works close with Saudi universities to improve the quality of 
higher education in order to ensure that university graduates 
have skills and learning outcomes in line with the international 
standards and job market requirements. Despite the good 
Information and Communication Technology (ICT) 
infrastructure in Saudi universities, the usage of university 
student portals remains low [5]. According to [6], a big 
challenge that Saudi universities face is the lack of awareness 
regarding the use of ICT among students, faculty members, and 
administrative staff. Many universities in Saudi Arabia spend 
generously on ICT, but this expenditure does not lead to 
significant improvements in the usage of ICT services. Many 
universities have adequate ICT infrastructure, but they do not 
use it effectively [7]. Higher education institutions, particularly 
universities in developed countries, are heavily involved in 
portals which have become an essential tool for service 
delivery and communication between faculty members, 
administrative staff, and, most important, students [8]. 

Several studies have been conducted in Saudi Arabia on the 
importance and usage of university student portals. Authors in 
[9] showed that the official university portal for King Abdul-
Aziz University is well-below the expected standard. The study 
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claims that King Abdul-Aziz University’s portal does not 
match the standards of design, content, user support, and 
navigation and the undergraduate students are dissatisfied with 
it [10]. The aim of [10] was to explore usability problems 
within Saudi university websites in comparison with the UK 
university websites by applying the SUS methods and Thinking 
aloud method to measure the usability of the websites. The 
results illustrated that Saudi students faced various usability 
problems related with satisfaction, integration, and confidence. 
The author in [2] evaluated the EduGate, an online academic 
portal of King Saud University and problems were found 
concerning its design and content. These problems reduced the 
usage of the portal and dissatisfied academic staff. The author 
in [11] revealed that Saudi university portals need to focus on 
their content to meet the needs of staff and students and to 
increase their level of usage. Furthermore, authors in [12] 
revealed that the score for using King Khalid University’s 
website is 53.5 while the average industry score of using a 
website is 65. This indicates that there are problems impeding 
the effectiveness and efficiency of the university portal 
resulting in minimal usage. 

Given the above background, this study investigates the 
factors that affect students’ usage of their university portal by 
proposing a model that meets student expectations and 
increases their satisfaction. This model will help the 
universities to communicate more efficiently with their 
students. 

II. RELATED WORK 

Web portals are general knowledge management systems 
that help institutions to share, reuse, create, or exchange 
information or knowledge [3]. Portals have been employed 
increasingly to manage the communication between different 
stakeholders in an organization or initiative. Educational web 
portals have become more responsive and turned out to be very 
dynamically based on the demands and the requirements of the 
varying academic community. The communication between 
teachers and students is often conducted through these websites 
and even more these days due to the Covid 19 pandemic. These 
portals actually integrate the application, content, and 
information together in order to help the end users. University 
student portals provide customers with a specialized view that 
matches their needs and meets their software and hardware 
requirements. The understanding of the users’ needs is a key 
element in the student portal usage. It mainly includes four 
important things, namely the accessibility standards, page 
layout, graphic design, and, most important, content design 
[13]. Therefore, the main concern of the university is to build a 
portal that is able to control, coordinate, and receive feedback 
from the users (visitors, staff, and students). Such input 
contributes to developing a portal that will meet the 
expectations of end-users and the industry standards [2, 13]. 

King Saud University and King Abdul-Aziz University are 
among the top five universities of Saudi Arabia [14, 15]. 
Authors in [14] indicated that information technology 
infrastructure is a key success factor that increases students’ 
confidence in using Saudi university portals. As such, the 
author in [15] recommended updating the information of the 
portals, e-services, and redesigning in order to increase their 

use. He examined the attitudes of faculty members towards the 
use of virtual learning portals in teaching language programs at 
major Saudi universities. Authors in [16] evaluated and 
compared the awareness and the level of the use of portals 
among the students of the Al-Jouf University. The study 
concluded that the undergraduate students of the University 
lack the necessary information skills needed to meet their 
academic and research requirements in order to continue to use 
the portal. Authors in [17] examined different factors that affect 
the use of the university portals and determined the level of the 
use of e-learning portals in Saudi Arabia while they compared 
the results with the results from studies conducted in other 
countries. It was revealed that the technical infrastructure of the 
portal, instructor knowledge of the use of portal technologies, 
and student knowledge of using computer systems are 
important to the success and increase of the usage of the portal. 
The author in [18] conducted a comprehensive literature study 
to identify the current state of using the health information 
systems’ portals in Saudi Arabia. The findings revealed that 
factors such as: design, privacy, and efficiency affect portal 
usage. Author in [19] examined the current situation of King 
Abdulaziz University portal content and proposed a content 
strategy, which can help the university to solve portal content 
issues and encourage users to use it. Also, this study 
recommended examining the students' perceptions regarding 
the use of the portal. The author in [20] examined the level of 
the use of academic portals by the staff of Alqassim University 
in Saudi Arabia. The results showed that the academic staff 
members lack awareness about the use of the available services 
in the portal. This study revealed that there is a need to increase 
the level of usage by training the academic members on how to 
use the services of the portal. Authors in [21] examined the 
level of use of university portals by identifying the factors that 
influence lecturers to use it. The result revealed that there are 
some issues such as: navigation, response time, minimum 
download time, and portal accessibility. This study 
recommended university decision makers and web designers to 
take into consideration these issues in order to increase the 
level of portal’s usage. The author in [22] examined students' 
attitudes towards using electronic information resources of the 
library portal at Princess Nora University in Saudi Arabia. The 
results revealed that the management should attempt to 
decrease the gap between student attitudes and their use in 
order to increase the portal usage. In addition, authors in [10] 
examined the level of usage of the portal of the King Abdul-
Aziz University among undergraduate students. It was found 
that students were dissatisfied with the portal. The study 
recommended the improvement of the level of the portal usage 
by solving the problems the students face.  

In spite of the advancements being made in the domain of 
mobile portals in Saudi Arabia, there are aspects that present 
obstacles in the progress. For instance, authors in [23] 
ascertained several limitations related to mobile learning in 
Saudi Arabia, limitations related to processing performance, 
memory size, battery life, user interface, and the existence of 
various platforms. Other concerns encompass the availability of 
dependable and inexpensive web access from home, because 
the IT security in Saudi universities makes it difficult for 
students who are away from campus to access the university 
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systems. The author in [24] highlighted the substandard 
wireless network and technical concerns. Utilizing mobile 
phones for education would render likely issues regarding the 
hardware specifications of the devices involved: small screen 
sizes, inadequate input options, small battery life, inadequate 
memory capacity, and inadequate video quality [26, 27].  

Based on these limitations, this study focuses on student 
web portals in Saudi Arabia universities. Social Cognitive 
Theory (SCT), which is regarded as a very powerful theory 
related to human behavior, was utilized. The SCT was applied 
for investigating computer utilization in [28, 29]. The nature of 
the proposed model along with its theory allowed its extension 
to the acceptance and usage of web portals. The SCT was 
regarded as the base model because: first, the constructs that 
were used in the model represented the variables that were 
analyzed as the factors responsible for improving the web 
portals. Second, since the SCT was a relatively less-represented 
model in the adoption of the web portals, it was important to 
investigate its performance and application in the existing 
context. Finally, this model included all the appropriate and 
vital constructs that helped in understanding the behavior of an 
individual. According to [25], user behavior is an important 
key to enhance and continue using a website. In addition, user 
behavior and perceived enjoyment on websites are important 
factors regarding the increase of its usage [26]. Also, the 
consideration of user behavior provides useful guidelines for 
designers to deliver the optimum website design. According to 
[32], student behavior is the most important key factor to 
improve the use of an educational portal. Therefore, 
understanding students’ expectations has significant influence 
on their performance and increases user satisfaction [33, 34]. 

Based on the previous studies, it was found that there are 
issues regarding the usage of portals of Saudi Arabia 
universities. These issues decrease the student portals usage 
and make the students dissatisfied with them. Therefore, this 
study will investigate the factors that prevent the undergraduate 
students from using the university student portals. 

III. MATERIALS AND METHODS 

A. Population and Study Context  

This study uses the quantitative approach to achieve its 
objectives by investigating the importance of student portals 
and the most important factors that affect students to use the 
portals of Saudi universities. The collected data were from 399 
participants and were gathered from students of four different 
universities, namely the University of Tabuk, Taibah 
University, Taif University, and King Faisal University, which 
are located in different states of Saudi Arabia. Also, the study 
used the PLS algorithm in SmartPLS3 to analyze the collected 
data. 

B. Factor Selection Method 

Five databases were used, namely ScienceDirect, Taylor & 
Francis, Springer, Emerald, and Google Scholar to determine 
the importance of student portals and the most important 
factors which affect the students’ usage. Moreover, this study 
attempts to investigate the importance of student portals among 
students based on their attitude in order to increase their 

performance. There are works indicating the importance of 
studying personal and organizational factors to enhance users’ 
performance. The factors that enhance academic staff in 
Nigeria to use ITC in the library were examined in [59]. The 
findings of the study revealed that organization factors are the 
most important. Organization factors include the lack of ICT 
strategy and the lack of commitment by the institutional 
management. According to [60], personal and behavioral 
factors are key success factors in improving the performance of 
employees. It is essential to examine the impact of personal, 
behavioral, and organizational factors on the academic staff in 
universities in order to improve the performance of research 
productivity [61]. Personal factors, such as the level of skills 
for using ICT, are important. Therefore, this study identified 
the factors that affect students’ use of the university portals by 
using Microsoft Excel to extract and filter the factors from 
previous studies. This approach consisted of four steps namely, 
search for suitable factors, filtering factors, naming three 
classification categories, and classifying the factors into these 
categories. 

 

 
Fig. 1.  Factor derivation process. 

Firstly, 54 papers were reviewed. Twenty eight papers were 
found that were related to this study domain. From these 
included papers, 151 factors were identified. In the second step, 
the researchers filtered all identified factors to determine the 
included and excluded factors. In this step, the researchers 
identified 127 included sub-factors and excluded 24 factors. At 
the third step, the researchers extracted and classified the 
identified 127 sub- factors and factors into 3 categories, namely 
environmental, personal, and behavioral. Then, the researchers 
divided each category’s sub-factors into the main factor. In the 
fourth step, the researchers identified the main factors related to 
each category. Regarding the environmental category, the 
researchers found that there are 8 main factors related with it. 
These factors are: Information Quality (IQ), Availability Of 
Content (AOC), Interaction (I), Navigation (N), Design (D), 
Portal Service Quality (PSQ), User Satisfaction (US), and 
Portal User Support (PUS). The personal category consists of 1 
main factor namely Efficiency (E), and the behavioral category 
also consists of 1 main factor namely User Intention (UI), as 
shown in Figure 1. 
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1) Environmental Factors 

Environmental factors refer to the degree an individual 
trusts the technical and organizational infrastructure that should 
exist and the level of support for using the system [27] or the 
availability of technological and external resources of the 
organization such as money, time, and effort needed to ease the 
performance of a specific behavior. 

a) User Satisfaction 

In information technology, user satisfaction of web portals 
has been studied extensively. Authors in [28, 36] studied the 
direct influence of competing resources, user satisfaction, and 
the voluntariness on the portal usage. It has been used as a 
surrogate measure for the effectiveness of information systems 
[29]. User satisfaction is defined as the degree of successful 
interaction between users and the information system [30]. 
Authors in [31] described satisfaction as the degree of the 
comparison of the expectations with the perceived 
performance. The first hypothesis regarding user satisfaction is: 

• Ha1: US positively affects students’ use of the student 
portal. 

b) Information Quality 

Information quality is the quality of the information system 
output that reflects user needs such as accuracy, content, format 
and timing [33], which is critical to user acceptance [33]. IQ 
can predict consumer satisfaction [34]. Accordingly, providing 
a high-quality student portal will help provide innovative 
services to students. The assumption made regarding 
information quality is: 

• Ha2: IQ positively affects students' use of the student 
portal. 

c) Interaction 

According to [35], interaction refers to the ease by which 
users can interact with the input and output of the system and 
their ability to learn through it. Human-computer interaction is 
vital to improving user performance [36]. Better human-
computer interaction provides good learning systems to create 
portals that are easy to use and increases user satisfaction [35]. 
As such, interaction helps improving student portal usage. 

• Ha3: Interaction positively affects students’ use of the 
student portal. 

d) Availability Of Content 

AOC can affect students’ usage of the university portal 
[37]. Educational and non-educational services provided in the 
portal, such as online library services, email services, lecturer 
evaluation, and registration services are the key areas. The 
student portal should facilitate the accessibility to all services 
and be flexible, quick, and allow users to perform their tasks 
efficiently [38]. The students will be more satisfied when they 
get more available content. 

• Ha4: AOC positively affects students’ use of the student 
portal. 

e) Portal Service Quality 

Authors in [39] defined PSQ as the support from the 
information technology department concerning the user system. 
PSQ is also defined as the level of customers’ expectations 
with the degree of the services delivered via the user 
information system [40]. According to [41], PSQ can be 
determined within the context of e-services as a portal that is 
responsive, available, accessible, and flexible. Therefore, PSQ 
is a key determinant of use and user satisfaction about the e-
services provided in a portal [42]. 

• Ha5: PSQ positively affects students’ use of the student 
portal. 

f) Design 

Portal design is considered an important factor that 
determines the usage of any online portal [43]. Portals through 
simple user interface design provide services and information 
that users need [44]. So, a student portal should include design 
features that help students enjoy their visit, which will lead to 
increased activity [45, 46]. 

• Ha6: Design positively affects students’ use of the student 
portal. 

g) Navigation 

Navigation is a significant factor in using web portals [47]. 
Users should be able to move through portal links without 
getting lost. The ease of navigation is a critical component of 
portal usage [48]. Therefore, the definition of navigation refers 
to the ease of finding what the user wants in the portal [49]. 
The navigation hyperlinks should be available and must work 
properly [50]. 

• Ha7: Navigation positively affects students’ use of the 
student portal. 

h) User Support 

US is the ability of the IT department to provide users with 
assistance when needed [51]. Moreover, because an academic 
portal is usually complex and needs qualified staff, it is 
necessary to have online US tools such as online chatting 
services provided via an instant messenger to help users resolve 
problems should they arise [28]. 

• Ha8: US positively affects students’ use of the student 
portal. 

Figure 2 presents the environmental factors which affect the 
students’ use of a portal. 

2) Personal Factors 

This study suggests that the personal factors have a 
significant impact on the students’ use of the portal. Moreover, 
personal factor efficiency refers to the judgements of people on 
their capabilities to organize and implement the required 
courses of action to achieve the required action [52]. 

a) Efficiency 

A student portal is a good learning environment that helps 
students increase their abilities to learn [38]. Efficiency is a 
kind of self-evaluation that can assist the understanding of 
human behavior and its performance in specified tasks [53]. 
Even though student portals offer good information, their 
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efficiency will decrease if the students’ ability does not meet 
the expectations [54]. The students’ ability to use the portal is 
vital for them to achieve their needs, as shown in Figure 3.  

• Hb1: Efficiency positively affects students with using the 
students’ portal. 

3) Behavioral Factors 

Authors in [55] defined UI as the degree by which a person 
can formulate clear plans to perform a determined future 
behaviour (Figure 4). 

a) User Intention 

UI is defined by the individual’s behavioral intention and, 
in turn, the behavioral intentions are a function of an 
individual’s attitude to the behavior. This is suggested by the 
Theory of Reasoned Action (TRA). The attitude towards a type 
of behavior is defined by a person’s feelings toward that action 
and can be negative or positive [56]. Authors in [57] stated that 
behavioral intention is an important independent variable that 
predicts the actual use. Similarly, authors in [58] stated that 
behavioral intention is likely to be linked with the actual usage. 

• Hc1: UI positively affects user with using the students’ 
portal. 

 

 
Fig. 2.  Environmental factors. 

 
Fig. 3.  Personal factors. 

 
Fig. 4.  Behavioral factors. 

C. Survey Instruments 

In this study, a questionnaire-based survey method was 
adopted and used to collect study data and test the hypotheses. 
The method includes data collection, data analysis, and report 
writing. Authors in [62] identified the questionnaire as 
recording the respondents’ opinions on specific topic as a pre-
formulated set of questions. Using a questionnaire method is 
efficient, less expensive, and less time-consuming compared to 

other methods such as interviews and observation. The goal of 
the developed data collection survey instruments was to 
measure the validity and reliability of each factor in the model. 
According to [63], the developing of data collection survey 
instruments includes three steps: defining the constructs and 
content domain, generating and judging measurement items, 
and constructing studies to develop and refine the scale. The 
first step in data collection is to define each construct definition 
in the model. The importance in a theory to identify the 
construct definition and its domain was also highlighted, and 
conducting a comprehensive literature review to determine 
them was recommended. Therefore, the authors of this study 
did a thorough literature review and defined each construct in 
the model based on the content domain of the study. The 
second step of generating and judging measurement items 
follows. In addition, using the existing literature is considered a 
good scientific method to determine the items of the study [63]. 
Therefore, the authors of the current paper identified the items 
from previous studies that are related to this domain.  

D. Face and Content Validity Assessment 

In this step, the researchers measured the face and content 
validity of the measurement items [64]. According to [65], via 
referring to the literature or an expert, content and face validity 
can be achieved. A content and face validity form to test the 
validity of the selected measurement items was developed 
based on the validity form in [66]. The validity form consists of 
the research title, a short description of the research, the goal of 
this form, construct definitions, and items choice type. The 
items include three types of choice, Perfect Match (maintain 
items as it is), Moderate Match (maintain item but some 
refining is needed), and Poor Match (remove item) as shown in 
Appendix C. The researchers distributed the validation form to 
9 experts as shown in Table I. The researchers invited experts 
from different disciplines to examine whether the items of each 
construct represent the construct’s definition. Some items were 
changed and deleted based on the experts’ comments and 
feedback. 

TABLE I.  EXPERTS' PROFILES 

University Department/School Area of Expertise 

Universiti Teknologi 

Malaysia 
School of Computing 

1 expert in Information systems, e-

commerce, m-commerce. 

Universiti Teknologi 

Malaysia 

Azman Hashim 

International Business 

School 

1 expert in Information systems, IT 

project management, information 

system planning. 

Taibah University Community College 
2 experts in information systems 

and computer science. 

Taibah University 

Faculty of Computer 

Science and 

Information Systems 

5 experts in information system 

and computer science, educational 

technology, e-learning. 

 

E. Data Analysis Tools 

To analyze the data, Partial Least Square (PLS) technique 
of Structural Equation Modeling (SEM) was used. By applying 
PLS-SEM, we were able to examine the measurement and the 
structural process of the proposed model. PLS-SEM is 
considered as a data analysis tool that validates predictive 
models [73]. SmartPLS software tool is appropriate for small 
sizes of data [73]. In this study, a two-type assessment to 
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analyze the data has been applied by using SmartPLS V.3. The 
first assessment is the measurement model, which is 
accomplished by the assessment of indicator reliability, internal 
consistency, convergent validity, and discriminate validity. The 
second assessment is the structural model, which is used to 
assess path analysis hypotheses testing by examining the size 
and significance of the path coefficient and coefficient 
determination [73]. 

IV. RESULTS AND DISCUSSION 

This study examines the importance of student portal usage 
in Saudi universities by examining the most important factors 
affecting students’ use of these portals. Ten factors were 
identified, 8 of which with a positive impact on students’ usage 
of the student portal while the other 2 factors had no effect. 
These factors were divided into 3 main categories, namely 
environmental, personal, and behavioral. These 3 categories 
have three primary hypotheses. Furthermore, each primary 
hypothesis includes a sub-hypothesis depending on how many 
factors belong to each category in order to investigate the 
relationship between the constructs. 

A. Demographic Background 

As mentioned above, the study was conducted in 4 
universities, in different states of Saudi Arabia. The total 
number of participants was 399. The distribution of the 
participants’ gender indicates that the highest percentage of 
participants were female (n=295, 73%), while males were 
n=104, 26.1%. Regarding the participants’ age distribution, 299 
participants (75%) were aged between 18 and 24 years, 50 
participants (12.5%) were in the range of 25 and 29 years, and 
the same number and percentage were more than 30 years old 
(50 participants, 12.5%). The distribution of participants in the 
selected universities is: University of Tabuk n=77, 19.3%, 
Taibah University n=131, 32.8%, Taif University n=91, 22.8%, 
and King Faisal University n=100, 25.1%. As for the 
participants’ experience in using computer and internet, 51 
participants (13%) had less than 1 year of experience, 57 
participants 14.2% had 1 to 3 years, 67 participants 16.7% had 
3 to 5 years, 103 participants 25.8% had 5 to 10 years, and 121 
participants 30.3% had more than 10 years of experience. Two 
hundred and thirty (27.6%) participants had good computer 
skills, 154 participants had excellent computer skills (38.6%), 
and 15 had low computer skills (3.8%). Most (218) participants 
had excellent internet skills (54.6%), 171 had good internet 
skills (42.9%), and 10 had low internet skills (2.5%). 

B. Data Analysis 

This study used the PLS algorithm in SmartPLS3 to 
identify the reliability and validity of the study items. 
Measurement and structural models were used to measure the 
study model and hypotheses. The measurement model 
examines the constructs and their items. It also determines the 
degree to which the indicators measure the construct. The 
structural model evaluated the reliability and validity of the 
measurement model, determined the measurement of each item 
and concluded that all are reflective items. Authors in [67] 
summarize the standard criteria tests used to evaluate the 
measurement model. Cronbach’s Alpha and Composite 
Reliability (CR) of 0.60 or greater are accepted. The Average 

Variance Extracted (AVE) is another criterion for the 
assessment of the measurement model, and its accepted value 
is 0.5 or greater. As shown in Table II, the criteria of the 
measurement model of all construct items meet the standard 
criteria. Figure 5 presents the study measurement model. 

TABLE II.  THE CRITERIA OF THE MEASUREMENT MODEL 

Types of Analysis Test name Standard criteria 

Reliability of 

internal consistency 

Cronbach’s 

alpha 
≥ 0.6 acceptable 

Composite 

reliability 
≥ 0.6 acceptable 

Convergent validity 
Factor loading ≥0.7 acceptable 

AVE ≥ 0.5 acceptable 

Discriminant 

validity 
Cross loading 

The outer loading of each construct 

should be more than the cross loading 

of the next constructs 

 

1) Reliability of Internal Consistency 

The reliability of internal consistency of the constructs was 
the first indicator that was evaluated. Moreover, composite 
reliability test and Cronbach’s alpha test were used. Cronbach’s 
alpha is a convenient test that uses inter-correlations to estimate 
the reliability indicator variables. The second test composites 
reliability which is considered another measure for the 
reliability of internal consistency that takes into consideration 
the different outer loading of indicator variables. Cronbach’s 
alpha and composite reliability should be more than or equal to 
0.60 for each construct [73]. As shown in Table III, the result 
of both tests indicated the reliability of internal consistency. 

TABLE III.  RELIABILITY OF INTERNAL CONSISTENCY 

 

2) Convergent Validity 

According to [67], the convergent validity indicates the 
degree of which alternative procedures for the same construct 
are correlated positively. In this regard, there are two tests: the 
AVE and outer loadings of indicators that should be taken into 
account in this stage to evaluate the convergent validity of the 
constructs. Outer loading value should be 0.7 and above [67]. 
The AVE value for each construct should be 0.5 and above 
[67-69] as shown in Table IV. 

3) Discriminant Validity 

Discriminant validity is defined the as the degree of which 
a specific construct is different from others [73]. Cross loadings 
is the first measure to evaluate the discriminant validity 
indicators. The outer loadings indicators should be greater than 

Construct name 
Constuct 

code 

Cronbach's 

alpha 

Composite 

reliability 

Availability of Content AOC 0.952 0.959 

Design D 0.954 0.961 

Efficiency E 0.929 0.945 

Interaction I 0.922 0.939 

Information Quality IQ 0.892 0.921 

Navigation N 0.916 0.947 

Portal Service Quality PSQ 0.953 0.962 

Portal User Support PUS 0.967 0.972 

Student Portal Usage SPU 0.942 0.954 

User Intention UI 0.933 0.946 

User Satisfaction US 0.964 0.97 
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any of its correlations to other constructs (see Appendix A). 
Fornell-Larcker is the second measure to evaluate discriminant 
validity. It compares the square root of the AVE values with 
the construct correlations. Fornell-Larcker criterion determines 
whether the AVE is bigger than the squared construct 
correlation with the other constructs [67]. The Fornell-Larcker 
results satisfy the criterion (Appendix B). 

TABLE IV.  CONVERGENT VALIDITY TESTS 

Independent variable Items Loading AVE 

IQ 

IQ1 0.804 0.699 

IQ2 0.847  

IQ3 0.9  

IQ4 0.842  

IQ5 0.783  

AOC 

AOC2 0.811 0.724 

AOC3 0.775  

AOC4 0.879  

AOC5 0.864  

AOC6 0.836  

AOC7 0.852  

AOC8 0.883  

AOC9 0.862  

AOC11 0.888  

I 

I2 0.785 0.721 

I3 0.842  

I5 0.897  

I6 0.86  

I7 0.842  

I8 0.864  

N 

N1 0.916 0.856 

N3 0.94  

N4 0.92  

D 

D2 0.805 0.733 

D3 0.871  

D4 0.862  

D8 0.871  

D9 0.842  

D10 0.859  

D11 0.882  

D12 0.846  

D14 0.867  

E 

E1 0.764 0.741 

E2 0.867  

E3 0.888  

E4 0.868  

E5 0.909  

E6 0.861  

UI 

UI1 0.788 0.715 

UI2 0.846  

UI3 0.837  

UI4 0.889  

UI5 0.869  

UI6 0.852  

UI7 0.833  

PSQ 

PSQ2 0.878 0.783 

PSQ3 0.758  

PSQ4 0.906  

PSQ5 0.883  

PSQ6 0.915  

PSQ7 0.928  

PSQ8 0.918  

PUS 

PUS1 0.843 0.815 

PUS2 0.889  

PUS3 0.919  

PUS4 0.915  

PUS5 0.922  

PUS6 0.905  

PUS7 0.91  

PUS8 0.918  

US 

US1 0.872 0.822 

US2 0.923  

US3 0.935  

US4 0.904  

US5 0.926  

US6 0.895  

US7 0.891  
 

4) Goodness of Fit (GoF) 

GoF is a global fit measure [70]. It is the geometric mean of 
both the AVE and the average of R

2
 of the endogenous 

variables [71]. The calculation formula of GoF is: 

2
_    _____

GoF R AVE= ×     (1) 

The criteria to determine whether GoF values are no fit, 
small, medium, or large to be considered as global valid PLS 
model [72] are shown in Table V. 

TABLE V.  GOODNESS OF FIT 

≤ 0.1 No fit 

0.1 to 0.25 Small 

0.25 to 0.36 Medium 

≥ 0.36 Large 
 

The value of the Gof of this study is 0.771, which means 
the GoF model of this study is large enough to be considered of 
sufficient global PLS model validity.  

The next stage examines the hypotheses of this study using 
the structural model. This stage tests the predictive capability 
of the model and the relationship between the constructs. The 
path coefficients of the structural model are determined after 
the collinearity assessment, which represents the relationship of 
the hypotheses among the structural model constructs. The 
standardized values of the path coefficients are between –1 and 
+1. If the path coefficients are close to 1, it means that there is 
a strong and statistically significant positive relationship among 
the constructs. If the path coefficients are close to 0, then the 
relationship between the constructs is considered weak [68]. In 
this study, the one-tailed test was used because the 
relationships of the hypotheses are positive and direct. The 
critical values and p-values for one-tailed tests are 1.28 (with 
significance level=10%), 1.65 (with significance level=5%), 
and 2.33 (with significance level=1%) [67] as shown in Table 
VI. Figure 6 presents the path coefficients of the structural 
model using smartPLS3. 

TABLE VI.  PATH RELATIONSHIPS 

Analysis Test Standard 

Path relationship 

p value 

* < 0.10 

** <0.05 

*** < 0.01 

t value 

>1.28 level of significance =10% 

>1.96 level of significance = 5% 

>2.33 level of significance = 1% 
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Fig. 5.  Study measurement model. 

 
Fig. 6.  Path coefficients of the structural model. 

TABLE VII.  RESULTS OF HYPOTHESIS TESTING 

Factor path t value p value Significant level Decision 

AOC → SP 1.33 0.092 * Supported 

D → SP 1.828 0.034 ** Supported 

E → SP 3.666 0 *** Supported 

I → SP 2.918 0.002 *** Supported 

IQ → SP 0.436 0.331 NS Not supported 

N → SP 0.272 0.393 NS Not supported 

PSQ → SP 2.232 0.013 *** Supported 

PUS → SP 4.709 0 *** Supported 

UI → SP 2.915 0.002 *** Supported 

US → SP 1.953 0.025 ** Supported 

 

The result of hypotheses testing shows that most of the 
hypotheses are significant. Moreover, by using a bootstrapping 
test in smart-PLS, the result shows that 8 out of 10 hypotheses 

are significant. Table VII presents the results of hypotheses 
testing. 

As presented above, this study has 10 hypotheses. Ha1 
stated that US has a significant and positive affect on students’ 
use of the student portal. Previous studies indicated that the 
satisfaction of users will provide a surrogate which is 
significant to the critical product of the existing or new 
information system [30]. US is in terms of the use of the 
system and the acceptance of the portal, which is important in 
measuring the success of the information system [73]. 
Therefore, in this study, US about the portal is considered 
significant based on preliminary studies and the final result of 
data collection which reveals that there is a positive 
relationship between US and the use of the student portal (t-
value=1.953, p-value=0.018). Saudi universities should take 
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into account the US when they improve their portals based on 
their students’ needs and demands. 

Ha2 states that IQ has a positive effect on students’ use of 
the student portal. According to [38], IQ is the output quality of 
an information system, which reflects dimensions such as 
content, accuracy, timing, and format. It is an important factor 
because providing high-quality information to users in a 
university student portal can help in delivering innovative 
services to students. The results show a negative relationship 
between IQ and the use of the students’ portal (t-value=0.436, 
p-value=0.331) because the student portal does not create new 
information nor meet students’ needs based on students’ point 
of view. However, the quality of the information provided on 
the portal should meet the students’ needs. Thus, universities in 
Saudi Arabia have to improve their student portals based on 
their students’ needs and demands. 

Ha3 states that Interaction has a positive and significant 
effect on students’ use of the student portal. Authors in [35] 
defined interaction as the ease by which users interact with the 
input and output of the system and their ability to learn through 
it. Interaction is one of the main factors that contribute to 
positive learning outcomes in a learning environment [74]. The 
findings of this study reveal that there is a positive relationship 
between Interaction and using the student portal (t-
value=2.918, p-value=0.002). Thus, Interaction is considered 
an important indicator that can help improve student portal 
usage. 

Ha4 states that the AOC has a positive effect on students’ 
use of the student portal [37]. This is shaped by the educational 
and non-educational services provided in the portal, such as 
online library services, email services, lecturer evaluation, and 
registration services. A student portal should facilitate easy 
access to all services and be flexible, quick, and allow users to 
perform their tasks [38]. The findings of this study showed that 
there is a positive relationship between the availability of 
content and the usage of the student portals (t-value=1.33, p-
value=0.092). Thus, the AOC will help Saudi universities to 
improve their student portals based on their students’ demands 
and expectations. 

Ha5 states that PSQ has a significant and positive effect on 
students’ use of the student portal. The author in [40] defined 
PSQ as a measure of the level of customers’ expectations with 
how well the information system offers services to users. 
Service quality within the context of the portal can be 
determined by prompt, responsive, available, accessible, and 
flexible e-services [41]. Therefore, PSQ is a key determinant 
for the use and US about e-services provided via a portal [42]. 
The result of this study reveals a positive relationship between 
PSQ and the use of a students’ portal (t-value=2.232, p-
value=0.013). Thus, PSQ is a significant indicator that can help 
Saudi universities improve their student portals. 

Ha6 states that portal design has a significant and positive 
effect on the use of the student portal. According to [75], 
university student portals are designed to make the member’s 
experience with the portal as personalized as possible. The 
design features that attract users and increase their satisfaction 
include enjoyment, excitement, participation, and charm [45]. 

Design can motivate them to participate and promote 
excitement to enjoy while visiting the website. Therefore, 
student portal design features that help students to enjoy their 
visit lead to increased activity [46]. This study reveals that 
there is a positive relationship between design and use of the 
students' portal (t-value=1.828, p-value=0.034). Thus, the 
portal design is paramount to improving student portal usage. 

HA7 states that navigation has a positive effect on students’ 
use of the student portal. Usually, a navigation bar offers the 
main tasks of the website [76]. According to [47], navigation is 
a significant factor in learning the web portal. Users should be 
able to move through portal links without getting lost. The ease 
of navigation is a critical component of portal usage [48]. The 
result of this study shows that there is a negative relationship 
between Navigation and use of portals (t-value=0.272, p-
value=0.393) which means that Navigation is not regarded as 
an essential predictor for the use of a student portal from the 
viewpoint of students. Anyhow, the student portal navigation 
does not attract students or meet their needs, so it will be useful 
for Saudi universities to improve it, provide more links that 
students need in their study, and make the portal easier to use 
and easier to find the necessary information. 

Ha8 states that PUS has a significant and positive effect on 
students’ use of the student portal. Authors in [51] define user 
support as the ability of the IT department to assist users when 
needed. Moreover, because an academic portal is usually 
complex and needs qualified staff, it is necessary to have online 
user support tools to help the users [28]. Students (users) 
should be given specified training and user support, to increase 
the ease of use and learnability to effectively and efficiently 
fulfil a specified range of task scenarios on the web portal 
while management achieves their economic and global 
attainments [77]. This study reveals that there is a positive 
relationship between PUS and the use of the student portals (t-
value=4.709, p-value=0). 

Hypothesis Hb1 states that Efficiency has a significant and 
positive effect on students’ use of the student portal. As a 
personal factor, Efficiency is defined as the judgements of 
people on their capabilities to organize and implement the 
required courses of action to achieve a required goal [52]. 
Efficiency was shown to be an important indicator that 
determines the actual behavior of a person [78]. Furthermore, 
the student portal is a good learning environment [38]. Even 
though student portals offer good information, their efficiency 
will decrease if the student ability does not meet the suitable 
level [54]. This study reveals that there is a positive 
relationship between the efficiency factor and the use of 
students’ portals (t-value=3.666, p-value=0). 

The last hypothesis is that UI has a significant impact on 
students’ use of the student portal. Moreover, as a behavioral 
factor, UI is defined as a person’s ability to formulate clear 
plans to perform a determined future behaviour [55]. Many 
factors might affect students’ behavioral intention to use the 
student portal. Behavioral intention predicts or at least is linked 
with the actual usage [57, 58]. This study revealed that there is 
a positive relationship between UI and using the students’ 
portal (t-value=2.915, p-value=0.002). 
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This study developed and validated a model based on data 
collected via a survey of students in 4 Saudi universities. 
SmartPLS3 was used to analyze the data. The findings indicate 
that 8 out of 10 considered factors are significant and have a 
positive effect on student portal usage. These factors are User 
Satisfaction, Design, Availability Of Content, User Intention, 
Efficiency, Portal User Support, Portal Service Quality, and 
Interaction. On the other hand, Information Quality and 
Navigation had no significant effect on portal usage. The model 
was able to discover students’ expectations about the portals of 
Saudi universities, so it can help them to imrove their students’ 
portal usage. Figure 7, presents the model of this study along 
with the significance results. 

 

 
Fig. 7.  The model of this study. 

The model of this study has established the context of what 
students need to use the university portals. This model 
recommends university management and IT departments to 
provide an appropriate electronic e-service and suitable ICT 
environment that support the portal users. The model of this 
study also identified the most important factors that affect the 
students to use the portals. By taking into account these factors 
in the portal development process, universities can improve 
their portals. In addition, this study is one of the few studies 
that provide the factors that help universities build suitable 
electronic systems to develop and improve their university 
portal usage. 

V. CONCLUSION AND FUTURE WORK 

This study studied the importance of student portals by 
investigating the most important factors that attract 
undergraduate students in Saudi universities to use them. The 
authors divided the identified factors into environmental, 
personal, and behavioral. Each category included sub-factors. 
The environmental category included 8, the personal category 
included 1, and the behavioral category also included 1. This 
study found that the 3 categories positively affect students’ 
portal usage. Moreover, the 10 hypotheses regarding the factors 
and their results presented the relationship between 
independent variables and the dependent variable, which 
indicates that UI, D, AOC, UI, E, PUS, PSQ, and I have a 
positive effect on students’ use of the student portal. On the 

other hand, IQ and N do not have a significant effect on 
students’ portal usage. Future work can investigate these 
factors from other perspectives, such as the academic and 
administrative staff point of views. This study was conducted 
on undergraduate students in Saudi Arabia universities. Future 
work can extend and consider postgraduate students. This study 
can be considered a good start for researchers to investigate 
more on the usage of electronic resources and ICT in university 
portals to improve the needs of other university users. 

APPENDIX A 

Cross Loadings of Discriminant Validity 

 
AOC D E I IQ N PSQ PUS SPU UI US 

AOC2 0.811 0.611 0.593 0.605 0.592 0.662 0.658 0.511 0.58 0.581 0.63 

AOC3 0.775 0.512 0.526 0.667 0.528 0.543 0.543 0.426 0.553 0.552 0.503 

AOC4 0.879 0.589 0.591 0.666 0.598 0.701 0.621 0.531 0.603 0.58 0.605 

AOC5 0.864 0.626 0.625 0.638 0.533 0.669 0.645 0.585 0.602 0.638 0.64 

AOC6 0.836 0.623 0.578 0.616 0.503 0.611 0.596 0.535 0.568 0.585 0.617 

AOC7 0.852 0.655 0.604 0.672 0.553 0.657 0.61 0.535 0.573 0.607 0.607 

AOC8 0.883 0.662 0.625 0.681 0.571 0.723 0.654 0.586 0.623 0.608 0.657 

AOC9 0.862 0.648 0.648 0.689 0.597 0.663 0.629 0.619 0.667 0.666 0.65 

AOC11 0.888 0.645 0.633 0.655 0.556 0.712 0.656 0.619 0.616 0.676 0.669 

D2 0.598 0.805 0.592 0.611 0.464 0.591 0.601 0.555 0.544 0.614 0.609 

D3 0.645 0.871 0.671 0.641 0.538 0.658 0.652 0.616 0.603 0.672 0.68 

D4 0.614 0.862 0.627 0.633 0.503 0.63 0.662 0.573 0.584 0.653 0.687 

D8 0.692 0.871 0.664 0.679 0.514 0.681 0.727 0.593 0.591 0.688 0.735 

D9 0.55 0.842 0.611 0.565 0.455 0.566 0.62 0.571 0.562 0.659 0.64 

D10 0.615 0.859 0.65 0.631 0.56 0.635 0.636 0.616 0.631 0.688 0.637 

D11 0.633 0.882 0.661 0.632 0.49 0.671 0.669 0.59 0.602 0.698 0.681 

D12 0.666 0.846 0.686 0.642 0.472 0.679 0.663 0.638 0.587 0.629 0.677 

D14 0.6 0.867 0.679 0.612 0.431 0.666 0.692 0.623 0.594 0.677 0.72 

E1 0.541 0.605 0.764 0.561 0.498 0.573 0.599 0.635 0.645 0.649 0.611 

E2 0.628 0.677 0.867 0.602 0.443 0.647 0.755 0.723 0.69 0.658 0.787 

E3 0.635 0.697 0.888 0.63 0.509 0.659 0.7 0.73 0.7 0.675 0.75 

E4 0.619 0.618 0.868 0.582 0.436 0.561 0.677 0.726 0.718 0.666 0.739 

E5 0.647 0.683 0.909 0.629 0.49 0.657 0.754 0.746 0.731 0.708 0.805 

E6 0.592 0.637 0.861 0.582 0.501 0.594 0.645 0.736 0.742 0.704 0.69 

I2 0.62 0.585 0.521 0.785 0.514 0.565 0.589 0.51 0.537 0.607 0.544 

I3 0.606 0.57 0.519 0.842 0.558 0.591 0.536 0.474 0.612 0.613 0.535 

I5 0.69 0.619 0.58 0.897 0.53 0.679 0.601 0.527 0.615 0.652 0.579 

I6 0.62 0.608 0.587 0.86 0.543 0.69 0.578 0.549 0.589 0.59 0.58 

I7 0.667 0.659 0.636 0.842 0.495 0.732 0.637 0.597 0.66 0.629 0.623 

I8 0.711 0.683 0.68 0.864 0.518 0.728 0.691 0.59 0.653 0.645 0.663 

IQ1 0.575 0.501 0.508 0.535 0.804 0.489 0.493 0.478 0.523 0.523 0.49 

IQ2 0.546 0.442 0.436 0.499 0.847 0.434 0.408 0.376 0.428 0.47 0.406 

IQ3 0.594 0.522 0.505 0.541 0.9 0.498 0.483 0.444 0.495 0.534 0.47 

IQ4 0.518 0.459 0.46 0.502 0.842 0.449 0.42 0.399 0.465 0.479 0.418 

IQ5 0.505 0.472 0.399 0.505 0.783 0.367 0.4 0.381 0.396 0.489 0.372 

N1 0.714 0.69 0.653 0.722 0.527 0.916 0.667 0.595 0.642 0.653 0.657 

N3 0.716 0.677 0.658 0.74 0.498 0.94 0.683 0.612 0.663 0.643 0.664 

N4 0.729 0.717 0.674 0.719 0.473 0.92 0.696 0.624 0.633 0.671 0.669 

PSQ2 0.676 0.7 0.731 0.678 0.478 0.711 0.878 0.621 0.675 0.738 0.792 

PSQ3 0.574 0.642 0.635 0.632 0.498 0.572 0.758 0.62 0.7 0.702 0.661 

PSQ4 0.656 0.681 0.703 0.651 0.46 0.661 0.906 0.641 0.663 0.676 0.798 

PSQ5 0.66 0.685 0.684 0.617 0.477 0.649 0.883 0.605 0.619 0.647 0.772 

PSQ6 0.644 0.656 0.701 0.599 0.451 0.622 0.915 0.615 0.638 0.663 0.803 

PSQ7 0.658 0.686 0.742 0.625 0.446 0.676 0.928 0.642 0.67 0.68 0.827 

PSQ8 0.668 0.698 0.751 0.609 0.468 0.661 0.918 0.648 0.664 0.669 0.845 

PUS1 0.615 0.633 0.746 0.551 0.47 0.608 0.622 0.843 0.714 0.634 0.679 

PUS2 0.638 0.634 0.768 0.622 0.481 0.624 0.644 0.889 0.771 0.679 0.682 

PUS3 0.578 0.654 0.759 0.585 0.431 0.595 0.64 0.919 0.728 0.661 0.693 

PUS4 0.576 0.618 0.752 0.563 0.445 0.568 0.634 0.915 0.716 0.647 0.656 

PUS5 0.606 0.654 0.791 0.609 0.472 0.623 0.675 0.922 0.769 0.694 0.714 

PUS6 0.543 0.654 0.745 0.549 0.413 0.562 0.648 0.905 0.7 0.628 0.7 

PUS7 0.551 0.584 0.712 0.556 0.428 0.586 0.621 0.91 0.743 0.651 0.649 

PUS8 0.575 0.608 0.743 0.575 0.474 0.593 0.652 0.918 0.747 0.637 0.675 

SPU1 0.647 0.625 0.737 0.65 0.504 0.653 0.656 0.717 0.889 0.685 0.657 

SPU2 0.647 0.599 0.726 0.648 0.487 0.643 0.649 0.709 0.897 0.678 0.633 

SPU3 0.55 0.542 0.662 0.584 0.468 0.535 0.578 0.674 0.876 0.629 0.562 
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SPU4 0.553 0.556 0.649 0.611 0.487 0.547 0.598 0.662 0.863 0.653 0.575 

SPU5 0.657 0.642 0.768 0.645 0.493 0.634 0.724 0.768 0.884 0.697 0.728 

SPU6 0.654 0.656 0.771 0.668 0.498 0.659 0.738 0.768 0.875 0.722 0.728 

UI1 0.641 0.724 0.692 0.607 0.455 0.663 0.755 0.612 0.615 0.788 0.768 

UI2 0.665 0.708 0.684 0.638 0.486 0.686 0.709 0.63 0.638 0.846 0.727 

UI3 0.515 0.565 0.598 0.566 0.478 0.511 0.547 0.555 0.636 0.837 0.55 

UI4 0.643 0.72 0.701 0.687 0.528 0.632 0.687 0.639 0.697 0.889 0.687 

UI5 0.594 0.629 0.662 0.608 0.538 0.553 0.624 0.601 0.652 0.869 0.614 

UI6 0.588 0.621 0.668 0.602 0.517 0.579 0.655 0.643 0.689 0.852 0.646 

UI7 0.612 0.629 0.65 0.632 0.537 0.573 0.607 0.61 0.631 0.833 0.622 

US1 0.688 0.753 0.748 0.637 0.481 0.692 0.795 0.651 0.661 0.711 0.872 

US2 0.67 0.703 0.764 0.615 0.465 0.638 0.833 0.68 0.681 0.697 0.923 

US3 0.709 0.742 0.783 0.669 0.499 0.701 0.822 0.665 0.671 0.715 0.935 

US4 0.643 0.689 0.768 0.639 0.465 0.657 0.801 0.715 0.683 0.694 0.904 

US5 0.658 0.735 0.766 0.634 0.463 0.65 0.802 0.682 0.653 0.724 0.926 

US6 0.627 0.692 0.779 0.592 0.459 0.609 0.794 0.68 0.631 0.694 0.895 

US7 0.638 0.685 0.785 0.613 0.471 0.602 0.795 0.709 0.708 0.706 0.891 
 

APPENDIX B 

Fornell-Larcker of Discriminant Validity 

 
AOC D E I IQ N PSQ PUS SPU UI US 

AOC 0.851 
          

D 0.729 0.856 
         

E 0.71 0.759 0.861 
        

I 0.77 0.733 0.694 0.849 
       

IQ 0.658 0.575 0.557 0.619 0.836 
      

N 0.778 0.75 0.715 0.785 0.54 0.925 
     

PSQ 0.734 0.769 0.801 0.714 0.531 0.737 0.885 
    

PUS 0.649 0.698 0.833 0.639 0.501 0.66 0.711 0.903 
   

SPU 0.705 0.688 0.819 0.722 0.556 0.698 0.75 0.816 0.881 
  

UI 0.719 0.776 0.786 0.733 0.599 0.708 0.774 0.725 0.771 0.846 
 

 

 

APPENDIX C 

The questionnaire 

Please answer the following questions by choosing the correct information representing your demographic. 

1.Your gender:  (Male/Female) 

2.Your age: (18 - 24 years/25 - 29 years/ More than 30) 

3.Your University Name: (Taibah University/ Taif University/ King Faisal University/ University of Tabuk) 

4. Years of experience using computer and internet: (less than 1 year/1 - 3 years/3 - 5 years/5 - 10 years/ More than 10 years) 

5. Computer skills: (Low/Good/ Excellent) 

6. Internet skills: (Low/Good/ Excellent) 

 
B. For the following questions, please rate your perception with regard to your experience in using student portals. (Possible choices: Strongly 

disagree, Disagree, Neutral, Agree, Strongly Agree) 

1. Information Quality (IQ): Refers to the system’s output value, as perceived by the users. 

I believe that the easy to understand information on the student portal encourages me to use the portal. 

I believe the student portal provides accurate information to me as a student. 

I believe the information displayed on the student portal is useful to me as a student. 

I believe the student portal provides information related to my study needs. 

I believe the rich information available on the student portal attracts me to use the portal. 

2.Availability of Content (AOC): Refers to the availability of portal content and services which provide to student in their portal. 

I believe that if the availability of information content in the student portal meets my needs, it will encourage me to use the portal. 

I believe that if online discussions were available in the student portal, that would help me increase my interaction with the portal. 

The availability of online course catalogues in the student portal will help me in my study. 

I believe that if the student portal provides complete information about the university and the various events, it will attract me to use it. 

I believe having contact information such as phone number, fax number, e-mail, and postal address in the portal is helpful to me as a student. 

I believe that giving feedback and facilitated question forms in the student portal will increase the interaction with the portal. 

I believe that if a help facility was provided in the student portal, that will make the portal more usable. 

I believe that if the student portal provides e-mail services to students will help me interact with the portal administration. 

I believe that if the student portal contains an e-learning material service, will make my materials easy to access on the portal. 

3. Interaction (I): Refers to the interaction between the students, instructors, and the portal services. 

I believe that the interaction in the student portal enhances the effectiveness of my academic decisions as a student. 

I believe that the interaction in the student portal enhances my productivity in my academic life as a student. 

I believe that if the student portal makes online discussion tasks easy to use, will increase my interaction with it. 

I believe the interaction allows me to share experiences with other students in the portal. 

I believe the instructor can encourage students to increase their interaction with the student portal. 

I believe interactive feedback between students and teachers in the student portal will encourage both of them to use it. 

4.Navigation (N): Assesses whether a portal includes tools (i.e. navigation menu, internal search facility) and links which facilitate 

users'navigation. 

I believe that if all links are working in my student portal, that will make it more interesting to use 

I believe that if the internal search is effective in the student portal, that will help me in my study. 

I believe that if the internal search is working in the student portal, that will help me to use it. 

5. Design (D): Refers to the visual attractiveness of the portal design, the appropriate design of a portal pages and the appropriate use of 

images, fonts, colors in the portal design. 

I believe that if the images in the student portal are interesting, that will increase my satisfaction of the portal 

I believe that if there are consistent colors throughout the student portal, that will make the portal more attractive. 

I believe that if the student portal menu design is consistent, that will make it more interesting to use. 

I believe that if the content text is simple in the student portal, that will make the portal easier to use.  

I believe that if the layout of the student portal is very simple, that will make the portal more attractive. 

I believe that if the alignment of the header on each page is consistent in the student portal, that will make it more attractive. 

I believe that if all pages have proper headings, that will make the portal more interesting to use. 
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I believe that if consistent language is used throughout the student portal, that will make the portal easier to use. 

I believe that the design makes pleasurable for students to use the student portal services. 

6. User Intention (UI): Refers to the behavioral of user intention to use the student portal services. 

I believe that if the portal services are worthwhile for students, that will make me use the portal more. 

If I get good services, I will use the student portal many times per week. 

I plan to use the student portal very often in the future. 

If the student portal is enjoyable, i intend to use it in the future. 

I intend to use the student portal to conduct university related study tasks. 

I predict i will use the student portal in the future. 

If I get to use the student portal, i intend to use all of its services. 

7. Portal Service Quality (PSQ): Refers to the users evaluation that the service they are receiving from the portal is the service they expect. 

I believe the services offered in the student portal should be reliable. 

I believe the services offered in the student portal save my time. 

I believe the pages should respond fast when I use the portal services. 

I believe the student portal should provide sufficient information to achieve my tasks. 

I believe the student portal should be flexible to use. 

I believe the services offered in the student portal should be comprehensive for all student needs. 

I believe the student portal should provide up-to-date information. 

8. User Satisfaction (US): Refers to student satisfaction about the provided services. 

If the quality of information provided through the student portal is good, i will feel satisfied. 

If the quality of the student portal system is good, i will feel satisfied. 

If the services offered in the student portal meet my needs, that will increase my satisfaction with the portal. 

I believe that if the student portal is enjoyable, it will make me satisfied. 

If the services offered by the student portal are suited to my needs, that will make me satisfied. 

I believe the services offered by the student portal should be easy to use. 

I believe that if the process of using the student portal is pleasant, that will make me satisfied. 

9. Efficiency (E): Mean users have the ability to organize and perform the actions on the portal in order to achieve their tasks. 

I have the ability to download programs and use student portal services. 

I believe the student portal services should be easy to use.  

I believe that if the information in the student portal is interesting to me, it should be obtained with minimal effort. 

I believe that if i find that anyone can use the student portal easily, that will encourage me to use the portal. 

I believe that if I can easily navigate the student portal, that will help me to find what i need easily. 

I believe the student portal serves its purpose by producing good services. 

10 Portal User Support (PUS): The degree to which the usersupport departments are willing to serve the users and provide them with the required 

services. 

I believe the portal loads its pages quickly if user support provides high internet speed. 

I believe the user support will help users by providing training in the use of the student portal.    

I believe the user support will help users by providing quick responses to their service requests. 

I believe the user support will help users by providing correct information. 

I believe the user support will help users by providing different browsers where portal pages work. 

I believe the user support will help users by providing a help desk. 

I believe the user support will help users by providing feedback forms. 

I believe the user support will help users by providing orientation in the use of students. 

11. Student Portal (SP): Student portal provides services which matche the study needs from different resources in a single page.  

I believe using the student portal will provide me with information that would lead me to produce better research. 

I believe using the student portal will make it easier for me to do my assignments and prepare for examinations. 

I believe using the student portal will give me access to information that I cannot find elsewhere. 

I believe using the student portal will provide me with information that would lead me to produce better research. 
 

REFERENCES 

[1] N. Nasirun, S. M. Noor, Z. M. Nor, H. Ahmat, and Z. Ahmad, 
"Perceived Web Service Quality for Students’ Portal in Higher Learning 

Institution," in International Proceedings of Economics Development 
and Research, 2012, vol. 56, pp. 52–56. 

[2] H. Al-Dossari, "A Heuristic Based Approach for Usability Evaluation of 

Academic Portals," International Journal of Computer Science & 
Information Technology, vol. 9, no. 3, pp. 15–30, 2017. 

[3] M. Mansourvar and N. M. Yasin, "Web portal As A Knowledge 

Management System In The Universities," World Academy of Science, 
Engineering and Technology, vol. 70, pp. 968–974, 2010. 

[4] N. Thomas-Alvarez and L. Mahdjoubi, "Testing the effectiveness of a 

web-based portal system for the building control sector," Automation in 
Construction, vol. 29, pp. 196–204, Jan. 2013, https://doi.org/10.1016/ 

j.autcon.2012.02.018. 

[5] A. Altameem, "What drives successful e-learning? An empirical 
investigation of the key technical issues in Saudi Arabian universities," 

Journal of Theoretical and Applied Information Technology, vol. 53, no. 

1, pp. 63–70, 2013. 

[6] S. M. Al-Turki, "Assessment of information technology awareness and 

usage in higher education in Saudi Arabia: sample study in Jazan and 
King Faisal University KSA," International Journal of Advanced 

Research in IT and Engineering, vol. 3, no. 9, pp. 1–17, 2014. 

[7] M. Althonayan and A. Papazafeiropoulou, "Evaluating the Performance 
of ERP Systems in Saudi Arabian Higher Education: A Stakeholders’ 

Perspective," in 2nd International Conference on Information 
Management and Evaluation, London, UK, Apr. 2011, pp. 473–482. 

[8] K. A. Al‐Busaidi, "The payoff of corporate portal usage in an academic 

institution," Campus-Wide Information Systems, vol. 29, no. 5, pp. 368–
379, Jan. 2012, https://doi.org/10.1108/10650741211275125. 

[9] H. Gul, S. Z. Iqbal, and M. Saqib, "Usability Evaluation of an 

Educational Website in Saudi Arabia," VAWKUM Transactions on 
Computer Sciences, vol. 3, no. 1, pp. 84–92, Dec. 2015, https://doi.org/ 

10.21015/vtcs.v8i2.382. 

[10] M. Benaida, A. Namoun, and A. Taleb, "Evaluation of the Impact of 
Usability in Arabic University Websites: Comparison between Saudi 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7158-7171 7170 
 

www.etasr.com Alatawi et al.: A New Model for Enhancing Student Portal Usage in Saudi Arabia Universities 

 

Arabia and the UK," International Journal of Advanced Computer 
Science and Applications, vol. 9, no. 8, pp. 365–375, 2018. 

[11] K. Al-Omar, "Evaluating the Internal and External Usability Attributes 

of E-Learning Websites in Saudi Arabia," Advanced Computing: An 
International Journal, vol. 8, no. 3/4, pp. 1–12, Jul. 2017. 

[12] NaifJabli, H. Alghamdi, and F. Demir, "The Usability Of King Khalid 

University Website: Assessing Effectiveness, Efficiency, And 
Satisfaction," International Journal of Arts Humanities and Social 

Sciences, vol. 3, no. 7, pp. 10–16, 2018. 

[13] Y. F. Hassan, "Cellular Automata For Adaptive Web Portal Structure In 

Egyptian Universities," International Journal of Engineering Sciences & 
Emerging Technologies, vol. 6, no. 2, pp. 133–141, 2013. 

[14] S. Bahaj, K. Aljaaidi, and T. Ahmed, "Using TAM model to empirically 

examine students’ attitudes towards e-services in college of business 
administration," Management Science Letters, vol. 9, no. 5, pp. 651–660, 

2019. 

[15] M. Al Harbi, "Faculty Attitudes Toward and Motivation for Virtual 
Learning Environments (VLE) for Language Studies: A Cross-National 

Study in Saudi Arabian Universities," Journal of Psychology and 
Behavioral Science, vol. 4, no. 2, pp. 100–114, 2016. 

[16] A. Ahmed and S. Al-Reyaee, "Knowledge and Use of Electronic 

Information Resources by Medical Students at Al-Jouf University in 
Saudi Arabia," Library Philosophy and Practice, vol. 1524, Mar. 2017. 

[17] A. Alhabeeb and J. Rowley, "Critical success factors for eLearning in 

Saudi Arabian universities," International Journal of Educational 
Management, vol. 31, no. 2, pp. 131–147, Jan. 2017. 

[18] M. Alshamari, "Usability Factors Assessment in Health Information 

System," Intelligent Information Management, vol. 8, no. 6, pp. 170–
180, Nov. 2016, https://doi.org/10.4236/iim.2016.86012. 

[19] A. M. Elsayed, "Web content strategy in higher education institutions: 
The case of King Abdulaziz University," Information Development, vol. 

33, no. 5, pp. 479–494, Nov. 2017, https://doi.org/10.1177/ 
0266666916671387. 

[20] N. J. H. Al-Mashaqba, "Use of Blackboard Collaborate at Qassim 

University: Evaluating Teachers’ Perceptions," Sino-US English 
Teaching, vol. 14, no. 2, pp. 76–85, 2017, https://doi.org/10.17265/1539-

8072/2017.02.002. 

[21] S. M. Almahamid, A. F. Tweiqat, and M. S. Almanaseer, "University 
website quality characteristics and success: lecturers’ perspective," 

International Journal of Business Information Systems, vol. 22, no. 1, 
pp. 41–61, Jan. 2016, https://doi.org/10.1504/IJBIS.2016.075717. 

[22] L. Alkahtani, "The Attitudes of Princess Nora University Students 

Towards Using Electronic Information Resources of the Library," 
Proceedings from the Document Academy, vol. 3, no. 2, Dec. 2016, Art. 

no. 8, https://doi.org/10.35492/docam/3/2/8. 

[23] A. Badwelan, S. Drew, and A. A. Bahaddad, "Towards Acceptance M-
Learning Approach in Higher Education in Saudi Arabia," International 

Journal of Business and Managemen, vol. 11, no. 8, pp. 12–30, 2016. 

[24] S S. Alkhalaf, "Evaluating m-learning in Saudi Arabian higher 
education: a case study," arXiv:1510.03189 [cs], Oct. 2015, [Online]. 

Available: http://arxiv.org/abs/1510.03189. 

[25] M. Y. Wu, H. P. Chou, Y. C. Weng, and Y. H. Huang, "TAM-2 based 

study of website user behavior-using web 2.0 websites as an example," 
WSEAS Transactions on Business and Economics, vol. 8, no. 4, pp. 133–

151, 2011. 

[26] A. Benlian, "Web Personalization Cues and Their Differential Effects on 
User Assessments of Website Value," Journal of Management 

Information Systems, vol. 32, no. 1, pp. 225–260, Jan. 2015, 
https://doi.org/10.1080/07421222.2015.1029394. 

[27] V. Venkatesh, M. G. Morris, G. B. Davis, and F. D. Davis, "User 

acceptance of information technology: Toward a unified view," MIS 
Quarterly: Management Information Systems, vol. 27, no. 3, pp. 425–

478, Sep. 2003, https://doi.org/10.2307/30036540. 

[28] Y.-H. Chen and I. Chengalur-Smith, "Factors influencing students’ use 
of a library Web portal: Applying course-integrated information literacy 

instruction as an intervention," The Internet and Higher Education, vol. 
26, pp. 42–55, Jul. 2015, https://doi.org/10.1016/j.iheduc.2015.04.005. 

[29] W. H. DeLone and E. R. McLean, "Information Systems Success: The 
Quest for the Dependent Variable," Information Systems Research, vol. 

3, no. 1, pp. 60–95, Mar. 1992, https://doi.org/10.1287/isre.3.1.60. 

[30] P. Longinidis and K. Gotzamani, "ERP user satisfaction issues: insights 
from a Greek industrial giant," Industrial Management & Data Systems, 

vol. 109, no. 5, pp. 628–645, Jan. 2009, https://doi.org/10.1108/ 
02635570910957623. 

[31] P. T. Kotler and K. L. Keller, Marketing Management, 14th edition. 

Upper Saddle River, NJ, USA: Pearson, 2011. 

[32] A. Tella and M. T. Bashorun, "Undergraduate Students’ Satisfaction 

with the Use of Web Portals," International Journal of Web Portals, vol. 
4, no. 2, pp. 56–73, Apr. 2012, https://doi.org/10.4018/jwp.2012040104. 

[33] V. McKinney, K. Yoon, and F. "Mariam" Zahedi, "The Measurement of 

Web-Customer Satisfaction: An Expectation and Disconfirmation 
Approach," Information Systems Research, vol. 13, no. 3, pp. 296–315, 

Sep. 2002, https://doi.org/10.1287/isre.13.3.296.76. 

[34] L. C. Schaupp, "Web Site Success: Antecedents of Web Site Satisfaction 
and Re-use," Journal of Internet Commerce, vol. 9, no. 1, pp. 42–64, 

Jun. 2010, https://doi.org/10.1080/15332861.2010.487414. 

[35] S. Thuseethan, S. Achchuthan, and S. Kuhanesan, "Usability Evaluation 
of Learning Management Systems in Sri Lankan Universities," 

arXiv:1412.0197 [cs], Feb. 2015, [Online]. Available: http://arxiv.org/ 
abs/1412.0197. 

[36] E. Sung and R. E. Mayer, "Affective impact of navigational and 

signaling aids to e-learning," Computers in Human Behavior, vol. 28, 
no. 2, pp. 473–483, Mar. 2012, https://doi.org/10.1016/j.chb.2011. 

10.019. 

[37] M. Bajec, "Educational Portals: A Way to Get an Integrated, User-
Centric University Information System," in Web Portals: The New 

Gateways to Internet Information and Services, Melbourne, Australia: 
Idea Group, 2005, pp. 252–269. 

[38] A. M. Shaltoni, H. Khraim, A. Abuhamad, and M. Amer, "Exploring 
students’ satisfaction with universities’ portals in developing countries: 

A cultural perspective," The International Journal of Information and 
Learning Technology, vol. 32, no. 2, pp. 82–93, Jan. 2015, 

https://doi.org/10.1108/IJILT-12-2012-0042. 

[39] S. Petter, W. DeLone, and E. McLean, "Measuring information systems 
success: models, dimensions, measures, and interrelationships," 

European Journal of Information Systems, vol. 17, no. 3, pp. 236–263, 
Jun. 2008, https://doi.org/10.1057/ejis.2008.15. 

[40] A. H. R. Zaied, "An Integrated Success Model for Evaluating 

Information System in Public Sectors," Journal of Emerging Trends in 
Computing and Information Sciences, vol. 3, no. 6, pp. 814–825, 2012. 

[41] S. Lee, "Academic Library E-Service User Motivation: A Korean Case 

Study," Libri, vol. 62, no. 3, pp. 233–247, Sep. 2012, https://doi.org/ 
10.1515/libri-2012-0019. 

[42] X. Zhang and V. R. Prybutok, "A consumer perspective of E-service 

quality," IEEE Transactions on Engineering Management, vol. 52, no. 4, 
pp. 461–477, Nov. 2005, https://doi.org/10.1109/TEM.2005.856568. 

[43] S. Vairamuthu and S. M. Anouncia, "Reconnoitering Students’ 

Satisfaction of an Online Based Assessment System to Improve 
Usability using PSO: An Examination into a Problem Solving and 

Programming Course," Engineering, Technology & Applied Science 
Research, vol. 6, no. 5, pp. 1207–1211, Oct. 2016, https://doi.org/ 

10.48084/etasr.800. 

[44] K. P. Asiimwe, D. Machuve, and M. A. Dida, "Usability Testing of a 

Web Portal for Ornamental Plants and Flowers in Arusha, Tanzania," 
Engineering, Technology & Applied Science Research, vol. 10, no. 3, 

pp. 5627–5631, Jun. 2020, https://doi.org/10.48084/etasr.3412. 

[45] C. Liu and K. P. Arnett, "Exploring the factors associated with Web site 
success in the context of electronic commerce," Information & 

Management, vol. 38, no. 1, pp. 23–33, Oct. 2000, https://doi.org/ 
10.1016/S0378-7206(00)00049-5. 

[46] L. Cobus, V. F. Dent, and A. Ondrusek, "How Twenty-Eight Users 

Helped Redesign an Academic Library Web Site: A Usability Study," 
Reference & User Services Quarterly, vol. 44, no. 3, pp. 232–246, 2005. 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7158-7171 7171 
 

www.etasr.com Alatawi et al.: A New Model for Enhancing Student Portal Usage in Saudi Arabia Universities 

 

[47] A. Aggarwal, Web-Based Learning and Teaching Technologies: 
Opportunities and Challenges: Opportunities and Challenges. London, 

UK: Idea Group, 1999. 

[48] J. M. Pearson and A. M. Pearson, "An Exploratory Study into 
Determining the Relative Importance of Key Criteria in Web Usability: 

A Multi-Criteria Approach," Journal of Computer Information Systems, 
vol. 48, no. 4, pp. 115–127, Jun. 2008, https://doi.org/10.1080/ 

08874417.2008.11646041. 

[49] P. N. Sindhuja and S. G. Dastidar, "Impact of the Factors Influencing 
Website Usability on User Satisfaction," IUP Journal of Management 

Research, vol. 8, no. 12, pp. 54–66, Dec. 2009. 

[50] D. U. Bolliger, "Key Factors for Determining Student Satisfaction in 

Online Courses," International Journal on E-Learning, vol. 3, no. 1, pp. 
61–67, 2004. 

[51] R. Aziz and B. Shahzad, "Factors for Measurement of ITES Quality for 

Higher Education Institutions in Saudi Arabia," Global Journal of 
Computer Science and Technology, vol. 15, no. 3, May 2015. 

[52] A. Bandura, Social foundations of thought and action: A social cognitive 

theory. Englewood Cliffs, NJ, USA: Prentice-Hall, 1986. 

[53] A. Bandura, Self-efficacy: the exercise of control. New York, NY, USA: 
W.H. Freeman and Company, 1997. 

[54] W. Liu et al., "Internet-Enabled User Interfaces for Distance Learning," 

International Journal of Technology and Human Interaction, vol. 5, no. 
1, pp. 51–77, Jan. 2009, https://doi.org/10.4018/jthi.2009010105. 

[55] P. R. Warshaw and F. D. Davis, "Disentangling behavioral intention and 

behavioral expectation," Journal of Experimental Social Psychology, 
vol. 21, no. 3, pp. 213–228, May 1985, https://doi.org/10.1016/0022-

1031(85)90017-4. 

[56] M. A. Mahmood, L. Hall, and D. L. Swanberg, "Factors Affecting 

Information Technology Usage: A Meta-Analysis of the Empirical 
Literature," Journal of Organizational Computing and Electronic 

Commerce, vol. 11, no. 2, pp. 107–130, Jun. 2001, https://doi.org/ 
10.1207/S15327744JOCE1102_02. 

[57] V. Venkatesh and F. D. Davis, "A Theoretical Extension of the 

Technology Acceptance Model: Four Longitudinal Field Studies," 
Management Science, vol. 46, no. 2, pp. 186–204, Feb. 2000, 

https://doi.org/10.1287/mnsc.46.2.186.11926. 

[58] M. Turner, B. Kitchenham, P. Brereton, S. Charters, and D. Budgen, 
"Does the technology acceptance model predict actual use? A systematic 

literature review," Information and Software Technology, vol. 52, no. 5, 
pp. 463–479, May 2010, https://doi.org/10.1016/j.infsof.2009.11.005. 

[59] Y. Haliso, "Factors Affecting Information and Communication 

Technologies (ICTs) Use by Academic Librarians in Southwestern 
Nigeria," Library Philosophy and Practice (e-journal), Apr. 2011, 

[Online]. Available: https://digitalcommons.unl.edu/libphilprac/571. 

[60] F. Alturise and B. Alojaiman, "Benefits and challenges of using ICT in 
Saudi Arabia universities: A literature review," in International 

Conference on Advanced in Computing, Engineering and Learning 
Technologies, 2013, vol. 2. 

[61] M. Verbree, E. Horlings, P. Groenewegen, I. Van der Weijden, and P. 

van den Besselaar, "Organizational factors influencing scholarly 
performance: a multivariate study of biomedical research groups," 

Scientometrics, vol. 102, no. 1, pp. 25–49, Jan. 2015, https://doi.org/ 
10.1007/s11192-014-1437-x. 

[62] U. Sekaran and R. Bougie, Research Methods For Business: A Skill 
Building Approach, 7th edition. Chichester, WS, UK: Wiley, 2016. 

[63] R. G. Netemeyer, W. O. Bearden, and S. Sharma, Scaling Procedures: 

Issues and Applications, 1st edition. Thousand Oaks, CA, USA: SAGE, 
2003. 

[64] D. F. Polit and C. T. Beck, "The content validity index: Are you sure 

you know what’s being reported? critique and recommendations," 
Research in Nursing & Health, vol. 29, no. 5, pp. 489–497, 2006, 

https://doi.org/10.1002/nur.20147. 

[65] M.-C. Boudreau, D. Gefen, and D. W. Straub, "Validation in 
Information Systems Research: A State-of-the-Art Assessment," MIS 

Quarterly, vol. 25, no. 1, pp. 1–16, 2001, https://doi.org/10.2307/ 
3250956. 

[66] V. Zamanzadeh, A. Ghahramanian, M. Rassouli, A. Abbaszadeh, H. 
Alavi-Majd, and A.-R. Nikanfar, "Design and Implementation Content 

Validity Study: Development of an instrument for measuring Patient-
Centered Communication," Journal of Caring Sciences, vol. 4, no. 2, pp. 

165–178, Jun. 2015, https://doi.org/10.15171/jcs.2015.017. 

[67] J. Hair, G. T. M. Hult, C. M. Ringle, and M. Sarstedt, A Primer on 
Partial Least Squares Structural Equation Modeling, 2nd edition. Los 

Angeles, CA, USA: SAGE, 2016. 

[68] J. F. Hair Jr, M. Sarstedt, L. Hopkins, and V. G. Kuppelwieser, "Partial 
least squares structural equation modeling (PLS-SEM): An emerging 

tool in business research," European Business Review, vol. 26, no. 2, pp. 
106–121, Jan. 2014, https://doi.org/10.1108/EBR-10-2013-0128. 

[69] S. B. MacKenzie, P. M. Podsakoff, and N. P. Podsakoff, "Construct 
Measurement and Validation Procedures in MIS and Behavioral 

Research: Integrating New and Existing Techniques," MIS Quarterly, 
vol. 35, no. 2, pp. 293–334, 2011, https://doi.org/10.2307/23044045. 

[70] M. Tenenhaus, V. E. Vinzi, Y.-M. Chatelin, and C. Lauro, "PLS path 

modeling," Computational Statistics & Data Analysis, vol. 48, no. 1, pp. 
159–205, Jan. 2005, https://doi.org/10.1016/j.csda.2004.03.005. 

[71] J. Henseler and M. Sarstedt, "Goodness-of-fit indices for partial least 

squares path modeling," Computational Statistics, vol. 28, no. 2, pp. 
565–580, Apr. 2013, https://doi.org/10.1007/s00180-012-0317-1. 

[72] M. Wetzels, G. Odekerken-Schroder, and C. van Oppen, "Using PLS 

Path Modeling for Assessing Hierarchical Construct Models: Guidelines 
and Empirical Illustration," MIS Quarterly, vol. 33, no. 1, pp. 177–195, 

2009, https://doi.org/10.2307/20650284. 

[73] M. Zviran, C. Glezer, and I. Avni, "User satisfaction from commercial 
web sites: The effect of design and use," Information & Management, 

vol. 43, no. 2, pp. 157–178, Mar. 2006, https://doi.org/10.1016/ 
j.im.2005.04.002. 

[74] "Learner-Centered Psychological Principles: Guidelines for School 

Redesign and Reform," American Psychological Association, 
Washington, DC, USA, Jan. 1993. 

[75] S. M. Abdulhamid and I. Idris, "Design Evaluation of Some Nigerian 
University Portals: A Programmer’s Point of View," arXiv:1402.1241 

[cs], Feb. 2014, [Online]. Available: http://arxiv.org/abs/1402.1241. 

[76] K. M. Alsharif, "Towards quality teacher education : productive 
pedagogies as a framework for Saudi pre-service teachers’ training in 

Mathematics education," Ph.D. dissertation, Curtin University, Perth, 
Australia, 2011. 

[77] F. O. Oliha, "Web Portal Usability among Nigerian University Students: 

A Case Study of University Of Benin, Nigeria," Nigerian Journal of 
Technology, vol. 33, no. 2, pp. 199–206, Apr. 2014, https://doi.org/ 

10.4314/njt.v33i2.9. 

[78] J. C. Roca, C.-M. Chiu, and F. J. Martinez, "Understanding e-learning 
continuance intention: An extension of the Technology Acceptance 

Model," International Journal of Human-Computer Studies, vol. 64, no. 
8, pp. 683–696, Aug. 2006, https://doi.org/10.1016/j.ijhcs.2006.01.003. 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7172-7176 7172 
 

www.etasr.com Hassan et al.: An Effective Combination of Textures and Wavelet Features for Facial Expression … 

 

An Effective Combination of Textures and Wavelet 

Features for Facial Expression Recognition 
 

Syed Muhammad Hassan 

Department of AI and Mathematical Sciences 
SMI University 
Karachi, Pakistan 

m.hassan@smiu.edu.pk 

Abdullah Alghamdi 

College of Computer Science and Information Systems 
Najran University 
Najran, Saudi Arabia 

abdulresearch@hotmail.com 

Abdul Hafeez 

Department of Software Engineering 

SMI University 
Karachi, Pakistan 

ahkhan@smiu.edu.pk 

Mohammad Hamdi 

College of Computer Science and Information Systems 

Najran University 
Najran, Saudi Arabia 

mahamdi@nu.edu.sa 

Imtiaz Hussain 

Department of AI and Mathematical Sciences 

SMI University 

Karachi, Pakistan 
imtiaz@smiu.edu.pk 

Mesfer Alrizq 

College of Computer Science and Information Systems 

Najran University 

Najran, Saudi Arabia 
msalrizq@nu.edu.sa 

 

Abstract—In order to explore the accompanying examination 

goals for facial expression recognition, a proper combination of 
classification and adequate feature extraction is necessary. If 

inadequate features are used, even the best classifier could fail to 

achieve accurate recognition. In this paper, a new fusion 

technique for human facial expression recognition is used to 

accurately recognize human facial expressions. A combination of 

Discrete Wavelet Features (DWT), Local Binary Pattern (LBP), 

and Histogram of Gradients (HoG) feature extraction techniques 

was used to investigate six human emotions. K-Nearest Neighbors 

(KNN), Decision Tree (DT), Multi-Layer Perceptron (MLP), and 

Random Forest (RF) were chosen for classification. These 

algorithms were implemented and tested on the Static Facial 

Expression in Wild (SWEW) dataset which consists of facial 

expressions of high accuracy. The proposed algorithm exhibited 

87% accuracy which is higher than the accuracy of the individual 
algorithms. 

Keywords-ANN; FER; DWT; LBP; HOG; K-Nearest Neighbors 

I. INTRODUCTION  

Facial expressions are a way of sentiment expression and 
non-verbal correspondence. There are various systems that deal 
with human attitude and point of view recognition. Facial 
Expression Recognition (FER) transforms is one of the most 
discussed scientific areas nowadays. This issue is furthermore 
incredibly noteworthy in Human-Computer Collaboration 
(HCI) [1, 2]. FER is being utilized to provide a description for 
the mental state of human beings [3]. Meanwhile, 
modifications in the look of photos can occur by disturbances 

in the pixels. Illumination troubles might also occur in indoor 
or outdoor photos. The exploration indicates those issues and 
proposes a combination strategy for different accessible 
highlights that surpasses these issues [4]. 

II. LITERATURE SURVEY AND THEORETICAL FRAMEWORK 

It is very difficult to identify human facial regions. In order 
to handle this efficiently, a technique should be implemented to 
recognize facial indicators. One clause that is vital to know is 
the dynamic angle on transferring video [5]. Lower and top 
face method extends the spatial pyramid histogram of edges 
which give 3-dimensional facial acknowledgment. 
Fundamentally in this method, elements are researched for 
cheerful and pity indicators [6]. LBP and Improved Local 
Binary Pattern have been applied alongside Coordinate 
Bunching Representation [7]. Face recognition using an 
optimized algorithm chain for both 2D and 3D images gives an 
accuracy about 96% with SVM classifier using LBP and PCA. 
Further testing on 2D and 3D images using LBP and PCA with 
FFBPNN (Feed Forward Back Propagation Neural Network) is 
less effective and efficient as compared to the SVM classifier 
[8]. Locality Preserving Projections (LPPs) have been used for 
manifold systems originated from Local Binary Pattern (LBP) 
subjects [9]. At first, a pyramid change is utilized to divide the 
test photographs into different areas. So, the goal pictures are 
isolated. After this, the ELBP is applied upon the little pictures 
to compute the ELBP pyramid and the community photo 
decided qualities are utilized to the little pictures from AWM 
which can ascertain the importance of the facts they got. 
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Finally, the AWELBPP highlight is assembled from the blend 
of the little ELBP pyramid and the AWM [10]. Support Vector 
Machine (SVM) has been applied in dispensing boisterous 
pictures for highlight extraction [11, 12].  

Background Subtraction [13] showed good results by 
applying background subtraction on real-time feeds. In this 
work, a model based on Gaussian Mixture was used for 
unfolding the pixels of images and the variables of the pattern 
were calculated with the Expectation-Maximization (EM) 
algorithm. The shades were also spotted effectively. 
Background subtraction was also very effective and met the 
requirements of drowning detection. Authors in [14] reviewed 
earlier approaches and tried to cover up the issue of 
recognizing actions and behaviors and the problem of dealing 
with a moderate crowded situation with a good modeling 
technique. The conventional techniques where mixed and a 
Gaussian distribution was used to design the temporal changing 
of the background pixels in [15]. This has been proven to be 
insufficient for extremely non-stationary environment. 
However, the thresholding method with hysteresis dealt with 
the issue of choosing thresholds in the background subtraction 
context. Stationary cameras have also been used to find 
drowning persons in swimming pools [6, 17, 18]. In contrast to 
previous works based on geometrical and 3D Mahalanobis 
distance features, the presented method in [18] captured the 
temporal and spatial correlation of the swimmers along with 
color information using the Markov Random Field (MRF) 
context to give better performance. Promising outcomes for 
drowning detection were achieved using an exclusive 
functional link net which fused the descriptors of extracted 
swimmers optimally. An improved descriptor fusion technique 
associated with the hierarchical technique was proposed in 
[19]. The current drowning detection techniques can be broadly 
classified into the vision-based schemes and the systems based 
on wearable sensors [20-22]. On the other hand, the 
combination of aerial and underwater cameras to monitor the 
postures of FER was utilized in [23], whereas the CNN model 
achieved 99.78% accuracy [24]. An even more successful 
accuracy level was achieved in learning similarities and 
dissimilarities among the faces of dataset using FDREnet in 
[25]. 

III. SYSTEM METHODOLOGY 

Usually, cameras are present in most areas for security 
purposes. The already installed cameras can be utilized for the 
purpose of monitoring and expression detection. So, few 
critical frames are extracted from the video or can be utilized. 
A facial expression video is divided into frames to be 
processed. The image frames extracted from the video are 
utilized for feature extraction. Then, classification is carried 
out. 

A. Feature Extraction 

The input dataset is very large to be handled and processed. 
It is supposed to be redundant (enough data, but not abundant 
information), so, the input dataset will be converted into a 
reduced depiction set containing features. This set is named as 
Features vector (Fv). This process is known as feature 
extraction. Therefore, taking out the prejudiced features from 

the images enhances the decline of the dimension of the Fv by 
removing the redundancy in images and squeezing the relevant 
data into the Fv to a much smaller size. 

 

 
Fig. 1.  The flowchart of the proposed method. 

B. Feature Extraction via Discrete Wavelet Transform 

Discrete Wavelet Transform (DWT) is utilized to extract 
features from an image on various levels of low pass (g), and 
high pass filtering (h). A signal x is calculated by passing 
through these series of filters, at first through the low pass filter 
(g) and then through the high pass (h):  

( )[ ] [ ] [ ][ ] *
k

h n x g n x k g n k
∞

=−∞

= = −∑    (1) 

The low pass filter (g) and the high pass filter (h) with h 
cut-off frequency are described by:  

[ ] [ ] [ ]2
low

k

y n x k g n k
∞

=−∞

= −∑    (2) 

[ ] [ ] [ ]2high

k

y n x k h n k
∞

=−∞

= −∑    (3) 

The wavelet coefficients are the consecutive persistence of 
the estimate and the detail coefficients. The basic process of 
features extraction consists of: 
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• Mouldering the image using DWT in N-levels using 
decimation and filtering to get the detailed coefficients and 
approximation. 

• Feature extraction using the DWT coefficients output.  

• The features that were taken out from the DWT coefficients 
of the images are considered as the input to classifiers 
because of their operative representation. 

The algorithmic steps for feature extraction from the dataset 
are:  

• Step 1: The image data are decomposed into 4 detailed sub-
bands by DWT. 

• Step 2: The coefficients of approximation are further been 
decomposed by DWT to obtain localized data from the sub-
band of the detailed coefficients of approximation 
(horizontal, vertical, and diagonal). 

• Step 3: Aimed at processing and analyzing, all of the 4 
levels detailed coefficients are calculated. 

• Step 4: Finally, the features are analyzed and tabulated to 
be used as the input of the classifier. 

C. Feature Extraction via Histogram of Gradients 

The Histogram of Oriented Gradients (HOG) is the shape of 
the "function descriptor". The motive behind a feature 
descriptor is to generalize the item on a way that the same item 
(in this case a person) produces the same feature descriptor at 
the same time as considered under specific situations. This 
makes the class assignment simpler. Static Facial Expressions 
in the Wild (SFEW) has been utilized for selecting frames from 
AFEW. Regarding the block normalization for HOG, we 
consider v as the non-normalized vector containing all 

histograms in a given block, 
k

v be its k-norm for k =1, 2, and 

e is some small constant. The normalized factor is defined as: 

2
2

2

v
f

v e

=
+

    

(4) 

The dataset covers unconstrained facial expressions, 
numerous head poses, massive age variety, occlusions, 
numerous poses, and near actual global illumination. Frames 
had been extracted from AFEW sequences and were labeled 
based on the label of the series. Typically, SFEW includes 
seven-hundred snapshots which have been classified for six 
fundamental expressions: anger, disgust, fear, happiness, 
sadness, and surprise, and were categorized by unbiased 
labelers. 

D. Feature Extraction via Local Binary Pattern (LBP) 

The LBP method is applied on facial images in order to 
extract features that may be used to get a degree of similarity. 
Firstly, the pictures have been divided into several blocks. 
After that, the LBP histogram was calculated for each block. 

The value of the LBP code of a pixel ( ),c cx y is considered as: 

( ) ( )
1

,
0

, 2
p

p

p cp r
p

LBP s g g
−

=

=∑     (5) 

where ( ) {1, 0}s x x= ∀ ≥ and ( ) {0,otherwise}s x = . The 

notation ( ), 2
p r

LBP u  is used for the LBP operator, where (p, r) 

represents the neighborhood, and u2 stands for uniform 
patterns and labeling all reaming patterns with a single label. 

The histogram for the image ( )1 ,f x y  is defined as: 

( )
( ),

{ , }, 0,......., 1,
i i

x y

H I f x y i i n= = = −∑     (6) 

The number of different labels produced by the LBP 
operator, and I{A} is 1, if A is true and 0 if it is false. Further, 
the image patches whose histograms are to be compared must 
be normalized in order to get a coherent description: 

1

0

i
i n

j

j

H
N

H
−

=

=

∑
    (7) 

Then, the block LBP histograms were concatenated into an 
unmarried vector. The histograms have then been evaluated by 
using space similarity [16]. Moreover, each bin in histograms 
consists of the variety of its look within the region. Lastly, the 
feature vector is constructed with the useful data by 
concatenating the community histograms to one massive 
histogram. 

IV. RESULTS AND DISCUSSION 

In this study, the SFEW dataset was used for testing, which 
is close to real world environment, having 300 color images 
with 6 emotion categories, consisting of 50 pictures each with 
dimensions of 143×181 pixels. The classes are Surprise, Fear, 
Anger, Sadness, Disgust, and Happiness represented by SU, F, 
A, S, D, and H respectively. The results were evaluated with 
assessment metrics, including confusion matrix, precision, 
recall, and F1 score. To compute the overall precision, we used 
micro-averages to combine the consequences across the 6 
categories. We divided our dataset into 80% training and 20% 
testing subsets. The sets were fed to the distinctive learning 
system which utilized algorithms such as K-Nearest Neighbor 
(KNN), Decision Tree (DT), Multilayer Perceptron (MLP), and 
Random Forest (RF). Our experimental model was divided into 
four parts. The mentioned machine learning algorithms were 
applied directly to the first part of the dataset. Table I shows the 
original dataset accuracies.  

TABLE I.  ORIGINAL IMAGES WITHOUT FEATURE EXTRACTION 

Algorithm KNN DT MLP RF 

Accuracy 27% 14% 22% 32% 

TABLE II.  LBP FEATURE EXTRACTION 

Algorithm KNN DT MLP RF 

Accuracy 50% 96% 22% 95% 
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Maximum accuracy was achieve by the RF and was only 
32%. Then, all algorithm accuracies were computed using 
DWT, LPB, and HOG for the other parts of the dataset (Tables 
II-IV), and finally combined them and achieved 87% maximum 
accuracy with MLP and 29% minimum accuracy with KNN 
(Table V), which are respectively shown in the confusion 
matrices of Figures 2 and 3. 

TABLE III.  DWT FEATURE EXTRACTION 

Algorithm KNN DT MLP RF 

Accuracy 12% 17.5% 36% 21% 

TABLE IV.  HOG FEATURE EXTRACTION 

Algorithm KNN DT MLP RF 

Accuracy 12% 12% 37% 14% 

TABLE V.  COMBINATION OF LBP, DWT, AND HOG 

Algorithm KNN DT MLP RF 

Accuracy 29% 80% 87% 79% 

 

 
Fig. 2.  MLP confusion matrix. 

 
Fig. 3.  KNN confusion matrix. 

Further, we also calculated some edges of the face 
generated by DWT, LBP, and HOG. The original image is 
reconstructed using Harr DWT techniques. 

 

Fig. 4.  Retained energy is 99.40%. 

 
Fig. 5.  HOG edges. 

 

Fig. 6.  LBP visualized surprised face. 

V. CONCLUSION AND FUTURE WORK 

The proposed model combines DWT, HOG, and LBP 
capabilities in a feature extraction technique with system 
learning algorithms in an excellent way of enhancing the 
accuracy of facial feature recognition. Six facial expressions 
from the SFEW database had been used for training and 
validation. The results indicated that the accuracy of the use of 
blended methods is 87%, which is higher from the individual 
accuracies of the combined algorithms. However, the proposed 
combination has the issue of generalization which may be 
addressed in our future work. 
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FER is one of the most well-known regions in image 
processing. Generally, FER has been given more attention 
nowadays. The proposed technique gives an exquisite overview 
of facial recognition methods. The extraction of functions is 
vital as it decreases the very massive amount of data to only a 
required set. Thus, it reduces the processing time of the 
machine and the results are more correct. In future work, the 
accuracy may be augmented by using more learning 
algorithms. A similar approach to the usage of the Convolution 
Natural Community can be combined with the prevailing 
support vector classifier. 
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Abstract-ISO 9001:2015 is known as the highest quality 

management standard, enhancing customer and company 

satisfaction. While the manufacturing industry is playing a vital 
role in Pakistan’s GDP, the implementation of ISO 9001:2015 is 

not widespread. This study aims to examine the factors that 

hinder the implementation of ISO 9001:2015 in Pakistan’s 

manufacturing industry and recommend suggestions to overcome 

them. An in-depth literature review identified 32 general factors 

that hinder the implementation of ISO 9001:2015. A structured 
questionnaire was designed and distributed to 135 respondents to 

examine the factors hindering the implementation of ISO 

9001:2015 in Pakistan’s manufacturing industry. The gathered 

data were analyzed using the average index formula, and 8 

significant factors were identified. These factors were used in the 

design of a semi-structured questionnaire distributed among high 

qualified and experienced respondents working in top managerial 
posts of manufacturing industries in Pakistan. The collected data 

were analyzed using content analysis. The findings can be helpful 

in the determination of recommendations regarding the 

implementation of ISO 9001:2015 in the manufacturing 
industries of Pakistan. 

Keywords-recommendations; manufacturing industry; ISO 
9001:2015; significant factors 

I. INTRODUCTION  

ISO 9001 is based on seven quality administration 
standards. These standards and codes are elementary 
convictions, imperatives, norms, and values that form a 
foundation that ultimately leads firms, companies, and 
organizations to performance enhancement. Before, on ISO 
9001:2008, the principles were based on 8 quality 
administration standards, and later they were decreased to the 
seven quality executive code standards [1, 2]. The previous ISO 
9001 edition referred to "products" which encompassed every 
kind of product, while the definition "purchasing" was altered 
to "control of externally provided processes, products, and 
services". So, the organizations that subcontract these functions 

or processes can ensure that their external suppliers comply 
with the definitions of the administration system [3]. The 
fundamental model could be interpreted as an organization or a 
company incorporating the new processes or implementing the 
new ISO standard. The PDCA cycle proposes a test preparation 
process that guides companies or organizations during changes 
or problem-solving procedures. The PDCA cycle includes test 
data and feedback [4]. The major parts of this sequence involve 
numerical procedure control strategies in the production 
process, simplifying quality enhancement. The PDCA cycle 
was applied by Japanese industrial engineers with enormous 
success. For instance, the Toyota Production System (TPS) is 
partially associated with PDCA scientific schemes and quality 
control [5]. In underdeveloped countries, fewer organizations 
are certified by ISO 9001 in comparison to the developed 
countries. As North American and European countries demand 
trustworthy infrastructure for the ISO 9001 list and registration, 
uncompliant organizations cannot access these markets [6]. In 
many countries, the production sector has an important and 
vibrant position [7], while unsteadiness in the production 
division may cause turbulence on the whole economy. Several 
studies investigated the business sector in numerous, 
developing and developed, countries. Previous studies reported 
that although there is significant literature on the ISO 9001, 
only a few publications highlighted the problems, the issues, 
and the challenges of the ISO 9001, especially in the 
developing countries [8, 9]. Besides, progress in the 
implementation of ISO 9001 has been noticed in Middle East 
countries among numerous groups of companies in the United 
Arab Emirates, Kuwait, Lebanon, Qatar, and Oman, while 
Pakistani companies are trying to incorporate the codes and the 
standards to obtain the official certification. 

Experimental research was carried out in Egypt, by 
selecting a sample of industrial organizations to explore the 
critical aspects of the application process of ISO 9001 [10]. The 
study highlighted the problems arising during the application of 
ISO 9001 principles, the administration body's actions to apply 
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them successfully, and reported the necessity to alter the 
organizational system to conform. Hence, the employees’ 
confrontation during the implementation of the standards was 
the most momentous issue faced. Furthermore, 11 probable 
elements that influence the application of ISO 9001 were 
recommended. The responders were requested to rate the 
intensity to which every dimension influenced them, and the 
scale ranged from "very helpful" to "not helpful at all". Thus, 
by investigating the outcomes, it was shown that the main 
advantageous elements in the successful application of ISO 
9001:2015 were the commitment from apex supervision, the 
devotion of the company’s in-house auditor, the well-designed 
system of the procedures, and the support from the mother 
organization or the partner. 

A study conducted on ISO 9001 certified goods and 
manufacturing companies in Pakistan reported 8 prominent 
difficulties during the procedure [11]. Another study reported 
the following significant aspects that assist the ISO 9001 
implementation in Pakistan: a well-organized process system, 
the commitment of higher management to the goal, and the 
useful views from domestic auditors [12]. Moreover, the major 
problems connected to the standards' application were the 
requirements to change the prevailing systems, the uncertainty 
reported by the employees concerning the alteration, and the 
lack of understanding and respect to the ISO principles 
illustrated by all departments. Furthermore, several problems 
and issues concerning the function of the quality structure 
factors in the Pakistani manufacturing field were reported, such 
as the inspiration for the registration, the cost of the official ISO 
certification and the training plans, the quality guidelines, the 
registration companies, the ISO advantages, and the formal 
auditing. 

II. RESEARCH METHODOLOGY  

The main objective of this study was to identify the 
significant factors which hinder the implementation of ISO 
9001:2015 in the manufacturing industry of Pakistan and 
determine recommendations to overcome them. An in-depth 
literature review was conducted which identified 32 common 
factors that hinder the implementation of ISO 9001:2015 in the 
manufacturing industry worldwide. A structured questionnaire 
was designed and developed based on the identified common 
factors shown in Table I. The questionnaire was distributed 
among 130 experienced respondents who were working in the 
manufacturing industry of Pakistan. The respondent's 
experience profile is shown in Figure 1.  

 

 
Fig. 1.  Respondents' experience. 

TABLE I.  FACTORS HINDERING ISO 9001 IMPLEMENTATION 

 
Factors hindering ISO implementation  1 2 3 4 5 

1 Absence of ISO 9001 certification      

2 Unwillingness to change organizational culture      

3 Inflating the size of documents      

4 Unwillingness to change work system      

5 Weak Interdepartmental relationship      

6 Management involvement       

7 Insufficient knowledge in quality      

8 Insufficient employee training      

9 Training to top management by industries      

10 Insufficient knowledge in quality      

11 Insufficient Human Resources      

12 Shortage of financial resources      

13 ISO requirements as unrealistic      

14 Absence of consulting boards      

15 Difficult to implement ISO      

16 Employee resistance      

17 Top management involvement      

18 Leadership from top management of company      

19 Accountability in industry      

20 Action orientation by industry      

21 Credibility of the industry      

22 Collaboration among Industries      

23 Technology resources in the company      

24 Big quality standards      

25 Complexity in industries      

26 Rules & Regulations      

27 Training of staff      

28 Previous record of Quality      

29 Inspection and Testing      

30 Unavailability of Quality Manuals      

31 Employees behavior       

32 Corrective and preventive action      

 

The gathered data were statistically analyzed using the 
average index formula. Factors having an average score of 
more than 3.6 were marked as significant factors that hinder the 
implementation of ISO 9001:2015 in the manufacturing 
industry of Pakistan [13]. These factors are shown in Table II. 

TABLE II.  LIST OF SIGNIFICANT FACTORS 

No Significant Factors AI Score Ranking 

01 Absence of ISO 9001 Certification 4.874 01 

02 Unavailability of Quality Manuals 4.764 02 

03 Training of Staff 4.697 03 

04 Top Management involvement 4.518 04 

05 Employees behavior 4.473 05 

06 Management involvement 4.197 06 

07 Rules and Regulations 3.954 07 

08 Difficult for implementation of ISO 3.879 08 

 

After identifying the significant factors, a semi-structured 
questionnaire was developed and distributed to 50 top 
managerial respondents to investigate recommendations for 
each significant factor hindering the implementation of ISO 
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9001:2015 in Pakistan's manufacturing industry. The academic 
qualification of the selected respondents is shown in Figure 2. 
Gathered data from the semi-structured questionnaire were 
analyzed using content analysis. Content analysis is a research 
method involving a thorough inspection of human conversation 
and a systematic, objective, quantitative analysis of human 
characteristics. After revising the collected data of every aspect 
that may be relevant, the coding frame was developed [14]. 

 

 
Fig. 2.  Respondents' academic qualification. 

III. DATA ANALYSIS AND RESULTS 

Cronbach's alpha measures the internal consistency or 
reliability of survey data, and it was utilized to evaluate the 
reliability of the data set using SPSS v27. As Cronbach's alpha 
was measured at 0.914, it was reliable to proceed further [15]. 
Eight significant factors were found to hinder the 
implementation of ISO 9001:2015 in the manufacturing 
industry of Pakistan. Content analysis revealed some 
recommendations and suggestions to counteract those hindering 
factors, as shown in Table III. 

 

 

TABLE III.  RECOMMENDATIONS FOR SIGNIFICANT FACTORS 

Factor Recommendations Frequency 

1 

1. ISO certification should be clear 47 

2. Process of ISO certification should be explained 45 

3. Owner should be informed of ISO certification 42 

2 

1. Quality manuals should be available easily 48 

2. Quality manuals should be explained 45 

3. Quality manuals should be revised 41 

3 

1. Training of staff  48 

2. Staff should be informed of ISO 9001 benefits 45 

3. Training should be done regularly 41 

4 

1. Top management should be involved in ISO 9001 

certification  
48 

2. Brief should be given for advantages of ISO 9001 46 

3. Top management should be given examples of ISO 

9001 certified industries 
43 

5 

1. Employess should be informed of ISO 9001 

advantages  
49 

2. Employees should follow the standards of ISO 

9001 
46 

3. Employees should be trained on ISO-9001 44 

6 

1. ISO certification training should be given to 

management 
48 

2. Management should be informed of ISO 9001 

advantages 
45 

3. Quality manuals should be revised 41 

7 

1. Rules and regulations should be informed to all 

staff 
48 

2. Policies of ISO 9001 should be easily understood 45 

3. Training should be done regularly 41 

8 

1.Clear concept of ISO 9001 should be explained 48 

2. Implementation procedure of ISO 9001 should be 

made easy 
46 

3.Top management should be informed on the 

advantages of ISO-9001 
43 

 

 
Fig. 3.  Significant factors hindering the implementation of ISO (with AI score). 

IV. CONCLUSION 

ISO certification plays an important role in any country's 
GDP development. The implementation of ISO 9001:2015 in 

Pakistan's manufacturing industry is a serious concern. Eight 

significant factors were found to hinder the implementation of 

ISO 9001:2015 in Pakistan's manufacturing industry. 
Recommendations and suggestions were pointed out by the 

qualified and experienced professionals of Pakistan's 

manufacturing industry. The proposed suggestions for the 
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implementation of ISO 9001-2015 include training to 

employees and administrative staff, and informing the top 

management of the advantages of ISO implementation. This 
study will be helpful for the implementation of ISO 9001-2015 

in the manufacturing industry of Pakistan.   
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Abstract-Melting combined with natural convection in a shell 

and Latent Heat Thermal Energy Storage (LHTES) tube driven 

by a solar collector was analyzed numerically in the present 

work. This work's particularity lies in the fact that the HTF 

temperature varies at each moment following the solar irradiance 

curve. A program (UDF) has been developed and integrated into 

Ansys to meet this requirement. The use of this coupling strategy 
allows obtaining realistic unsteady LHTES results. Several 

numerical investigations were carried out to analyze the effect of 

the heat sources' power on the accumulator's performance. The 

obtained results show that natural convection considerably 

influences the heat transfer as well as the melting kinetics of the 

Phase Change Material (PCM). Besides, the results show that 

increasing the heat transfer fluid's thermal load can increase the 
melting rate of the PCM and the stored energy and reduce the 
entire melting time. 

Keywords-natural convection; solar coupling; PCM melting 

I. INTRODUCTION  

Among the wide variety of renewable energy sources, solar 
energy is the largest one and simultaneously an example of a 
time-variable energy source that is mismatched with the needs 
of use. Energy storage is the most appropriate way to overcome 
these inadequacies. Although there are several storage systems, 
latent heat storage using Phase Change Material (PCM) has 
clear advantages over others: a greater density of energy 
storage and a relatively constant storage temperature. However, 
these materials present many problems because of their low 
thermal conductivity. Improving heat transfer by developing a 
useful heat exchanger device in the Latent Heat Thermal 
Energy Storage (LHTES) unit is a solution to the PCM's low 
thermal conductivity problem. This calls for a powerful 
knowledge of the heat transfer in the LHTES process. The 
absence of comprehension of heat transfer modes during the 
phase change is an issue frequently mentioned in the literature. 
Potential heat transfer mechanisms are convection, conduction, 

or a mixture of both. Therefore, the question which mode 
dominates at different melting levels has been discussed for 
decades [1, 2]. Some authors thought that conduction took an 
essential part in phase transition operations [3, 4]. However, 
several researchers have reported that natural convection, 
especially during melting, is the essential heat transfer mode in 
phase transformation. 

Among the first works carried out in this context, we can 
cite the experimental work in [5, 6] as well as the numerical 
simulations in [7, 8] that proved that natural convection could 
have a powerful impact on the rate of heat transfer and the form 
of the melting front. Later, authors in [9] developed a scale 
theory and identified the boundaries of the different regimes of 
the heat transfer mechanisms present in the melting of PCM in 
a laterally heated square enclosure. The research results 
demonstrated that the conduction heat transfer mechanism is 
dominant in the melting process's initial phases. The natural 
convection induced by the buoyancy of the liquid is intensified 
as melting progresses. They mentioned the existence of a 
transition region between these two. Several recent 
experimental and computational studies have shown that a 
mixture of conduction and convection is the heat transfer 
mechanism in an LHTES system [10–14]. 

As discussed above, the work concentrating on heat transfer 
with a fixed hot wall temperature in a basic LHTES device 
configuration was substantially different from the actual 
situation where the hot source's temperature is not constant. 
Thus, this paper focuses on PCM's heat transfer mechanics 
during the charging processes in the horizontal cylindrical 
shell-and-tubes LHTES system driven by a solar collector in 
which the temperature of the HTF changes every moment 
during the day according to a journal solar irradiation curve. 
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II. NUMERICAL SIMULATION  

A. Physical Model  

Figure 1 shows a schematic illustration of a horizontal shell 
and tubes LHTES unit. The designed LHTES unit consists 
mainly of 12 stainless steel tubes with a 17.2mm diameter and 
a thickness of 2.31mm. The heat transfer fluid flows in series 
through the inner tubes, and the PCM is uniformly distributed 
on the shell side. 

 

 
Fig. 1.  Characteristic dimensions of the geometry. 

The enthalpy-porosity method developed in [15] is 
employed in modeling and simulating the phase change 
process. In this method, the enthalpy H is written as the sum of 
the sensible enthalpy hsensible and the latent enthalpy hlatent. � � �������	� 
 �	�����     (1) 
with: �������	� � ��� 
 � ��. �������     (2) 

The latent heat enthalpy can vary between zero (for a solid) 

and HL∆  (for a liquid). �	����� � �� .∆��    (3) 
The liquid fraction Lf can be defined as: 

� �� � 0�� � 1�� � ��� !"#$% �"#&%#$% �� !"#$% 
'( � ) ��*	�+,�� ) �	�-,�+,���*	�+,� ) � ) �	�-,�+,� 	    (4) 

The correct characterization of material properties is one of 
the essential parts of performing simulations. The construction 
material of the accumulator is steel, whose characteristics are 
presented in Table I. 

TABLE I.  STEEL PROPERTIES 

Properties Values 

Density [kg/m
3
] 8030 

Specific heat [J/kg. K] 502.48 

Thermal conductivity [W/m.K] 16 

 

The other material to be defined in the system is the 
paraffin RT70HC, with a melting point around 70°C. This 
paraffin is used as phase change material, storing the 
installation's solar collector's absorbed thermal energy. The 

principal reason for choosing paraffin wax is that its melting 
temperature conforms with the HTF temperature coming from 
the solar collectors at medium temperatures. This material has 
been analyzed and detailed correlations of the material's 
descriptive parameters have been provided in [16]. The melting 
and solidification temperatures of the paraffin and the latent 
thermal energy must be added to these correlations. ��*	�+,� � 66.76	°C �	�-,�+,� � 78.85	°C Δ�� � 244970	J/kg 
Note that paraffin should be treated as a fluid that is 

initially in a solid-state. 

B. Initial and Boundary Conditions 

A two-dimensional domain is considered saving 
computational cost. Since there is no depth, there will be no 
HTF flow, and the boundary condition "convective heat 
transfer" is applied to the tubes' wall. Therefore, only the "free 
stream temperature" is considered. A UDF is employed to 
ensure the three-dimensional aspect of the solution by 
calculating the outlet temperature of each tube using the 
following equation: �*,� � =>?> @AB .CD@AB 
 ���     (5) 
where Tin is the output temperature of the previous tube and Q&

is the heat that the PCM absorbed from the HTF at the current 
time which is calculated by: E> � ���� . FG��� H �IJ    (6) 
The heat transfer coefficient 

int
h  between water and the 

internal tubes' walls is calculated in the UDF according to [17] 
by the following equations: ���� � KLM N@ABM     (7) 

KLM � OP Q⁄ SOT��UVVVSWUXUY.ZOP Q⁄ S[ \⁄ GW\ ]⁄ �UJ    (8) 
The correlation is valid for 0.5<Pr<2000 and 

3000<Re<5.106. 

The friction factor F is calculated by: ^ � O1.58_`ab H 3.28S�Y    (9) 
Initially, the solid PCM is at a temperature of 295oK. The 

HTF flow rate in tubes is 1.84L/min with Reynold number 
Re=3,089,37. The heat in (6) is exploited to update the HTF 
temperature at the outlet of one tube (9) that corresponds to the 
boundary condition (inlet) temperature of the next tube. 

Since a series flow is adopted, the fluid will flow from one 
tube to the other by gradually decreasing the temperature. At 
each time step, a different fluid temperature would be imposed 
for each tube, which implies calculating the solution in each of 
them. The accumulator will be directly connected to a solar 
collector (Figure 2), with an efficiency given by (10), (11) and 
an absorption surface of Acol=3.03m

2.  
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d � 0.514 H 1.158.�e* H 0.005.f.�e*Y     (10) 

with: �e* � G�Cg�#h���J f⁄     (11) 

 

 
Fig. 2.  Schematic diagram of the primary circuit of the installation. 

As a general rule, under ideal conditions (without cloud 
interference), solar radiation can be expressed by a positive 
sinusoidal function whose period corresponds to the duration of 
the day. According to the Murcia region's climatic data (in the 
south of Spain), 3 solar curves can be formed depending on the 
period (winter, mixed, and summer). The heat is ideally 
absorbed by the solar collector per unit area, G. 

f � 270. i1 H jkl m n.�UQVVVop    (12) f � 392. i1 H jkl m n.�YUVVVop    (13) f � 480. i1 H jkl m n.�YZVVVop    (14) 
The progressive rise of the accumulator fluid inlet 

temperature, as a function of the irradiation dynamics involved 
in (12)-(14), drives the storage of thermal energy in the PCM 
accumulator through a solar coupling algorithm programmed in 
the UDF. Equation (15) gets the temperature at the solar 
collector's output at each moment: �Cg�!%q � �Cg�#h 
ECg�. r> s�P . ��s�P    (15) 
with: ECg� � FCg� . f. d    (16) 
The resulting temperature of the HTF at the solar collector 

outlet will be specified at the storage system inlet. The solar 
coupling scheme will update the heat-transfer fluid's 
temperature at each moment, considering the solar radiation 
using the algorithm described above. 

C. Numerical Procedure  

Considering the shell-and-tube LHTES design, hexahedron 
quad and map elements are adopted to discretize the PCM 
domain. The cells near the inner tube are refined to get 
accurately the velocity and temperature gradients. The second-
order discretization scheme is used for the momentum and 
energy equations' spatial discretization to have higher accuracy 
in the solution. A pressure-velocity coupling by the algorithm 

SIMPLEC is applied in this calculation, with a modification of 
the under-relaxation factors. The following simplifications are 
applied to the 2D model:  

• The liquid paraffin and the heat transfer fluid are 
incompressible Newtonian fluids.  

• PCM is assumed to be isotropic and homogeneous and the 
volumetric expansion of PCM during melting is neglected. 

In the present simulation, the boundary condition by 
convective heat transfer and the strategies followed for the 
coupling of the solar curve by UDF represent the fundamental 
basis for this accumulator's modeling. The system's 
performances are analyzed by modifying the thermal load of 
the HTF through varying the irradiance curve according to the 
climatic conditions. 

III. VALIDATION 

The simulation results are compared with the experimental 
data from [16] to verify the actual numerical simulations. The 
comparison of measured irradiation and liquid fraction and the 
simulation results for the cases of a sunny day of May 31, 2019 
are shown in Figure 3. A reasonable agreement can be seen 
between the numerical and the experimental results (with a 
maximum liquid fraction absolute error of 0.1812), confirming 
the combined enthalpy porosity and natural convection model's 
feasibility in the present investigation. 

IV. RESULTS AND DISCUSSION 

A. Comparison of Conduction and Conduction-Convection 
Models 

Figures 4 and 5 show the temperature and liquid fraction 
contours in the storage tank's paraffin, whose heat is supplied 
by two solar collectors for a winter curve. The melting process 
is simulated using a convection and conduction model and a 
pure conduction model. As illustrated in Figure 4(a), the 
temperature contours are symmetrical along the horizontal and 
vertical axes. The conduction heat transfer mechanism could 
interpret that. The phase change material temperature is 
monitored by the energy absorbed from the HTF by the PCM. 
Thermal energy is transmitted from the hot paraffin to the 
adjacent layer of cold paraffin. The temperature at one location 
in the accumulator could remain stable or increase depending 
on the two energy transfer processes' rates. The total heat 
transfer rate in the conduction model seems to be the same in 
all directions. The melting front in the radial direction passes 
from the tube wall to the shell's internal surface at the same 
velocity (Figure 5(a)). Nevertheless, the results found from the 
convection-conduction model are distinct. Figure 4(b) displays 
the temperature contours through the melting phase. The PCM 
temperature varies considerably in the vertical axis at distinct 
moments during the melting process. In the convection-
conduction model, heat transfer from the tube surface to the 
PCM proceeds the conduction just before PCM begins to melt. 
As the paraffin melts, a thin liquid film forms between the 
tubes' outer wall and the solid PCM and natural convection 
begins to occur. As the molten area expands, the convection 
gets more significant, and the interface front moves quicker 
(Figure 5(b)). 
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Fig. 3.  Irradiance and PCM liquid fraction by current numerical model in comparison with the experimental resutls of [16]. 

As shown in Error! Reference source not found.(b), the 
liquid PCM increases and progressively occupies the storage 
tank's upper section due to buoyancy. In the top zone of the 
accumulator, PCM takes less time to melt than the bottom. This 
result is compatible with that reported in [16]. 

 

(a) 

   

(b) 

   
 11 AM 12 AM 2 PM 

 

 

Fig. 4.  Temperature contours: (a) conduction model, (b) convection-

conduction model. 

B. Nusselt Number. 

Nusselt identifies the relationship between convective and 
conductive heat transmission. It is expressed according to (17): KL � tu!hv.MN     (17) 

The convection coefficient on this LHTES side hconv is such 
that:  

�e*�w� � -> #�xy# ��x�,{|}#     (18) 

(a) 

   

(b) 

   
 11 AM 12 AM 2 PM 

 

 

Fig. 5.  Liquid fraction contours: (a) conduction model, (b) convection-

conduction model. 

At each moment, only the fluid portion (liquid) of the PCM 
is considered getting an average PCM liquid temperature value, �x�,WC~� . 

Figure 6 shows the solution obtained for the simulations 
using different solar curves. The Nusselt number is represented 
as a function of dimensionless time θ, which is given by: � � ^k.��b    (19) 
The temporal evolution of the Nusselt number is 

represented as a function of different heat transfer regimes 
(Figure 6): 

• A pure conduction regime for θ>0 (corresponding to zone 
I). As the temperature gradient initially has significant 
values due to the increased tube wall temperature, the 
Nusselt number decreases quickly within the initial melting 
step. The weak heat transfer, distinguished by a 
monotonous drop of the Nusselt number, is the particularity 
of this conduction regime. 
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• A mixed convection-conduction regime for 0.017≤θ≤0.043 
(corresponding to zone II) where the conduction process is 
gradually replaced by convection. One crucial finding 
associated with convection melting is that the impact of 
natural convection ascends with θ [9]. 

• A convection-dominated regime for θ>0.043 
(corresponding to Zone III). Within the asymptotic limit of 
θ, we can get the simplified Nu law ∼ Ra1/4 [9]. The plateau 
at Ra

1/4
 refers to pure convective heat transfer and is shown 

in Figure 6 for 0.043<θ<0.11. Besides, the average Nusselt 

number between the heated tubes and the PCM liquid zone 
is relatively independent of time in the convection-
dominated regime. Therefore, the convection-dominated 
regime is also known as the "quasi-steady" regime. 

• The numerical results indicate a decrease of Nu in the 
ultimate phase (θ>0.11) when the liquid PCM fills the 
majority of the accumulator (Lf>0.8) (corresponding to zone 
IV). Stratification dominates in this advanced evolution of 
the melting process. 

 
Fig. 6.  Nusselt number according to θ. 

V. CONCLUSION 

A paraffin melting process has been carried out in a tube-
and-shell LHTES integrated with a solar collector. The results 
can be summarized as follows: 

• In the convection-conduction model's temperature field, the 
rise in temperature in the shell's upper zone was faster than 

in the low zone, whereas in the conduction model, there 
was a simultaneous rise in temperature at the shell's top and 
bottom. The convection-conduction model better interprets 
the heat transfer mechanism during PCM melting. 

• The performance of the LHTES in summer conditions is 
higher than in mixed and winter conditions, but the PCM 
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temperature exceeds 100°C, which must be avoided to 
prevent PCM degradation.  

• The melting of the complete paraffin passes via 4 regimes, 
and each regime has its own Nusselt number. The relation 
between the Nusselt number and dimensionless time 
initially indicates a significant drop (conduction), a 
transition (conduction and convection), a plateau 
(convection), and, eventually, a gradual decrease towards 
the disappearance of the solid (stratification). 

NOMENCLATURE 

D Diameter (m) 

Cp Specific heat capacity (J·kg-1·K-1) 

Fo Fourier number, ^k � ∝.�
M\
 

∆HL Latent heat (J·kg
−1
) 

k Thermal conductivity (W·m
-1
·K

-1
) 

m&  Mass flow (kg·h-1) 

Pr Prendtl number 

T Température (K) 

T  Average temperature (K) 

Tw Wall temperature (K) 

Ste Stefan number, ��b =
CD.∆�

∆s�
 

t Time (s) 

α Thermal diffusivity (m2.·s-1) 

µ Viscosity, kg·m-1·s-1 

ρ Density (kg·m-3) 
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Abstract—This paper presents the harmonic torque reduction by 

the different rotor pole angles of a three-phase 12/8 switched 

reluctance motor via an analytical model and simulation method. 

Improving torque performance by stator and rotor angles was 

applied for three-phase switched reluctance motor at stator 

pole/rotor pole ratios of 6/4, 8/12, 18/12, and 24/18. The average 

torque and the torque ripple effect by stator and rotor pole 
embrace have been recently studied in many projects. Due to the 

fact that leakage flux, flux density, and inductance are affected 

by the stator and rotor pole angles non-linear and linear leakage 

flux curves occur. Many stator and rotor pole angle combinations 

for the three-phase switched reluctance motor have already been 

done via a finite element method. In this paper, turn-on and turn-
off angles will be figured based on stator and rotor pole 
embraces. 

Keywords-Switched Reluctance Motor (SRM); pole arcs; torque; 

Finite Element Method (FEM) 

I. INTRODUCTION  

Nowadays, the Switched Reluctance Motor (SRM) is 
considered as the most appropriate candidate to drive small 
scale electric vehicles due to advantages such as its simple 
construction, wide constant power regions, and effective torque 
speed characteristics. The SRMs have been applied in various 
fields [1-5]. A convenient design of the SRM has a significant 
importance for an efficient performance of the motor. Some 
design parameters must be considered such as the number of 
phases, stator pole arc, air gap thickness, and other SRM 
geometry elements. The effect of the SRM geometry on the 
motor performance has been examined thoroughly. In [6], the 
influence of pole embrace has been investigated on the 
performance of the SRM by the Finite Element Method (FEM) 
with stator and rotor pole embraces changing from 0.2 to 0.5. 
According to the highest average torque and lowest torque 

ripple, the proper pole embraces have been selected for the 
optimum design of the SRM [7-9]. 

II. ELECTROMAGNETIC TORQUE ANALYSIS 

The rotor and stator pole arc angles are a critical part in the 
design of the SRMs. The rotor pole arc (βr) must be equal or 
greater than the stator pole arc (βs), because the number of rotor 
poles is less than the number of stator poles (βs ≤ βr). When the 
βs is smaller than the step angle, then none of the phases can 
have rising inductance slope. The rotor pole angle should be 
greater than the sum of stator and rotor pole arcs [10]: 

�� � ��; 			�� � �� � 	
��
� ; 		min��� , ��� � 	
��

�.�    (1) 

 

 
Fig. 1.  Cross-section of a three-phase SRM 12/8 βr equal to (a) 15

0
, (b) 

180, (c) 20
0, (d) 220 for βs=15

0, 150, 150, and 120 respectively. 
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The initial size L is estimated from the output power and 
torque with speed of 1500rpm. With an initial assumption for 
the L and with respect to the average torque proportionality 
with LD

2
, the values of L and D have been calculated via the 

analytical method. The three phase SRMs 12/8 with rotor angle 

(150 ÷ 220) are listed in Table I. 

TABLE I.  TECHNICAL PARAMETERS OF SRM 12/8 

Technical Parameters Value Units 

Stator poles 12 

Stator pole angle 15 degrees 

Stator lam dia 140 mm 

Stator bore 90 mm 

Stator pole depth 15 mm 

Stator duct layers 2 

Rotor pole angle 15, 18, 20, 22 degrees 

Rotor slot depth 11 mm 

Airgap 0.3 mm 

Number strands in hand 9 

Phases 3 

Turns per phase 12 

Power 1200 W 

Speed  1500 rpm 

Torque 12 N.m 

Rotor pole τr (360/Nr=360/8) 45 degrees 

Stator pole τr (360/Ns=360/12) 30 degrees 

 

The static torque curves (��� have been implemented with 
FEM with current ranging from 0 to 50A depending on the 
rotor angle, i.e.: 

�� � �
� �� ����, �

��     (2) 

The rotor embrace ratio as and stator embrace ratio ar  are 
determined by: 

!� � "#
$# ,  !� � "�

$� 	   (3) 
In order to maximize the static electromagnetic torque, the 

stator embrace angle values of 0.45, 0.5, 0.55, 0.6, or 13.5
0
, 

150, 16.50, 180 have been applied to the finite element 
simulation to get the static torque, and the rotor angle is 
verified from 0 to 450 as shown in Figure 2. 

 

 
Fig. 2.  The static torque curves and rotor position stator pole embrace for 

rotor embrace of 0.4. 

The static torque curves have been also evaluated with rotor 
embrace ratio of 0.5 and stator pole embrace values of 0.45, 
0.5, 0.55, 0.6 or 13.5

0
, 15

0
, 16.5

0
, 18

0
. The stator pole embrace 

is changed from 0.45 to 0.6 with 0.05 steps for constant rotor 
pole embrace of 0.5 as shown in Figure 3. It is obtained that the 
combination of 0.40 rotor pole and 0.5 stator pole embraces 
produces the highest peak output torque which is 31.046Nm. 
Besides, the combination of stator and rotor pole embraces at 
0.40 value has the minimum output torque which is 30.920Nm.  

 

 
Fig. 3.  The static torque curves and rotor position stator pole embrace for 

rotor embrace of 0.5. 

The stator pole embrace is changed from 0.45 to 0.6 with 
steps of 0.05 for a constant of 0.40 rotor pole embrace depicted 
in Figure 3. It is seen that the combination of 0.5 rotor pole and 
0.50 stator pole embraces produces the highest peak output 
torque which is 31.191Nm. In the same way, the combination 
of stator pole embrace and 0.50 rotor pole embrace has the 
minimum output torque which is 31.094Nm. As can be seen 
from the results, while the highest output torque is obtained by 
the combination of 0.40 rotor pole and 0.5 stator pole 
embraces, the lowest output torque is obtained by the 
combination of 0.6 rotor pole and 0.6 stator pole embraces. 
According to these combinations, the optimum values of pole 
arcs stator/rotor can be selected for better motor design. The 
average torque is calculated and the best combination of stator 
and rotor pole embrace can be selected for optimum analysis. 
The results on the effect of pole embrace are given in Figure 4 
for different combinations of the stator and rotor pole 
embraces. 

 

 
Fig. 4.  Average Torque vs rotor embrace. 
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Figure 5 shows the average torque and torque ripple, and 
the embarce stator for various values of the embrace rotor. The 
average torque is maximum or on top of the curve (as=0.5) at 
rotor pole arc ar=0.3. With the 4 rotor poles and 6 SRM stator 
poles, the rotor/stator pitches are 45/30 degrees. Thus, the rotor 
embrace ar=0.3 is 30 mechanical degrees and the stator 
embrace is ar=0.5. This means that the rotor pole angle and 
stator angle have the same value of 15 degrees. The 
electromagnetic torques with different rotor and stator 
embraces are presented in Table II. From those results, the best 
combination of as=0.3 and ar=0.5 is selected to verify the 
dynamic torque performance. 

 

 
Fig. 5.  Torque ripple/average torque rate vs rotor embrace. 

TABLE II.  AVERAGE TORQUE (Nm). 

ar as=0.2 as=0.3 as=0.4 as=0.5 as=0.6 

0.2 12.09608 18.2667 20.69018 19.97587 17.31098 

0.3 10.9917 17.04873 21.39854 22.89821 21.54776 

0.4 8.411142 12.35922 16.03515 19.25603 21.00559 

0.5 4.228949 7.167675 10.4344 13.63371 16.0756 

0.6 1.233799 3.079451 5.558719 8.299413 10.63121 

0.7 0.150363 0.761016 2.154871 4.085025 5.991545 

 

III. DYNAMIC SIMULATION AND EXPERIMENTAL RESULTS 

The finite element model has been presented to validate the 
dynamic torque of 1500rpm and phase current I=50A. The turn 
on and turn off angles are determined in (4). The torque curve 
plot is depicted in Figure 6. The torque ripple ranges from 5 to 
9N.m. 

% �&' � (&' � )���*����&++ � (&++ � )���*��� � ,
�

		    (4) 
The dynamic torque and efficiency with different rotor and 

stator angles are compared in Table III. The SRM 12/8 with 
βs=15

0
, βr=18

0
 is the maximum average torque and minimum 

torque ripple. The harmonic torque of SRM 12/8 is classified 
with multiples of 3 oders such as 3th, 6th, 9th, 12th and 15th 
because the SRM 12/8 has 3 phases in stator and 4 coils/phase 
(Figure 7). The total torque of SRM 12/8 can be calculated by 
3
th
, 6

th
, 9

th
, 12

th
 and 15

th
. The 3

th
 harmonic component is still 

significant on the torque ripple. Therefore, this study will 
investigate different stator and rotor embrace angles on the 
harmonic torque and total torque. 

 
Fig. 6.  Dynamic torque curve at 1500rpm. 

TABLE III.  SRM 12/8 ELECTROMAGNETIC PERFORMANCE 

COMPARISON 

Parameters Unit 150/150 150/16.50 150/180 150/200 

Maximum possible torque Nm 8.466 8.6722 8.6466 8.5649 

Average torque Nm 7.642 8.0111 8.1424 7.9893 

Average torque Nm 7.496 7.9467 8.159 8.1269 

Torque ripple Nm 4.223 1.9376 1.9682 2.4121 

Torque ripple [%] % 57.93 23.812 23.958 29.622 

Electromagnetic power W 916.1 1022.5 1032.4 1023.3 

Input power W 1092 1198.8 1207.6 1195.1 

Output power W 872.7 976.22 985.65 976.53 

Total losses (on load) W 219.4 222.55 221.99 218.59 

System efficiency % 79.91 81.435 81.618 81.71 

Shaft torque Nm 6.945 7.7685 7.8435 7.771 

 

 

Fig. 7.  Harmonic torque. 

The dynamic torque test bench installation for SRM 12/8 
and permanent magnet generator in the torque transduce is 
shown in Figure 8. The torque sensor TM300 is connected to 
PC to get the data during testing. 

 

 
Fig. 8.  Dynamic torque test bench. 

The speed and torque values with different time steps are 
presented in Figure 9. In the time interval from 1s to 5s, the 
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speed and torque are very stablized and vary trivially. 
However, torque ripple appears in the begining time (0.02s). 
These values are also recorded in starting stage and constant 
speed. The dynamic torque with different rotor positions is 
shown in Figure 10. The values on the torque at stator 15 and 
rotor 22 reach approximately 10Nm. 

 

 
Fig. 9.  Dynamic speed (top) and torque (bottom). 

 
Fig. 10.  Dynamic torque with differnt rotor positions. 

IV. CONCLUSION 

The current paper has developed stator and rotor 
embrace/pitch influenced on the average torque and torque 
ripples via FEM [10, 11]. For high speed of the SRM, the 
control method is single voltage or current pulse because the 
magnetic circuit is saturated. Thus, it is difficult for chopping 
current to apply and the phase current cannot reach reference 

values. The electromagnetic design will help improving torque 
and current controller. The static torque curves have been also 
evaluated by the FEM. This paper also demonstrates a method 
to improve and design the SRMs in practice. 
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Abstract-This paper presents a study on the compressive strength 
of concrete using recycled aggregates. The concrete was designed 

to have a 25MPa compressive strength and an 8cm slump. The 

rates of replacing natural aggregates with recycled coarse were 

0%, 10%, and 20%. The test samples were compressed to 

determine their compressive strength value after 7, 14, and 28 

days of curing. The results showed that the concrete slump did 

not change effectively at a 10% replacement rate. When using 
20% recycled aggregates, the concrete was too hard and the 

homogeneity of the concrete mixture could not be guaranteed. 

The compressive strength slightly decreased using 10% of 

recycled aggregates and decreased significantly using 20%. 

Therefore, 20% of recycled aggregate replacement is not suitable. 

The results showed that using recycled aggregates at a rate of 
10% is optimal. 

Keywords-compressive strength; recycled concrete; demolishing 

work 

I. INTRODUCTION  

In recent years, developed countries deal with the recycling 
and treatment of construction solid waste. Construction's solid 
waste treatment, solid waste minimization, pressure to change, 
and the approach to resolving these issues in the UK were 
studied in [1]. China faces a similar problem as the amount of 
solid construction waste was more than 1.5 billion tons per year 
in 2018, and it was predicted to reach 2.5 billion per year in 
2020 [2]. The solid waste treatment in current construction 
sites, the life cycle of sustainable development, and the 
evaluation of the environmental impact of the construction 
materials consumed in China during 2000-2015 were studied in 
[3]. Many studies have been conducted on recycled aggregates, 
such as their use in green concrete [4, 5], coarse aggregates for 
concrete [6], and fine concrete [7, 8]. While the reuse of 
construction solid waste as aggregates for concrete has been 
widely used and achieved remarkable efficiency, many studies 
have been conducted recently on the mechanical properties of 
concrete with recycled aggregates. The influence of the 
recycled aggregates on the compressive strength of concrete 
was studied in [9], concluding that they did not have a 
significant influence on compressive, flexural, and tensile 
strength. The use of recycled aggregates from demolished 
works after crushing and grading, helps to save natural 
aggregate sources and protect the environment, was studied in 

[10]. The compressive strength of concrete made from recycled 
coarse aggregates was studied in [11], with consideration of the 
source of the recycled aggregates and the strength of the target 
concrete. The toughness and soundness test results on the 
recycled coarse aggregates showed a higher percentage loss 
than the natural, but it remained within the acceptable limits. 
The compressive and splitting tensile strengths of concrete with 
recycled coarse aggregate depend on the mix proportions. In 
general, the strength of the recycled concrete can be 10-25% 
lower than the conventional made with natural coarse 
aggregates. 

This paper presents a study on the compressive strength of 
concrete having a partial replacement of natural with recycled 
coarse aggregates. 

II. COMPOSITION OF RECYCLED CONCRETE 

The concrete obtained after a project's demolition was 
crushed and the resulting coarse aggregates were washed, 
dried, and pre-screened to remove any dust particles. These raw 
aggregates were screened to classify the particles and then 
mixed again to be graded as standard for concrete according to 
[12]. To avoid strongly absorbing recycled aggregates affecting 
the setting of the concrete, the coarse aggregates were soaked 
in water and then dried under normal conditions. In this study, 
a natural concrete aggregate was selected as a reference. The 
coarse aggregate was replaced partially by solid waste from the 
crushed demolition site. After casting according to the 
standard, the samples were stored under normal conditions and 
tested for compressive strength after 7, 14, and 28 days. 

 

 
Fig. 1.  Recycled coarse aggregates 
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A. Sand 

The mechanical properties of the sand used in the 
experiment were: 

• Density: 2.65g/cm3 

• Modulus of magnitude: 2.50 

• Volumetric mass: 1660kg/m
3
 

B. Cement 

A commercial Portland cement PCB40 was used, having 
the following mechanical properties:  

• Actual strength: 40MPa 

• Density: 3.1g/cm
3
 

C. Coarse Aggregates 

Natural coarse aggregates were mixed with recycled 
materials. In this study, 20mm aggregates, the most common 
size of aggregates used in construction, was used having the 
following mechanical properties: 

• Density: 2.61g/cm
3
 

• Volumetric mass: 1430kg/m
3
 

D. Concrete 

The designed recycled concrete had the grade of B20, and 
the design slump was 8cm. The compressive strength of the 
concrete was tested according to the Vietnamese standard 
3118:1993. Cylindrical samples with size D150×H300 were 
cast and cured in water before being compressed to determine 
their compressive strength. The loading speed was set to 
0.5kN/s. The replacement rates of coarse aggregates were 0%, 
10%, and 20% of the standard reference sample, respectively. 
The mix components for 1m

3
 of concrete are presented in Table 

I. 

TABLE I.  MIX COMPONENTS FOR 1M
3
 OF CONCRETE 

 Mix components for 1m3 of concrete 

Aggregates 

by mass 

Cement (kg) Sand (kg) Aggregate (kg) Water (kg) 

292.5 648.3 1216.3 195.0 

Aggregates 

by volume 

Cement (kg) Sand (m
3
) Aggregate (m

3
) Water (l) 

292.5 0.391 0.851 195.0 

TABLE II.  EXPERIMENTAL DETAILS OF CONCRETE SAMPLES 

No. 
Notation of 

samples 
Description Quantity 

1 CP0 
Reference sample: Mix 

according to Table I 
3 samples for 7 

days, 3 

samples for 14 

days, and 3 

samples for 28 

days. 

2 CP10 
Recycled aggregate 

replacement rate: 10% 

3 CP20 
Recycled aggregate 

replacement rate: 20% 

 

III. RESULTS AND DISCUSSION 

The results of measuring the slump of the concrete with 
recycled coarse materials are shown in Table III and Figure 2. 

TABLE III.  THE SLUMP OF THE RECYCLED CONCRETE 

No. Replacement rate Slump (mm) 

1 0% 73 

2 10% 70 

3 20% 12 

 

 
Fig. 2.  The slump of recycled concrete at various recycled coarse 

aggregates replacement rates. 

From Figure 2, it can be noted that the slump of concrete 
did not change significantly at 10% replacement rate. When 
using 20% recycled coarse aggregates, the drop was markedly 
obvious as it dropped from 73mm at 0% to 70mm at 10%, and 
finally to 12mm at 20%. Thus, when using 20% recycled 
aggregates, the concrete was too hard and its homogeneity 
could not be guaranteed. 

 

 
Fig. 3.  Samples after the compressive experiments. 

Table IV shows the destructive force (kN) results obtained 
from the compression test. Compressive strength (MPa) was 
calculated from the destructive force P (kN) for each sample 
having a 15cm diameter, using: 

� � �	 � �� � 

� �	 �	7.5� � 176.71��    (1) 

Compressive strength was calculated, using (1), as: 

� � � � �/�    (2) 

where P is the destructive load of the sample, S is the 
compressive area, and α is the coefficient of converting the 
experimental results when compressing the samples with 
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different sizes from the standard samples (150×150×150mm). 
For a cylinder sample having 150mm diameter and 300mm 
height, α was calculated to 1.2. Table V shows the compressive 
strengths of the experimental samples after 7, 14, and 28 days. 

TABLE IV.  DESTRUCTIVE FORCE RESULTS 

No. 
Replacement rate of 

recycled aggregates (%) 

Sample destructive force 

(kN) 

7 days 14 days 28 days 

1 0 185.55 231.94 309.25 

2 0 196.30 199.47 316.61 

3 0 200.32 239.73 328.39 

4 10 195.36 224.52 291.58 

5 10 186.26 228.32 300.41 

6 10 176.80 240.82 304.83 

7 20 130.95 178.79 251.82 

8 20 135.02 173.24 254.76 

9 20 126.93 161.77 248.87 

TABLE V.  COMPRESSIVE STRENGTH RESULTS 

No. 
Replacement rate of 

recycled aggregates (%) 

Compressive strength (MPa) 

7 days 14 days 28 days 

1 0 12.6 15.75 21 

2 0 13.33 13.545 21.5 

3 0 13.603 16.279 22.3 

4 10 13.266 15.246 19.8 

5 10 12.648 15.504 20.4 

6 10 12.006 16.353 20.7 

7 20 8.892 12.141 17.1 

8 20 9.169 11.764 17.3 

9 20 8.619 10.985 16.9 

 

As it can be noted, the experimental concrete samples did 
not reach the design strength. The reference sample reached 
only 86.4% of the design strength. This rate was 81.2% when 
using 10% and 68.4% when using 20% recycled aggregates. 
Thus, using 10% recycled aggregates did not affect 
significantly the compressive strength of the concrete. When 
using 20% recycled aggregates, the compressive strength 
dropped significantly. For a clearer observation, the 
compressive strength results of concrete at various recycle 
aggregate replacement rates are shown in Figure 4 and Table 
VI. 

TABLE VI.  COMPRESSIVE STRENGTH MEAN VALUES FOR EACH 

EXPERIMENT 

No. 

Replacement rate 

of recycled 

aggregates (%) 

Compressive 

strength (MPa) 

Mean 

value 

Achieved 

compared with 

design (25 

MPa) 

1 0% 

21 

21.6 86.4 % 21.5 

22.3 

2 10% 

19.8 

20.3 81.2 % 20.4 

20.7 

3 20% 

17.1 

17.1 68.4% 17.3 

16.9 

 

The decrease of compressive strength when using recycled 
aggregates was predicted, as noticed in previous studies [11, 

13, 14]. The higher compressive strength of the concrete 
having a lower recycled aggregate replacement rate may be 
attributed to the greater bonding force and strength when using 
the same type of aggregate. Figure 5 shows the strength 
development of recycled concrete, which indicates that 
concrete strength reached 51-67% after 7 days and about 63-
75% after 14 days of curing. Details are shown in Table VII. 

 

 
Fig. 4.  Compressive strength of concrete at various recycled coarse 

aggregate replacement rates. 

 
Fig. 5.  The development of concrete's compressive strength. 

TABLE VII.  COMPARISON OF THE COMPRESSIVE STRENGTH OF 

CONCRETE WITH THE STRENGTH AFTER 28 DAYS OF CURING (R28) 

No. 

Compressive strength (MPa) 

7 days 
Ratio compared to 

R28 

14 

days 

Ratio compared to 

R28 

28 

days 

1 12.6 60% 15.75 75% 21 

2 13.33 62% 13.545 63% 21.5 

3 13.603 61% 16.279 73% 22.3 

4 13.266 67% 15.246 77% 19.8 

5 12.648 62% 15.504 76% 20.4 

6 12.006 58% 16.353 79% 20.7 

7 8.892 52% 12.141 71% 17.1 

8 9.169 53% 11.764 68% 17.3 

9 8.619 51% 10.985 65% 16.9 

 

As it can be noted, the strength development of the concrete 
using recycled aggregates at a low rate (≤ 20%) is similar to 
ordinary concrete. However, a few notes can be pinpointed: 

• Normal concrete grows up to 65% of its maximum design 
strength at the age of 7 days. The experimental samples did 
not reach this level. This growth rate was slowed down 
when using 20% recycled aggregates, with a ratio of 51-
53% to R28. 
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• At 14 days of curing, the experimental concrete achieved 
about 70-75% of the maximum design strength. However, 
most of the concrete samples using 20% recycled aggregate 
had slightly lower strength than normal. 

IV. CONCLUSION 

This paper presents the results of a study on the 
compressive strength of concrete using recycled aggregate 
from demolition works. The concrete was designed to have 
25MPa compressive strength and 8cm slump. The rates of 
replacing natural aggregates with recycled coarse were 0%, 
10%, and 20%. The test samples were compressed to determine 
their compressive strength values at 7, 14, and 28 days of 
curing. The results showed that the concrete slump did not 
change significantly at samples having 10% recycled 
aggregates. When using 20% recycled coarse aggregates, the 
drop was markedly obvious. Thus, using 20% recycled 
aggregate resulted in too hard concrete, while the homogeneity 
of the concrete mixture could not be guaranteed. The 
compressive strength decreased slightly when using 10% 
recycled aggregates and significantly when using 20%. 
Therefore, it can be concluded that the 20% replacement rate is 
not appropriate. The results showed that using recycled 
aggregates at a rate of 10% is an optimal solution. 
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Abstract-The current research aims to improve the cetane 

number of diesel extracted from the crude oil of Tawke region in 
Iraqi Kurdistan. A specific mixture of chemical compounds was 

prepared which included m-nitrophenol, 4-nitro toluene, and 

nitrobenzene. The components' effects were investigated with 

regard to the cetane number, flash point, viscosity, and refractive 

index of diesel. The quantity of each compound mixed with diesel 

was prepared based on the statistical analysis of the experiment 

device (Box–Behnken Designs-BBDs). The tested mixture showed 

a good agreement and improvement of cetane and flash point and 

a very low effect on viscosity and refractive index. According to 

the statistical analysis, the main influence on cetane number and 

the flashpoint was from m-nitrophenol. The investigation showed 

that the best results were acquired from the samples of 25PPM 4-

nitro toluene and 50PPM m-nitrophenol with a cetane number of 

65.3. The correlation and the interaction of the regression 
equation were linear with all cases. It is worth mentioning that all 

additives positively influenced the cetane number in the 

regression equation. The sulfur content was measured as well, 
and the obtained weight percentage of sulfur was 0.8404%. 

Keywords-diesel improvers; cetane number; flash point; 

viscosity 

I. INTRODUCTION  

Additives are mixed with fuel to improve its quality and to 
enhance its efficiency. This process is termed as mixing with 
fuel of the trace elements. Fuel in various forms like diesel and 
benzine does not perform well or reach the required 
international standards without improvers [1]. Therefore, the 

search for new improvers is in great demand. The utilizing of 
influential improvers is very essential in order to reach the 
requested mechanical and environmental standards [2]. In the 
past, attempts have been made to ignite fuel readily and thus 
upgrade ignition quality. Nitro compounds are commonly used 
as cetane number additives and such chemicals make the delay 
time of fuel ignition shorter and as a result the rate of knocking 
decreases [2]. Such additives can be utilized with bio-diesel, 
which commonly has low cetane number [3]. The cetane 
number is affected by physical and chemical properties of fuel 
such as density, viscosity, surface tension, and vaporization. 
The cetane number is also influenced by the molecular 
structure of fuel and additives [4]. 

The octane number is a parameter that determines the 
quality of a fuel. Fuels with high octane numbers, close to 100, 
knock less. Oxygenated compounds, aromatic hydrocarbons, 
aromatic amines, and organometallic compounds have been 
exploited for this purpose as octane number modificators [4-6]. 
Flash point temperature is another important factor to improve 
the valid ability of fuel in car engines [8], where lower flash 
point temperature means lower ignition temperature (piloted 
temperature) for the fuel oil ranging from 60 to 930C. However, 
this research article mainly considers cetane number 
improvement. The influence on the cetane number of adding 
dicyclopentadiene to diesel has been examined in [9]. The 
authors proposed a novel additive of hydrocarbon-based, 
dicyclopentadiene (DCPD) for diesel fuel which leads to 
minimized particulate emissions and also enhances cetane 

Corresponding author: Veyan A. Musa.
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number. The improvement of diesel properties like viscosity, 
flash point, density, cloud point, water content, and sulfur 
content were investigated in [10]. The Design of Experiment 
(DOE) to study any oil sample represents a significant part of 
chemo measurements (effects of chemicals on the yield). The 
universal benefit of DOE is to ensure that the conditions 
between any test parameters and their yield of the reactions can 
be evaluated dependably with low cost and exertion with an 
insignificant number of trials and less amount of chemicals. 
DOE can be isolated into a few subtopics, for example, 
confirming factors from an enormous arrangement of factors 
which is called screening structures, finding the impact of a 
blend organization on the reaction factors tended to blend 
plans, and discovering wellsprings of error in estimation 
frameworks. This leads to concocting ideal conditions 
inconsistent procedures (evolutionary operation), batch process 
(response surface methodology), or planning tests for ideal 
parameter estimation in numerical models (optimal design or 
optimization) [11]. Different statistical DOE models have been 
utilized to smooth out factors in the exploratory plan. 
Accordingly, this helps to select the impact of exploratory 
factors by conventional methodologies. Tests have been 
conducted with conscious changes of the specific boundaries. 
These assessments should be repeated to each boundary effect 
achieving a reliable number of runs [12]. 

Numerous studies have been carried out to study the 
extracted crude oil from the wells of Tawke region in Iraqi 
Kurdistan [13], but the investigation in crude oil and its 
components from the specific wells requires more 
investigations to reach the desired characteristics and to 
improve its properties. The tests described in the current paper 
were performed using a sample consisting of diesel mixed with 
a measured amount of m-nitrophenol, 4-nitro toluene, and 
nitrobenzene to aggregate the effect of those components on 
the diesel. 

II. EXPERIMENTAL SETUP AND METHODS 

The portable analyzer instrument SHATOX SX-100M was 
used as the main device to analyze the octane/cetane numbers 
and to determine cetane and octane number, while a device 
NCL 120 - CLEVELAND OPEN CUP FLASH POINT 
TESTER MANUAL120 ASTM D 92, IP 36, ISO 2592 was 
utilized for flash point temperature determination as shown in 
Figure. 1. 

 

 
Fig. 1.  The experimental devices. 

TABLE I.  LEVELS OF THE PARAMETERS STUDIED IN THE CCD 
STATISTICAL EXPERIMENT.  

Chemical compound Unit 
Levels 

-1 (low) 0 (middle) +1 (high) 

m-nitrophenol PPM 0 25 50 
4-nitro toluene PPM 0 25 50 
nitro benzene PPM 0 25 50 

TABLE II.  PHYSICAL AND CHEMICAL PROPERTIES 

Chemical 

compound 
m-nitrophenol 4-nitro toluene nitro benzene 

IUPAC name 3-Hydroxynitrobenzene 
1-methyl-4- 
nitrobenzene 

Nitro benzene 

Chemical 

structure 
  

Formula C6H5NO3 C7H7NO2 C6H5NO2 

Appearance 
Colorless to yellow 

crystals 
Yellowish 
crystals 

Yellowish, oily, 
aromatic nitro-
compound 

Molecular 

weight 
139.11g/mol 137.14g/mol 123.11g/mol 

Solubility 

Soluble in hot and dilute 
acids and in caustic 
solutions. Insoluble in 
petroleum ether. Very 
soluble in ethanol, ether, 
and acetone. In water, 
13.550mg/L at 25°C 

Soluble in 
alcohol, 

benzene, ether, 
chloroform, 
acetone. In 

water, 442mg/L 
at 30°C 

Slightly soluble 
in carbon 

tetrachloride. 
Very soluble in 
ethanol, diethyl 
ether, acetone, 
benzene. In 
water, 

2.09×10+3mg/L 
at 25°C 

Boiling point 194°C/70mmHg 238.3°C 210.8°C 
Melting point 96-98°C 51.6°C 5.7°C 

Density 1.485g/cm³ at 20°C 1.29g/cm³ 1.2037g/cm³ 
Vapour 

pressure 
1.5×10-4 mm Hg at 25°C 

0.0157mm Hg 
at 25°C 

0.245mm Hg at 
25°C 

Toxicity LD50=328mg/kg (Rat) 
LD50=2250mg/
kg body weight 

LD50=640mg/kg 
(Rat) 

 
M-nitro phenol, 4-nitro toluene, and nitrobenzene supplied 

from Germany were used as received. Solutions of m-
nitrophenol, 4-nitro toluene, and nitrobenzene 50mL/L (PPM) 
were prepared in diesel and then were diluted to solutions 
according to Table I. The prepared solutions were covered by 
aluminum foil and kept in dark to avoid the photodegradation 
of the 13 samples. Diesel was brought from Tawke oil well 
distillery and was used as received. Different concentrations of 
improvers were prepared according to the needs of the 
experiments as shown in Table I. Table II shows the physic-
chemical properties of the additives. 

It is essential to fit a logical model in order to depict the 
response directly in the test field by choosing the DOE. 
Generally, this model is suitable for illustrating a plane surface, 
as indicated by: 

� � �� � ∑���� � 	    (1) 

where R is the response, βo is the constant term, βi represents 
the coefficients of the linear parameters, Xi represents the 
parameters, and ε is the irregular error or commotion to the 
response. On specific events, it is called the essential impacts 
model since it incorporates just the principle impacts of the 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7195-7200 7197 
 

www.etasr.com Majeed et al.: Cetane Number Improvement of Distilled Diesel from Tawke Wells 

 

factors as explained intensively in [14]. If the interaction 
between the parameters is contained, then the first-order model 
becomes: 

� � �� � ∑���� � ∑��
���
 � ∑������ � 	    (2) 

where βii indicates the quadratic coefficients of the variables 
and i < j. 

Response Surface Methodology (RSM) was applied to 
identify the positive and negative effects of each factor. The 
experimental Box Behnken Design (BBD) was also utilized to 
select the number of required experiments for the present 
research as represented in [14, 15]. The effect of cetane number 
was studied. All tests were carried out based on the 
experimental design that is derived from the Minitab16 
program (version 2018) as in Table III, where the estimated 
exact cetane number and the quantities of the mixed additives 
are stated. Flash point, viscosity, and the refractive index were 
measured. The solutions were taken for each run according to 
the run order and levels as illustrated in Table III and Table I. 
The mixtures were then put aside for 24 hours in order to 
assure solubility. In each run, before testing, the mixtures were 
shaken well for total miscibility. The readings were taken from 
the octane meter and flash point temperature meter. All runs 
were performed at ambient temperature and on the same day to 
avoid any environmental effect on the outcome. 

TABLE III.  CENTRAL COMPOSITE DESIGN MATRIX -BBD. 

No. of run 

order 

Nitro benzene 

(PPM) 

4-nitro toluene 
(PPM) 

M-nitro phenol 

(PPM) 

1 25 0 0 
2 25 0 50 
3 25 50 0 
4 25 50 50 
5 0 25 0 
6 0 25 50 
7 50 25 0 
8 50 25 50 
9 0 0 25 
10 0 50 25 
11 50 0 25 
12 50 50 25 
13 0 0 0 

 

III. RESULTS AND DISCUSSION  

Statistical analysis was employed to determine the effect of 
each additive and their interactions in order to indicate the best 
model. All models were studied. During the present study, the 
linear model showed the best agreement among other models 
and regression equations as in (1) and (2) were opbtained. The 
regression equation shows that all parameters have a positive 
effect on the cetane number. However, the effect is rational on 
octane number and flash point which means there is a negative 
effect from some additives. The effect of each parameter is 
determined by a factor in regression equations. 

A. Effect of the Added Chemicals on the Cetane Number 

Figure 2 demonstrated the relationship between the contour 
plot of the determined additives and cetane number, while 
Figure 3 showed the surface plot of the obtained additives and 
cetane number. The effect of the additives m-nitrophenol, 4-

nitro toluene, and nitrobenzene on cetane number was positive. 
The greatest estimated impact was recorded from nitro phenol 
followed by 4-nitro toluene, and nitrobenzene by 0.3545, 
0.0054, and 0.0035 respectively as shown in regression 
equation (1). The correlation between the parameters is very 
strong and equal to 98.92%. Table IV contains the coefficients 
and ANOVA parameters obtained from the current experiment, 
and Table V demonstrates the cetane numbers results from the 
tested samples. 

 

 
Fig. 2.  Contour plot for the determination of additives effect on cetane 
number. 

TABLE IV.  COEFFICIENTS AND ANOVA PARAMETERS 

Term Coeficient 
SE 

coeficient 
T F P 

Constant 46.6417 0.534102 87.3273  0.000 
Regression  336.62 0.000 
m-nitro 

phenol 
0.3545 0.011157 31.7737 1009.57 0.000 

4-nitro 

toluene 
0.0050 0.011157 0.4481 0.20 0.666 

Nitro 

benzene 
0.0035 0.011157 0.3137 0.10 0.762 

Model 

summary 

S = 0.788921, R-Sq = 99.21%, R-Sq(adj) = 98.92%, 
PRESS = 11.2031, R-Sq(pred) = 98.23% 

 

 
Fig. 3.  Surface plot for the determination of additives effect on cetane 
number. 

According to the test, the correlation equation between the 
cetane number and the additive becomes: 
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����	�����	 � 46.6417� 0.3545	�� �����	 !��"	 �
0.005	4	�����	��"��	 � 0.0035	�����	��#�     (3) 

TABLE V.  CETANE NUMBER RESULTS 

No. of run 

order 

Nitro 

benzene 

(PPM) 

4-nitro 

toluene 

(PPM) 

M-nitro 

phenol 

(PPM) 

Cetane 

number 

1 25 0 0 46.9 
2 25 0 50 64.1 
3 25 50 0 47.3 
4 25 50 50 65.2 
5 0 25 0 47.3 
6 0 25 50 65.3 
7 50 25 0 47.4 
8 50 25 50 65.2 
9 0 0 25 55.3 
10 0 50 25 54.3 
11 50 0 25 54.9 
12 50 50 25 55.4 
13 0 0 0 46.9 

 

B. Effect of the Added Chemicals on Flash Point  

Figures 4 and 5 exhibit the contour and surface plots on the 
flash point obtained from the present work. The effect of the 
additives on flash point temperature has been investigated. The 
results show that the additives present a negative effect on flash 
point temperature. This means that when the concentration of 
additives is increasing, the flash point temperature decreases by 
factors of 0.135, 0.005, and 0.06 respectively as shown in 
regression equation (3). The resulted correlation was about 
45.41%. Table VI illustrates the coefficients and ANOVA 
parameters estimated from the runs, whereas Table VII consists 
of the results of all tests with their run order. It is worth 
mentioning that the mixture flash point reaches the requirement 
of the international standards which is about 51-60 [17]. 

The equation between the flashpoint and the additive 
becomes:  

$"�%!	 ����	 � 	90.25	 � 	0.135	�� �����	 !��"	 �
	0.005	4	�����	��"��	 � 	0.06	�����	��#�    (4) 

 

 
Fig. 4.  Contour plot for thedetermination of additives effect on cetane 
number. 

 
Fig. 5.  Surface plot fo ther determination of additives effect on flash point 
temperature.  

TABLE VI.  COEFFICIENTS AND ANOVA PARAMETERS 

Term Coeficient 
SE 

coeficient 
T F P 

Constant 90.250 1.41605 63.7335  0.000 
Regression  8.3238 0.007655 
m-nitro 

phenol 
-0.135 0.02958 -4.5638 20.8286 0.002 

4-nitro 

toluene 
-0.005 0.02958 -0.1690 0.0286 0.870 

Nitro 

benzene 
-0.060 0.02958 -2.0284 4.1143 0.077 

Model 

summary 

S = 2.09165 R-Sq = 75.74% R-Sq(adj) = 66.64% PRESS = 
78.75 R-Sq(pred) = 45.41% 

TABLE VII.  FLASH POINT TEMPERATURE RESULTS 

No. of 

run order 

Flash 

point 

Nitro 

benzene 

(PPM) 

4-nitro 

toluene 

(PPM) 

M-nitro 

phenol 

(PPM) 

1 89 25 0 0 
2 83 25 0 50 
3 88 25 50 0 
4 81 25 50 50 
5 88 0 25 0 
6 86 0 25 50 
7 89 50 25 0 
8 77 50 25 50 
9 85 0 0 25 
10 88 0 50 25 
11 85 50 0 25 
12 84 50 50 25 
13 91 0 0 0 

 

C. Effect of the Added Chemicals on Viscosity 

The effect of the selected additives are exhibited in Figure 
6. All additives had a negative effect on viscosity. This means 
that when the concentration of additives increased, viscosity  
decreased by the factors of -0.000080, -0.00044, and -0.00008 
as shown in (5). Nevertheless, the effect is very weak. Table 
VIII shows the coefficients and ANOVA parameters obtained 
from the tests, while Table IX states the results of the viscosity 
values. The regression equation is: 

(�%)�%��*	 � 	3.15	 � 	0.00008	� � �����	 !��"	 �
	0.00044	4	�����	��"��	 � 	0.00008	�����	��#�   (5) 
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Fig. 6.  Surface plot for the determination of additives effect on kinematic 
viscosity. 

TABLE VIII.  COEFFICIENTS AND ANOVA PARAMETERS 

Term Coeficient 
SE 

coeficient 
T F P 

Constant 3.14867 0.04942 63.71  0.000 
Regression  0.06 0.977 
m-nitro 

phenol 
-0.000080 0.001032 -0.08 20.8286 0.940 

4-nitro 

toluene 
-0.000440 0.001032 -0.43 0.0286 0.681 

Nitro 

benzene 
-0.000080 0.001032 -0.08 4.1143 0.940 

Model 

summary 
S = 0.0729989 R-Sq = 2.4% R-Sq(adj) = 0.0% 

TABLE IX.  KINEMATIC VISCOSITY RESULTS 

No. of run 

order 

Kinematic 

Viscosity 

Cts/s 

Nitro 

benzene 

(PPM) 

4-nitro 

toluene 

(PPM) 

M-nitro 

phenol 

(PPM) 

1 3.256 25 0 0 
2 3.172 25 0 50 
3 3.148 25 50 0 
4 3.132 25 50 50 
5 3.08 0 25 0 
6 3.22 0 25 50 
7 3.104 50 25 0 
8 3.048 50 25 50 
9 3.08 0 0 25 
10 3.076 0 50 25 
11 3.112 50 0 25 
12 3.176 50 50 25 
13 3.182 0 0 0 

 

D. Effect of the Added Chemicals on Refractive Index  

The influence of the chosen additives is shown in Figure 7. 
M-nitrophenol, 4-nitro toluene, and nitrobenzene were studied 
with regard on their effect on the refractive index. The 
additives presented a very low impact on the refractive index 
which means their effect is negligible as shown in regression 
equation (6). Table X demonstrates the coefficients and 
ANOVA values obtained from the runs, and Table XI shows 
the summed values of the tests with their run order. The 
regression equation is: 

�,��)��-	��./	 � 	1.46	 � 	0.000013	��
�����	 !��"	 � 	0.0000224	�����	��"��	 �

	0.000007	�����	��#�  (6) 

 
Fig. 7.  Surface plot for the determination of additives effect on refractive 
index. 

TABLE X.  COEFFICIENTS AND ANOVA PARAMETERS 

Term Coeficient 
SE 

coeficient 
T F P 

Constant 3.14867 0.04942 63.71 ---- 0.000 
Regression  0.06 0.977 
m-nitro 

phenol 
-0.000080 0.001032 -0.08 20.8286 0.940 

4-nitro toluene -0.000440 0.001032 -0.43 0.0286 0.681 
Nitro benzene -0.000080 0.001032 -0.08 4.1143 0.940 

Model 

summary 
S = 0.0729989 R-Sq = 2.4% R-Sq(adj) = 0.0% 

TABLE XI.  REFRACTIVE INDEX RESULTS 

No. of run 

order 

Refractive 

index 

Nitro 

benzene 

(PPM) 

4-nitro 

toluene 

(PPM) 

M-nitro 

phenol 

(PPM) 

1 1.4623 25 0 0 
2 1.4624 25 0 50 
3 1.4621 25 50 0 
4 1.4631 25 50 50 
5 1.4632 0 25 0 
6 1.463 0 25 50 
7 1.462 50 25 0 
8 1.4624 50 25 50 
9 1.4618 0 0 25 
10 1.4632 0 50 25 
11 1.4653 50 0 25 
12 1.4629 50 50 25 
13 1.4653 0 0 0 

 

IV. CONCLUSION  

The current statistical and experimental analyses have been 
performed to study the effect of three aromatic compounds as 
diesel cetane number improvers and their impact on flash point, 
refractive index, and viscosity of Tawke oil well diesel. Sample 
6 gave the best result. To the best of our knowledge, no similar 
study has been conducted with the certain components to 
contrast the present outcome, however, many investigations to 
improve the cetane number of fuel have been performed 
including the transesterification and higher alcohol-diesel 
blends [17], the oxygenated compound for cetane number 
improvement di-n-pentyl-ether (DNPE) [18], and the ethanol 
with 2-ethyl hexyl nitrate (EHN) component [3]. 

Mixtures of additives were added to the diesel samples and 
were measured regarding the cetane number improvement and 
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flash point. Three different organic chemicals were selected for 
the current research, namely m-nitrophenol, 4-nitro toluene, 
and nitrobenzene. Statistical analysis was performed to 
determine the effect of each component and to calculate the 
regression equation. Besides, the experimental design was 
utilized to calculate the most active mixture composition that 
presents the best performance and attains the international 
standards. The best mixture composition turn out to be the 
addictive consisting of run number 6 that consisted of no 
nitrobenzene, 25PPM 4-nitro toluene, and 50PPM m-
nitrophenol. Viscosity and refractive index were measured as 
well and their effect was significant. 
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Abstract-This paper proposes an optimal operation for 

coordinated Battery Energy Storage (BES) and wind generation 

in a day-ahead market under wind uncertainty. A comprehensive 

AC Optimal Power Flow (AC OPF) model was established to 

incorporate wind and storage into a power system. To take into 

account wind forecast uncertainty, preprocessing technique, time 

series model, and fast forward selection method were applied for 

scenario generation and reduction processes. Tests were 

performed on a modified IEEE 14-bus system and the results 

show that the use of BESs is an alternative to guarantee a more 
efficient and flexible operation of wind power plants. 

Keywords-AC OPF; Battery Energy Storage (BES); operation; 

wind; uncertainty 

I. INTRODUCTION  

Wind energy has gained considerable interest globally 
during the last decades due to the increased environment 
concern. The overall capacity of wind turbines installed 
worldwide by the end of 2019 reached 650.8GW, according to 
statistics by the World Wind Energy Association (WWEA). In 
2019, 59,667MW were added, substantially more than the 
50,252MW of 2018. The sum of the wind turbines installed by 
the end of 2019 can cover more than 6% of global electricity 
demand [1]. Unfortunately, wind power output is well 
documented for its variable and non-dispatchable nature. The 
output of a wind turbine depends on wind speed, which varies 
daily and seasonally. Thus, the high penetration level of wind 
generation brings new challenges to the power system. From 
the operational aspect, it is essential to find a solution regarding 
the provision of controllability to wind generation, improving 
power quality of grid-connected wind farms and hence, 
facilitating higher wind installation capacity. Energy storage 
systems (ESSs) can be an economically favorable option to 
mitigate the variability of renewable generation. ESSs can be 
used by system operators for reliability improvement, ancillary 
services, and transmission congestion relief [2-4]. For wind 
power producers, ESSs are utilized in capacity firming and 
energy time shifting [5]. In electricity markets, storage systems 
can take advantage of price difference and gain profits for wind 
power plant using energy arbitrage. Wind power output is 
usually high during night-time and low at daytime, whereas 
electricity demand and price are usually low at night and get 

higher during daytime. If wind energy is stored during low-
price periods and is discharged back to the supply load at high-
price periods, higher profit can be obtained. Energy storage can 
benefit by providing other services to the grid, but energy 
arbitrage is by far the largest business opportunity. The co-
operation strategy of a wind-storage system is substantially 
important in achieving optimal tradeoff between operation cost 
and profit. This operation problem is challenging due to the 
stochastic behavior of wind power output. 

The issue of coupling operation of wind and storage has 
been extensively studied with regard to operation and planning 
aspects [6-13]. Authors in [9] presented a dynamic 
programming algorithm employed to determine optimal energy 
exchange with the market for a specified scheduling period, 
taking into account transmission constraints. In [10], research 
was conducted to analyze the possibility of coupling wind and 
storage systems for time-shifting application, reducing grid 
congestions and making renewables more controllable on grid 
operator side. Authors in [11] investigate the problem of 
planning and operation of a combined wind-storage system. 
Specifically, a procedure is proposed, aiming to determine an 
hourly operation schedule of the combined system. In [12], a 
joint planning problem is established for transmission 
congestion and wind curtailment, including wind power 
installed capacity and location, transmission network 
expansion, and ESS locating and sizing. The problem was 
formulated into a linearized MILP model. An optimized output 
strategy of wind storage system is formulated in [13]. The 
storage is shown to effectively improve the efficiency of the 
wind farm while reducing wind power output fluctuations. 
There are many publications discussing the incorporation of an 
energy storage system in day-ahead market. In [14], a 
deterministic centralized unit commitment problem is proposed 
to optimally schedule storage operation in power systems with 
high wind penetration. Authors in [15] formulate an optimal 
joint bidding problem of wind hydro system under 
deterministic scenarios of wind generation, and illustrate its 
solution with a simple three-reservoir cascade. In addition to 
those deterministic formulations, wind uncertainty has also 
been dealt with, applying scenario-based stochastic 
programming [16-20]. Authors in [16] present a stochastic unit 
commitment model with energy storage and obtained a reduced 
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system constraint violation in the N-1 analysis. Authors in [17] 
adopt a scenario-based stochastic unit commitment model to 
address uncertainties of renewables and demands in evaluating 
the reserves provided by ESSs and generators. The problem is 
solved using the progressive hedging algorithm with heuristic 
approaches. In [18], a stochastic unit commitment model with 
ESS and wind for system scheduling at day-ahead and real-
time stages is proposed. A stochastic unit commitment model is 
presented in [19] for optimal energy and reserve bids in 
systems with high wind penetration. In [20], a stochastic 
battery arbitrage model for day-ahead and real-time prices is 
proposed. Authors in [21] formulated a robust unit commitment 
model with pumped hydro storage units. This approach models 
the randomness using an uncertainty set to protect the system 
against worst- case scenarios.  

Most previous studies explored the value of storage systems 
with wind generation in day-ahead market, either using 
deterministic models [11, 14, 15, 22-23] or focusing on price 
uncertainties [24-26]. However, with the increasing level of 
wind energy integration, the variable nature of wind should be 
examined in any optimization model. Therefore, in this paper, 
we establish a day-ahead optimal dispatch model of wind-
storage system while taking into account wind power 
uncertainties. This is implemented by formulating an AC OPF 
model with BES and wind integration and applying wind 
uncertainty modeling techniques, including preprocessing 
technique, time series model, and fast forward selection 
method. The model focuses on the use of BES to time-shift 
wind energy to higher price periods, i.e. arbitrage, which is a 
particularly important service that energy storage systems can 
provide in day-ahead energy markets. This model is an 
effective tool for wind farm operators to determine the optimal 
day-ahead operating strategies of wind-storage systems under 
wind uncertainties. Extensive tests were performed on a 
modified IEEE 14-bus system.  

II. WIND UNCERTAINTY MODELING  

In this section an approach to capture wind uncertainty is 
presented. Combined preprocessing technique and time series 
analysis are used to build a model representing the uncertainty 
associated with wind speed. Taken as an example, three-year 
measured hourly wind speed values of a real wind farm (rated 
at 85MW) in Italy, are used. Wind speed is usually not 
stationary with distinct diurnal and seasonal patterns [27] while 
a time series model such as Auto-Regressive Moving Average 
(ARMA) requires stationary data. To handle this issue, we 
adopt preprocessing techniques [27]. After that we make use of 
the process described in detail in [28] to build the ARMA 
model for the obtained stationary data. By sampling from the 
resulting time series model, the set of 10,000 hourly wind 
speed scenarios for day-ahead operation is generated as in 
Figure 1. Equal probability is assigned to each scenario of the 
set. To capture the uncertainty, a large number of scenarios 
should be generated, leading to increased complexity and 
computational burden. In this research, the fast forward 
selection approach [29] was used to select a limited number of 
representative scenarios for the set. Figure 2 depicts 10 selected 
wind speed scenarios. For determining an optimal operation for 
coordinated BES and wind generation in a day-ahead market, 

wind power data are necessary. For this purpose, an aggregate 
power curve for the entire wind farm is needed to map wind 
speed scenarios into wind power scenarios. In this paper, we 
make use of the method of bins [27, 30, 31] using wind power-
wind speed pairs at the wind farm to obtain the aggregate 
power curve as in Figure 3. Using the power curve, 10 
representative wind power scenarios are obtained from 10 
representative wind speed scenarios as shown in Figure 4. 

 

 
Fig. 1.  Wind speed scenarios. 

 
Fig. 2.  Representative wind speed scenarios. 

 
Fig. 3.  Estimated power curve. 

 
Fig. 4.  Representative wind power scenarios. 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7201-7206 7203 
 

www.etasr.com Nguyen & Le: Day-ahead Coordinated Operation of a Wind-Storage System Considering Wind Forecast … 

 

III. THE AC OPF MODEL 

A. Objective Function 

The problem is formulated into an AC OPF model with an 
optimization goal of minimizing total system operating cost, 
which includes generating cost of all generating units and BES 
operation cost. 
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where �,
��� is real power generating at bus i and period t, 
��,���� is the charging power of BES at bus i and period t, 
�,���� is the discharging power of BES at bus i and period t, 
��,
; ��,
; ��,
  are the cost coefficients of generating unit at bus i, 
���,�; ��,�are the cost coefficients for charging and discharging 
power of BES at bus j, NG is the number of generating units, 
NS the number of BESs, and T is the optimization time horizon. 

B. System Constraints 

The objective function must fulfill the following network 
constraints: 

• Power balance: 
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where 4�,
���  is the reactive power generating at bus i and 
period t, #,
��� is the real load power at bus i and period t, 
4#,
��� is the reactive load power at bus i and period t, 4�,
��� 
is the reactive discharging power of BES bus i and period t, 
4��,
��� is the reactive charging power of BES at bus i and 
period t, %
��� is the magnitude of voltage at bus i and period t, 
%&��� the magnitude of voltage at bus k and period t, -
��� the 
angle of voltage at bus i and period t, -&���	the angle of voltage 
at bus k, period t, (
& the line conductance of branch ik, /
& the 
line susceptance of branch ik, and NB the total system bus 
number. 

• Voltage magnitude limits: 

%
,5
6 7 %
��� 7 %
,589     (4) 

where %
,5
6 is the lower limit and %
,589  is the upper limit for 
voltage bus i. 

• Generator power limits: 
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where �,
:5
6 , �,
:589  are the active and 4�,
:5
6, 4�,
:589  
the reactive generating power limits. 

• Branch current limits: 

;
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where ;
���� is the magnitude of current flowing from i to j, in 

period t, ;�
��� the magnitude of current flowing from bus j to 

bus i, in period t, and ;
�,589, ;�
,589  the current limits. 

C. BES Constraints 

• Energy balance: 

/
��� $ /
:���� � �<����,
��� � �,
���/<� Δ�    (9) 
where /
���	is the energy level of BES at bus i in period t, 
/
:���� the energy level of BES at bus i in period � � 1, <�� 
the charging efficiency, <� 	the discharging efficiency, and ∆t 
the time interval between two consecutive periods. 

• Charging/discharging power limits: 
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where @
,589 is the power rating of BES at bus i and 

��,
:5
6 , �,
:5
6  the minimum charging/discharging power 
of BES at bus i. 

• ESS energy limits: 

/
,5
6 7 /
��� 7 /
,589     (12) 

where /
,5
6 is the minimum energy limit of BES at bus i and 

/
,589  the energy rating of BES at bus i. 

IV. THE PROPOSED APPROACH 

The overall procedure for the proposed approach is 
described in Figure 5, where AB is the number of representative 
wind power scenarios. According to this procedure, wind data 
are first preprocessed to create wind power scenarios. These 
wind scenarios and load data will be the input of the AC OPF 
model which optimizes the operation of wind-storage systems. 
The model is run for all wind scenarios and the obtained results 
will be the optimal dispatching schedules for the systems. 

 

 
Fig. 5.  Overall procedure of the proposed approach. 
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V. TESTS AND RESULTS 

In this section, a case study is carried out on a modified 
IEEE 14-bus network (Figure 6), with a wind-storage system 
located at bus 6. The BES is used for energy arbitrage. It is 
charged from both wind and conventional sources during low 
price periods and discharged at peak price hours. The wind 
farm has an installed capacity of 85MW, accounting for 40% 
wind penetration level. There are 4 conventional generators, at 
buses 1, 2, 3, and 8, with total capacity of 292.4MW. The 
typical load per day, with peak value of 212MW, is calculated 
through statistical average data. Wind scenarios are generated 
as described in Section II. The optimization horizon is 24h. 
Simulations are performed for both deterministic and scenario-
based cases, using Matlab 2016a, on a PC with Intel Core i7 – 
3.4GHz CPU and 8.0GB of memory. First, a base case is run 
with BES parameters as shown in Table I and wind penetration 
level of 40% to obtain optimal day-ahead operating schedules 
of the wind-storage system. Then, in order to show the effect of 
wind uncertainties on optimization results, sensitivity analysis 
is performed on BES capacities with different wind penetration 
levels in both deterministic and scenario-based cases. The 
energy arbitrage profits of the system are also calculated for all 
wind penetration levels. 

TABLE I.  BES PARAMETERS 

CDEF [MW] GDEF [MWh] HIJ HK 
80 200 0.85 0.85 

 

 
Fig. 6.  The modified IEEE 14-bus system. 

As a result, the optimal output of wind - storage system in a 
typical day can be observed in Figure 7. As can be seen in this 
Figure, the available wind generation in a single day is 
negatively correlated to the market price. However, with the 
use of BES, the actual wind-storage system output is made to 
positively follow market prices. Accordingly, less power is 
generated during low-price hours (from 12 to 16), instead, 
more power is generated at peak-price periods (hours 7, 8 and 
18 to 21). Figure 8 presents the storage system operation. As 
can be seen, the BES has a large possibility of charging during 
valley hours to store more power and transfer that to peak 
hours for energy arbitrage. This operation effectively follows 
system market prices. 

 
Fig. 7.  The output of wind-storage system in a typical day. 

The optimal day-ahead power dispatches of BES in 
deterministic and scenario-based cases are shown in Figure 9. 
This figure shows that BES operation follows the market price 
trend in all wind scenarios, thus effectively supports wind 
generation. 

 

 
Fig. 8.  BES operation. 

 
Fig. 9.  BES optimal day-ahead power dispatch. 

In order to see the impact of wind uncertainty on storage 
capacities, sensitivity analysis was performed. Wind 
penetration level varied from 20% to 50% and the rest was kept 
to the same level as in the base case. Deterministic and 
scenario-based models were run. The simulation results are 
shown in Figure 10. It is seen that wind uncertainty has a high 
impact on BES capacities. For example, at 40% wind 
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penetration level, a BES capacity of approximately 45MW and 
130MWh is required for the deterministic case while a BES 
capacity of about 59MW and 150MWh is found in the 
scenario-based case. Besides, wind penetration level leads to 
increasing BES capacities. Table II shows the energy arbitrage 
profit of wind-storage system at different wind penetration 
levels, with and without BES. This Table shows the obvious 
benefit of using energy storage systems along with a wind farm 
for energy arbitrage. In addition, considerably higher profits are 
gained for the wind-storage system with higher wind 
penetration levels. 

 

 
Fig. 10.  BES capacities. 

TABLE II.  WIND–STORAGE SYSTEM ENERGY ARBITRAGE PROFIT 

[$] 

Wind 

penetration 

[%] 

20 25 30 35 40 45 50 

no BES 
7.14 
x	10Q  

8.75 
x	10Q  

1.028 
x	10U 

1.056 
x	10U  

1.058 
x	10U  

1.028 
x	10U 

7.68 
x	10Q 

with BES 
7.24 
x	10Q  

8.95 
x	10Q  

1.064 
x	10U 

1.215 
x	10U  

1.362 
x	10U  

1.517 
x	10U 

1.644 
x	10U 

 

VI. CONCLUSIONS 

In this paper, a model was developed to simulate the BES 
operation for energy arbitrage in power systems with high wind 
integration. The problem was formulated into an AC OPF 
model. Wind uncertainty was taken into account by applying 
generation and reduction techniques. Tests were carried out on 
a modified IEEE 14-bus system and day-ahead optimal 
operation schedule for wind-storage system was obtained. The 
simulation results show that the use of BES with wind 
generation can significantly improve profit for wind farm 
operators, especially at high wind penetration level. 
Furthermore, when considering wind uncertainty, higher 
capacities of BES are noted for the system as compared with 
deterministic cases, which means wind uncertainty should be 
examined in any optimization model with wind penetration. 

ACKNOWLEDGMENT 

This research was funded by the Ministry of Education and 
Training, Vietnam under project number B2020-DNA-02. 

 

 

REFERENCES 

[1] "World wind capacity at 650,8 GW, Corona crisis will slow down 
markets in 2020, renewables to be core of economic stimulus 
programmes," World Wind Energy Association, Apr. 16, 2020. 
https://wwindea.org/world-wind-capacity-at-650-gw/ (accessed 
May 04, 2021). 

[2] Y. Xu and C. Singh, "Adequacy and Economy Analysis of 
Distribution Systems Integrated With Electric Energy Storage and 
Renewable Energy Resources," IEEE Transactions on Power 
Systems, vol. 27, no. 4, pp. 2332–2341, Nov. 2012, https://doi.org/ 
10.1109/TPWRS.2012.2186830. 

[3] A. Oudalov, D. Chartouni, and C. Ohler, "Optimizing a Battery 
Energy Storage System for Primary Frequency Control," IEEE 
Transactions on Power Systems, vol. 22, no. 3, pp. 1259–1266, 
Aug. 2007, https://doi.org/10.1109/TPWRS.2007.901459. 

[4] Y. Zhang, S. Zhu, and A. A. Chowdhury, "Reliability Modeling 
and Control Schemes of Composite Energy Storage and Wind 
Generation System With Adequate Transmission Upgrades," IEEE 
Transactions on Sustainable Energy, vol. 2, no. 4, pp. 520–526, 
Oct. 2011, https://doi.org/10.1109/TSTE.2011.2160663. 

[5] J. M. Eyer, G. P. Corey, and J. Iannucci, "Energy storage benefits 
and market analysis handbook : a study for the DOE Energy 
Storage Systems Program," Sandia National Laboratories, 
SAND2004-6177, Dec. 2004, https://doi.org/10.2172/920774. 

[6] K. Alqunun, "Strength Pareto Evolutionary Algorithm for the 
Dynamic Economic Emission Dispatch Problem incorporating 
Wind Farms and Energy Storage Systems," Engineering, 
Technology & Applied Science Research, vol. 10, no. 3, pp. 5668–
5673, Jun. 2020, https://doi.org/10.48084/etasr.3508. 

[7] S. Gope, A. K. Goswami, and P. K. Tiwari, "Transmission 
Congestion Management using a Wind Integrated Compressed Air 
Energy Storage System," Engineering, Technology & Applied 
Science Research, vol. 7, no. 4, pp. 1746–1752, Aug. 2017, 
https://doi.org/10.48084/etasr.1316. 

[8] M. Korpaas, A. T. Holen, and R. Hildrum, "Operation and sizing 
of energy storage for wind power plants in a market system," 
International Journal of Electrical Power & Energy Systems, vol. 
25, no. 8, pp. 599–606, Oct. 2003, https://doi.org/10.1016/S0142-
0615(03)00016-4. 

[9] P. Denholm and R. Sioshansi, "The value of compressed air energy 
storage with wind in transmission-constrained electric power 
systems," Energy Policy, vol. 37, no. 8, pp. 3149–3158, Aug. 2009, 
https://doi.org/10.1016/j.enpol.2009.04.002. 

[10] E. Casalini and S. Leva, "Feasibility analysis of storage systems in 
wind plants — an Italian application," in IEEE International 
Conference on Environment and Electrical Engineering and 2017 

IEEE Industrial and Commercial Power Systems Europe, Milan, 
Italy, Jun. 2017, pp. 1–6, https://doi.org/10.1109/EEEIC.2017. 
7977669. 

[11] M. Dicorato, G. Forte, M. Pisani, and M. Trovato, "Planning and 
Operating Combined Wind-Storage System in Electricity Market," 
IEEE Transactions on Sustainable Energy, vol. 3, no. 2, pp. 209–
217, Apr. 2012, https://doi.org/10.1109/TSTE.2011.2179953. 

[12] X. Wu and Y. Jiang, "Source-Network-Storage Joint Planning 
Considering Energy Storage Systems and Wind Power 
Integration," IEEE Access, vol. 7, pp. 137330–137343, 2019, 
https://doi.org/10.1109/ACCESS.2019.2942134. 

[13] W. Ai et al., "Study on Transmission Planning of Combined Wind 
and Storage System," in 2nd IEEE Conference on Energy Internet 
and Energy System Integration, Beijing, China, Oct. 2018, pp. 1–4, 
https://doi.org/10.1109/EI2.2018.8582476. 

[14] C. A. Silva Monroy and R. D. Christie, "Energy storage effects on 
day-ahead operation of power systems with high wind 
penetration," in North American Power Symposium, Boston, MA, 
USA, Aug. 2011, pp. 1–7, https://doi.org/10.1109/NAPS.2011. 
6025193. 

[15] A. Cerejo, S. J. P. S. Mariano, P. M. S. Carvalho, and M. R. A. 
Calado, "Hydro-wind Optimal Operation for Joint Bidding in Day-



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7201-7206 7206 
 

www.etasr.com Nguyen & Le: Day-ahead Coordinated Operation of a Wind-Storage System Considering Wind Forecast … 

 

ahead Market: Storage Efficiency and Impact of Wind Forecasting 
Uncertainty," Journal of Modern Power Systems and Clean 

Energy, vol. 8, no. 1, pp. 142–149, Jan. 2020, https://doi.org/ 
10.35833/MPCE.2018.000689. 

[16] N. Li and K. W. Hedman, "Economic Assessment of Energy 
Storage in Systems With High Levels of Renewable Resources," 
IEEE Transactions on Sustainable Energy, vol. 6, no. 3, pp. 1103–
1111, Jul. 2015, https://doi.org/10.1109/TSTE.2014.2329881. 

[17] Z. Tang, Y. Liu, L. Wu, J. Liu, and H. Gao, "Reserve Model of 
Energy Storage in Day-Ahead Joint Energy and Reserve Markets: 
A Stochastic UC Solution," IEEE Transactions on Smart Grid, vol. 
12, no. 1, pp. 372–382, Jan. 2021, https://doi.org/10.1109/ 
TSG.2020.3009114. 

[18] N. Li, C. Uckun, E. M. Constantinescu, J. R. Birge, K. W. 
Hedman, and A. Botterud, "Flexible Operation of Batteries in 
Power System Scheduling With Renewable Energy," IEEE 

Transactions on Sustainable Energy, vol. 7, no. 2, pp. 685–696, 
Apr. 2016, https://doi.org/10.1109/TSTE.2015.2497470. 

[19] H. Akhavan-Hejazi and H. Mohsenian-Rad, "Optimal Operation of 
Independent Storage Systems in Energy and Reserve Markets With 
High Wind Penetration," IEEE Transactions on Smart Grid, vol. 5, 
no. 2, pp. 1088–1097, Mar. 2014, https://doi.org/10.1109/TSG. 
2013.2273800. 

[20] H. Mohsenian-Rad, "Optimal Bidding, Scheduling, and 
Deployment of Battery Systems in California Day-Ahead Energy 
Market," IEEE Transactions on Power Systems, vol. 31, no. 1, pp. 
442–453, Jan. 2016, https://doi.org/10.1109/TPWRS.2015. 
2394355. 

[21] R. Jiang, J. Wang, and Y. Guan, "Robust Unit Commitment With 
Wind Power and Pumped Storage Hydro," IEEE Transactions on 
Power Systems, vol. 27, no. 2, pp. 800–810, May 2012, 
https://doi.org/10.1109/TPWRS.2011.2169817. 

[22] A. Daggett, M. Qadrdan, and N. Jenkins, "Feasibility of a battery 
storage system for a renewable energy park operating with price 
arbitrage," in IEEE PES Innovative Smart Grid Technologies 
Conference Europe, Turin, Italy, Sep. 2017, pp. 1–6, 
https://doi.org/10.1109/ISGTEurope.2017.8260249. 

[23] Z. Shu and P. Jirutitijaroen, "Optimal Operation Strategy of Energy 
Storage System for Grid-Connected Wind Power Plants," IEEE 
Transactions on Sustainable Energy, vol. 1, no. 5, pp. 190–199, 
2014, https://doi.org/10.1109/TSTE.2013.2278406. 

[24] D. Krishnamurthy, C. Uckun, Z. Zhou, P. R. Thimmapuram, and 
A. Botterud, "Energy Storage Arbitrage Under Day-Ahead and 
Real-Time Price Uncertainty," IEEE Transactions on Power 
Systems, vol. 33, no. 1, pp. 84–93, Jan. 2018, https://doi.org/ 
10.1109/TPWRS.2017.2685347. 

[25] S. Vejdan and S. Grijalva, "The Value of Real-Time Energy 
Arbitrage with Energy Storage Systems," in IEEE Power Energy 
Society General Meeting, Portland, OR, USA, Aug. 2018, pp. 1–5, 
https://doi.org/10.1109/PESGM.2018.8585767. 

[26] X. Fang, B.-M. Hodge, L. Bai, H. Cui, and F. Li, "Mean-Variance 
Optimization-Based Energy Storage Scheduling Considering Day-
Ahead and Real-Time LMP Uncertainties," IEEE Transactions on 
Power Systems, vol. 33, no. 6, pp. 7292–7295, Nov. 2018, 
https://doi.org/10.1109/TPWRS.2018.2852951. 

[27] D. D. Le, G. Gross, and A. Berizzi, "Probabilistic Modeling of 
Multisite Wind Farm Production for Scenario-Based Applications," 
IEEE Transactions on Sustainable Energy, vol. 6, no. 3, pp. 748–
758, Jul. 2015, https://doi.org/10.1109/TSTE.2015.2411252. 

[28] G. E. P. Box and G. M. Jenkins, Time series analysis, forecasting 
and control. San Francisco, CA, USA: Holden-Day, 1976. 

[29] J. M. Morales, S. Pineda, A. J. Conejo, and M. Carrion, "Scenario 
Reduction for Futures Market Trading in Electricity Markets," 
IEEE Transactions on Power Systems, vol. 24, no. 2, pp. 878–888, 
May 2009, https://doi.org/10.1109/TPWRS.2009.2016072. 

[30] IEC–International Electrotechnical Commission, Wind Turbines – 

Part 12-1: Power Performance Measurements of Electricity 
Producing Wind Turbines, Geneva, Switzerland: IEC-International 
Electrotechnical Commission, IEC-61400-12, 2005. 

[31] Y. H. Wan, E. Ela, and K. Orwig, "Development of an Equivalent 
Wind Plant Power-Curve: Preprint," National Renewable Energy 
Lab, NREL/CP-550-48146, Jun. 2010. Accessed: May 04, 2021. 
[Online]. Available: https://www.osti.gov/biblio/983731. 

 

 
 

 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7207-7216 7207 
 

www.etasr.com Mohammedi et al.: Preparation of Polypropylene/Bentonite Composites of Enhanced Thermal and … 

 

Preparation of Polypropylene/Bentonite Composites 
of Enhanced Thermal and Mechanical Properties 

using L-leucine and Stearic Acid as Coupling Agents 
 

Nadia Mohammedi 
Department of Process Engineering 
Ferhat Abbas Setif University 1 

Sétif, Algeria 
chimiebatna2016@gmail.com 

Fouzia Zoukrami  
Emerging Materials Research Unit 
Ferhat Abbas Setif University 1 

Sétif, Algeria  
fzoukrami@univ-setif.dz  

Nacereddine Haddaoui  
Department of  Process Engineering 
Ferhat Abbas Setif University 1 

Sétif, Algeria 
n_haddaoui@univ-setif.dz

 

Abstract-The compatibilization of raw bentonite (bent) with a 

polymer matrix of polypropylene (PP) can improve the 

performance of the material in terms of thermal and mechanical 

properties. In this study, two kinds of untreated bentonite, 

bentonite-Maghnia (bent-m) and bentonite-Mostaganem (bent-

M), that differ in the proportion of Al2O3 and in the particle size 

distribution were coupled to typical maleic anhydride grafted 
polypropylene PP-MA. Stearic Acid (SA) and L-leucine Amino 

Acid (AA) were selected as new coupling modifiers at a 5/5 ratio 

of bentonite/coupling agent. All PP/bent composites were 

prepared by melt mixing at 190°C. Morphological observation 

revealed a good dispersion of bentonite into the PP matrix in the 

presence of AA, SA, and PP-MA. Mechanical properties showed 

an increase in stiffness as bent-m or bent-M were associated with 
AA. For instance, PP/bent-m/AA composite underwent an 

improvement of about 13% in Young’s modulus as compared to 

neat PP. On the other hand, the addition of SA into bent-m 

maintained stiffness and tensile strength at an acceptable level. 

An increase of around 40°C and 37% in the decomposition 

temperature and elongation at break was respectively observed 
for the PP/bent-m/SA composite. All coupled composites showed 
high degradation temperatures. 

Keywords-bentonite; surfactant; coupling agent; mechanical 

properties; layered composite 

I. INTRODUCTION  

Recently, the development and characterization of 
polymer/clay nanocomposites has been the subject of 
increasing interest because these systems habitually show 
significant improvement in thermal, mechanical, and barrier 
properties when compared with virgin polymers or 
conventional micro or macro composites for the same amount 
of filler. Usually, the improvement is due to the high surface 
area of layered silicates which is more than700m2/g, its aspect 

ratio of about 50–200, in addition to the possible exfoliation or 
intercalation and good dispersion of clay intopolymer matrix 
[1, 2]. At the melt state, the dispersion of clay particles into 
polyolefin matrix depends on several factors such as processing 
time, cationic surfactant modified clay, processing method, and 
interface modifiers. Recent studies have reported the effects of 
these factors on the properties and clay basal spacing of 
PP/EVA/nanoclay composites [3], PVC/bentonite organoclay 
system [4] and PP/clay composites [5, 6]. 

Polypropylene (PP) is selected in polymer composite or 
nanocomposite systems because it is widely used in 
engineering materials, electronic cases and interior decoration 
for its excellent insulation properties, low cost, ease of 
processing [7], and recyclability [8]. To enhance the thermal 
stability and other properties of PP, researchers have tried to 
use nanotechnology [9]. On the other hand, bentonite, which is 
a geological material, is often used as filler in polymer matrix. 
Bentonite has a structure that generally consists of two 
tetrahedral sheets (silicon/oxygen) separated by an octahedral 
sheet (aluminum/oxygen/hydroxyl) [10, 11]. The ions with 
positive charges on the clay surface can be adsorbed onto the 
bentonite structure due to the interaction between the negative 
and positive charges. Bentonite is used in diverse branches of 
industry for the fabrication of several ceramic products mainly 
due to its rheological properties. Also, it is used as a 
component in dyes, pharmaceuticals, paper [12–15], and in 
polymer composites [16]. The industrial and environmental 
applications of bentonite have showed an increase of interest in 
recent years [13]. For example, in [17], two different 
bentonite/PP composites were synthesized, with and without 
pore-enlarging treatment. These granular composite adsorbents 
were effective in eliminating Pb2+ in aqueous solutions. 
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Moreover, the preparation of PP/bentonite micro or 
nanocomposites is not straightforward due to the poor 
interaction between the non-polar polymers like PP and polar 
bentonite. Therefore, by adding PP-MA to the system as a 
coupling agent, the improvement in the interfacial adhesion is 
possible [8]. PP-MA is often used with a large number of 
polyolefin materials [12, 15]. Authors in [18] reported that for 
PP/modified montmorillonite (MMT) and PP/treated sodium 
bentonite, diethyl maleic grafted PP (PP-DEM) compatibilizer 
has lower polarity compared to maleic anhydride grafted 
polypropylene (PP-MA). They concluded that clay and matrix 
modification are the key factors and must be carefully and 
properly used to get the appropriate properties in the non-polar 
polymer based nanocomposites [19]. The ion exchange 
treatment of layered silicate is often influenced by the length of 
the alkyl chain, and the quality of multiple interactions [20, 
21]. Authors in [22] indicated that the exfoliated 
nanocomposite based cloisite 15A compatibilized with acrylic 
acid grafted high density polyethylene (HDPE-AA) and maleic 
anhydride grafted high density polyethylene (HDPE-MA) 
displayed a higher level of clay dispersion. However, HDPE 
compatibilized with ethylene–acrylic acid copolymer (EAA) 
leads to poor dispersion due to its immiscibility with the HDPE 
matrix. Recently, authors in [23] confirmed that the composites 
containing modified bentonite in presence of stearic acid used 
as interface modifier induce a better dispersion of the filler, a 
decrease in viscosity and an increase in elongation at break of 
the composites based on PP matrix. Also, authors in [24] 
established that stearic acid favored the dispersion of PP/MMT 
nanocomposites when used as interface modifier and clay 
surface treatment. The samples exhibited crystallization 
temperatures comparable to pure PP, with a good dispersion. In 
[25], the authors synthesized L-leucine micro/nanocrystals and 
showed that these samples have a large potential in 
pharmaceutical applications as dispersibility improvers. This 
coating design concept can also be used for diverse active 
pharmaceutical ingredients. 

In our study, two bentonites, bentonite-Maghnia (bent-m) 
and bentonite-Mostaganem (bent-M) from two different 
regions of Algeria were incorporated into a PP matrix. The 
traditional reactive maleic anhydride-grafted polypropylene 
PP-MA was used as a coupling agent to produce, via direct 
melt intercalation, PP/bent-m/PP-MA and PP/bent-M/PP-MA 
composites. Also, PP/bent-m/SA, PP/bent-M/SA, PP/bent-
m/AA, and PP/bent-M/AA composites were obtained using 
stearic acid, SA, and L-leucine amino acid AA, respectively as 
coupling agents. Large utilization of PP-based layered 
composites is possible if a more effective or a less expensive 
compatibilizer is available. It is important to point out that 
stearic acid has a low cost and only small amounts are required. 
On the other hand, its hydrocarbon end is compatible with PP 
[24]. The purpose of this study is the use of raw bentonites, 
which have not previously been subjected to chemical 
treatments to improve their compatibility, as these treatments 
usually involve the use of chemicals difficult to eliminate [26]. 
Stearic acid and L-leucine have been incorporated directly in 
PP/bent composites at the melt state. The preparation, 
characterization, and mechanical properties of the prepared 
materials are reported here. Some formulations exhibited 

significant improvements in the mechanical properties and 
degradation temperature when compared to pure PP. To the 
best of our knowledge, there are no previous reports of the use 
of this amino acid in improving the mechanical and thermal 
properties of PP /natural microbentonite composites obtained in 
molten state and the use of stearic acid as interface modifier for 
this system when it is introduced directly with polymer matrix 
and filler in internal mixer has not been reported. 

II. EXPERIMENTAL PART 

A. Materials 

The PP used in this study (homopolymerAdstif HA740N) 
was supplied by Lyon dellBasell industries with Melt Flow 
Index (MFI) of 12g/10min and density of 0.9g/cm3. The clays 
used as reinforcement filler are natural bentonites from 
Algeria, supplied by BENTAL Society: bentonite of Maghnia 
(bent-m) with average diameter of 10.7µm, %Al2O3 of 17.79, 
and cation-exchange capacity (CEC) of 65 meq/100g [27], and 
bentonite of Mostaganem (bent-M) with average diameter of 
24.8µm, %Al2O3 of 13.78, and CEC of 48meq/100g [28]. On 
the other hand, the ratio of SiO2/Al2O3 in bent-m is 3.62 and in 
bent-M 4.49, which classifies it as Si-bentonite. Three 
different coupling agents were used, maleic anhydride-grafted 
polypropylene PP-MA, which was provided by Crompton-
Uniroyal Chemical (Polybond3200), with MFI of 90-
120g/10min and a density of 0.91g/cm3, stearic acid (SA), 
supplied by Henkel (Germany), and L-Leucine C6H13NO2 
interface amino acid (AA), purchased from MERCK. All the 
materials were used as received. 

B. Elemental Analysis of Raw Bentonite 

The elemental analysis of raw bentonite shows that the 
bent-m has higher alumina content (Al2O3 =17.79) than bent-M 
(Al2O3 =13.78), however the iron content of bent-M is more. 
The stoichiometric analysis results are: 

bent-m (%mass): SiO2-64.44, Al2O3-17.79, CaO-3.16, 
Fe2O3-2.84, MgO-5.48, Na2O-1.12, K2O-1.27, SO3-0.02. 

bent-M (%mass): SiO2-61.89, Al2O3-13.78, CaO-7.06, 
Fe2O3-3.66, MgO-3.12, Na2O-0.92, K2O-1.69, SO3-0.14. 

C. Preparation of PP/Bentonite Composites 

PP-MA pellets were pre-mixed in a bag with bentonite 
(bent-m/PP-MA) at 5:5 weight ratio as well as bent-m/AA, 
bent-M/AA, bent-m/SA, and bent-M/SA and then, with PP at 
5% wt. All the coumpounds were dried in a vaccum oven for 
24h at 80°C, except SA and were melted in a Brabender mixing 
chamber (Plasti-corder EC), which was pre-heated at 190°C. 
The rotor speed was set at 40rpm, and the time of mixing was 
fixed at 20min. Mixing times between 8 and 50min and 
rotating speeds between 40 and 150rpm have been used in 
different laboratory polymer mixers [29–33]. The material was 
withdrawn from the mixer chamber with a spatula, compressed 
between hot plates at 190°C in a Collin press, under 100bar, 
followed by cold pressing at 20ºC. 

D. Characterization 

1) XRD 
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X-Ray Diffraction (XRD) spectra were recorded using a 
Brucker D8 Advance A25 diffractometer with a copper laser 
and a SSD160 TM detector. Ni-filtered CuKα radiation 
(wavelength of 0.1542nm) was produced at 40kV and 25mA. 
Scattered radiation was detected at the angular range of (2θ) 0–
45° with a step of 0.02°.  

2) FTIR 

The different composites studied were analyzed by Fourier 
Transform Infrared Spectroscopy (FTIR) in the transmission 
mode using KBr pellets for the powdered sample and films 
prepared by compression-molded for PP/bentonite composites. 
The spectra were recorded on a Perkin Elmer Spectrum 1000 
spectrometer at a resolution of 4cm-1 in the range of 4000 to 
400cm-1.  

3) SEM 

For Scanning Electron Microscopy (SEM) micrographs, 
several acquisitions of images were performed on the surface 
of the sample in several zones and with different 
magnifications from 500x to 5000x in SEM-EDXQuanta 250 
tungsten filament equipment. 

4) DSC 

The melting points (Tm) of the PP composites and the virgin 
PP were analyzed with a Differential Scanning Calorimeter 
(DSC) Q 2000 thermal analyser. The samples were heated from 
-50°C to 200°C at the rate of 20°C/min under an inert 
atmosphere of nitrogen (50ml/min), after decreasing the 
temperature from room temperature to −50°C. Then, the 
samples were heated up to 200°C and were maintained at this 
temperature for 5min. Consecutive to the heating process, 
samples were cooled down to 25°C, and after that, new 
successive heating and cooling runs were performed. The 
crystallinity percentage (Xc) was calculated with: 

���
�∆���

∅�∆
��
×100    (1) 

where ∆Hm is the measured heat of melting per gram of 
polymer during the second heating scan, ∆H0 (207.1J/g) is the 
theoretical heat of crystallization of 100% crystalline isotactic 
polypropylene [34], and ∅ is the weight fraction of PP in the 
composite. Thermal analysis was performed in a Q2000 TA 
instrument. The samples (±10mg) were weighed to 0.002mg 
with an electronic balance (Perkin-Elmer AD4). The samples 
were heated from 25°C to 900°C at a heating rate of 20°C/min 
in air. All the samples were previously dried at 80°C for 24h.  

5) Mechanical Properties 

Tensile tests were carried out according to UNE-ENN ISO 
527-1 and 527-2 with an Instron Model 5500R60025 apparatus. 
One mm thick specimens were cut from the sheets with a 
Wallace die cutter. Across-head speed of 10mm/min was used.  

III. RESULTS AND DISCUSSIONS 

A. Processability (Torque Value) 

Figures 1 and 2 show the processing torque during the 
mixing of PP/bent composites. It was observed that the 
addition of 5% of AA and PP-MA to the polymer matrix 
loaded with 5% bent-m increased the torque values of the 

systems (31N.m, 25N.m), suggesting that the composites 
required more severe processing conditions in its presence. In 
contrast, 5% of SA conducted PP/bent-m system to processing 
torque reduction (15N.m) and improved flow properties.  

 

 

Fig. 1.  Torque behavior of PP/bent-m composites  

 
Fig. 2.  Torque behavior of PP/bent-M composites  

These results give possible confirmation that the stearic 
acid is acting as a coupling modifier and lubricant. The 
enhancement of lubricity through the processing provided fine 
dispersion of the filler, and it was also in accord with the 
decrease in dimension and quantity of agglomerates showed by 
the SEM. This was in agreement with the findings of the 
authors of [23], who reported that during the processing of the 
PP/modified bentonite composites, the stearic acid is acting as 
an interface modifier and lubricant and thus decreases the 
viscosity of the melt compound due to the free movement of 
the polymer chains. These effects enhanced the mechanical 
behavior by improving the elongation at break of the 
composite. On the other hand, bent-M showed a different 
behavior than the bent-m with the addition of 5% of AA 
coupling agent. The torque decreased to 14N.m in PP/bent-
M/SA and to 11N.m in PP/bent-M/AA composites. The 
reduction in the torque values observed in this case is important 
and can be attributed to a decrease in particle/particle 
interaction which showed that different SA and AA coupling 
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agents act as external lubricants that are able to facilitate the 
processing of the PP/bent-M composites. 

Authors in [35] studied the effect of palm oil fatty acid and 
polypropylene grafted-maleic anhydride compatibilizers on the 
peak torque of bentonite filled PP. They showed that the 
incorporation of these coupling agents decreases the torque 
generated during mixing and the agents serve as external 
lubricants. The torque values of PP/bent-m composites in the 
presence of AA and PP-MA are higher. This behavior can be 
attributed to the good adhesion between the PP matrix and 
bent-m in the presence of these coupling agents, which may 
inhibit the chain flexibility and increase the composite torque. 
Authors in [36] showed that the viscosity of 
hexamethylenediamine modified PP/montmorillonite 
nanocomposites is higher than that of the pure PP in the 
presence of maleic anhydride grafted polypropylene. Clearly, 
in PP/bent-M composites, the integration of AA reduces the 
quantity of the generated torque during mixing as compared to 
PP/bent-m composites. The possible reason for the differences 
between the behaviors of the two bentonites (bent-m and bent-
M) in the presence of AA is the dissimilarity in particle size 
distribution: bent-M presents large particles with average 
particle size of 24.8µm which can form agglomerates. The 
introduction of AA as a coupling agent reduces particle-particle 
interaction resulting in the decrease of particle agglomeration 
and an enhancement of dispersion and flow properties.  

B. XRD  

Figure 3 presents the XRD patterns of coupled PP/bent-m 
samples, revealing reflections assigned to planes (110), (040), 
(130), and (041) as reported in [37, 38].  

 

 
Fig. 3.  XRD spectra of PP/bent-m composites. 

The addition of AA in PP/bent-m/AA samples exhibited 
reflections with diffractions angles around 11.75° and 23.4°. 
This result suggests the occurrence of partial decomposition of 
the organic modifier of AA during the mixing process with 
bentonite [39] or implies that partially intercalated structure 
took place in composite containing the AA coupling modifier. 
PP/bent-m/PP-MA composite was not influenced after 
blending and forming. The peak that appears for the diffraction 
angle around 6° in PP/bent-m/SA composite is due to the 
amount of stearic acid introduced as a coupling modifier. These 
results are in good agreement with the findings of the authors 

in [24] who reported that the addition of stearic acid as 
interface modifier showed the same peak at around 6° and 
provided better intercalation of the silicate layers in its 
nanocomposites when compared to the rest of the PP/bentonite 
nanocomposites. Similar diffraction patterns were also 
observed for the composites with bent-M and with different 
coupling agents (not shown for brevity). 

C. FTIR Spectra 

Figure 4 shows the FT-IR spectra of bentonite (bent-m and 
bent-M). The bands obtained at 3600-3200cm-1 are attributed to 
the OH stretching mode of Si-OH groups [40]. The band 
between 1640-1620cm-1 belongs to the deformation of the 
adsorbed H2O molecules. The intense broad-band with the 
maximum at 1041cm-1 ranged at 1040-1080cm-1 corresponds to 
the Si-O-Si valence vibration of the SiO4. In addition, the 
narrow peak at 797cm-1 corresponds to the silanol group [41] 
and at around 600cm-1 corresponds to Si-O-Al [23]. The peak 
recorded at 1439cm-1 is associated with the presence of calcite 
in the sample [42]. Bent-M shows a much larger peak than the 
bent-m as the CaO content is greater in the case of bent-M 
(7.06% mass) than of the bent-m (3.16% mass). On the other 
hand, bent-m is more hygroscopic than bent-M, because the 
intensity of the absorption bands at 3432.8cm-1 and 1635cm-1 
assigned to the stretching and bending vibrations of the OH 
groups for the water molecules adsorbed on bentonite surface 
[43] are superior in the case of bent-m than bent-M (1619cm-1, 
3432.8 cm-1). 

 

 
Fig. 4.  FTIR spectra of (1) bent-m and (2) bent-M. 

The FT-IR spectra of PP(Figure 5(a)) display absorption 
peaks which coincide with the literature. Methylene groups 
vibrations are registered in the range 1445-1485cm-1 and 
methyl group vibrations are registered in the range 1430-
1470cm-1 or 1365-1395cm-1 [44]. These peaks in our spectrum 
appear at 1455 and 1355cm-1 respectively. At 2838-2982cm-1, 
the peaks are attributed to the asymmetric and symmetric CH 
bands [40]. The characteristic vibrations of terminal 
unsaturated CH2 group absorbs at 840, 1000, and 1170cm

-1 

[44]. These peaks are detected in our spectrum at 840, 980, and 
1170cm-1 (Figure 5(a)). The FT-IR spectra in Figure 5(c) and 
Figure 5(d) display the contribution of AA in PP/bent-m and 
PP/bent-M composites. Again the bands at 950-1080cm-1 are 
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characteristic of the asymmetric and symmetric vibrations of 
Si-O-Si. The bands ranged generally at 1540-1640cm-1 attest of 
the stretching vibrations of CO2 [45]. In our spectrum, there 
were registered at 1512-1608cm-1. The bending vibrations due 
to the symmetric CH3 and due to HCH band absorb at 
1385.5cm-1 were generally detected at 1408cm-1 [45]. This one 
disappeared in our composites. On the other hand, a 
differentiated absorption at 1295.5cm-1 associated with the 
bending vibration of CH3, stretching of CC and rocking of CH 
also disappeared in our composites. The peak in the spectra of 
pure AA at 1239cm-1 (Figure 5(b)) is attributed to the rocking 
of NH3 and bending of COH, the intensity of the corresponding 
peak in our composites was decreased at this range. The peak 
generally located at 1133cm-1 was attributed to the CC stretch 
[45], and was seen at 1146cm-1. There is a displacement toward 
the high frequency region 1150cm-1 in our composites (Figure 
5(c)-(d)). While 769cm-1 is the peak of the bending of CO2, a 
weak signal in the corresponding band was observed in our 
composites and these remarks suggested the immobilization of 
AA on the surface of bentonite. 

 

 
Fig. 5.  FTIR spectra of (a) neat PP, (b) AA, (c) PP/bent-m/AA, and (d) 
PP/bent-M/AA. 

The FTIR spectra of the pure PP-MA film (Figure 6(b)) are 
characterized by the presence of two bands typical of the pure 
PP-MA at 1783cm-1 and 1717cm-1 which are attributed to the 
symmetric and asymmetric stretching vibration of the C=O 
group. The FTIR spectra of the composite in Figure 6(c)-(d) 
shows very weak peaks at 1783cm-1 and 1717cm-1 which attest 
the small amount of the carbonyl in a polymer molecule. C-O 
group is registered in the range of 1190-960cm-1 in pure PP-
MA [44]. In our case, C-O absorption was detected at 1165  
cm-1. It was observed that this absorption intensity is less strong 
in PP/bent-m/PP-MA composite and diminished in PP/bent-
M/PP-MA composite. Also, the peak characteristic of C-O 
group shifted to 1167cm-1 in PP/bent-m/PP-MA. This 
suggested the presence of new hydrogen bands between PP-
MA and bent-m. In the case of neat SA (Figure 7(b)), broad 
and intense bands observed at 2916cm-1 and 2858cm-1 are 
attributed to the stretching vibration of C-H bands located 
generally in range of 2800-2900cm-1. The absorption in this 
region showed very weak peaks in the spectrum of composite 
(Figure 7(c)-(d)). Also, the original C=O absorption at 1704 

cm-1 of SA shifted by 4cm-1 toward the high frequency region in 
the composites with SA. Apparently these changes are due to 
the adsorption of SA on bentonite as reported in [24]. 

 

 

Fig. 6.  FTIR spectra of (a) neat PP, (b) PP-MA, (c) PP/bent-m/PP-MA, 
and (d) PP/bent-M/PP-MA (d). 

 
Fig. 7.  FTIR spectra of (a) neat PP, (b) SA, (c) PP/bent-m/SA, and (d) 
PP/bent-M/SA. 

D. Scanning Electron Microscopy of Film Surface 

The morphologies of the film surface of uncoupled and 
coupled PP/bent-m and PP/bent-M composites are presented in 
Figures 8 and 9 respectively. SEM micrographs show micro-
sized particles of 5wt% clay in PP/bent-m composite (Figure 
10), which is larger as compared to particles in coupled 
composites. This indicates an inhomogeneous distribution of 
clay in PP in the absence of a coupling agent. With further 
inclusion of SA and AA coupling agents, the presence of 
agglomerates in bent-m is almost unnoticeable, which is 
attributed to the good dispersion of bentonite bent-m in the PP 
matrix in the presence of these coupling modifiers and clarified 
the enhancement in some mechanical properties. Stearic acid as 
coupling agent introduces an improved wetting of bentonite 
particles through the matrix of PP, owing to interactions 
between clay and PP. In this case, bentonite layers were 
aggregated with a size of 195nm in the polypropylene matrix.  
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Fig. 8.  SEM micrographs of (a) PP/bent-m, (b) PP/bent-m/PP-MA, (c) 
PP/bent-m/AA, and (d) PP/bent-m/SA. 

 
Fig. 9.  SEM micrographs of (a) PP/bent-M, (b) PP/bent-M/PP-MA, (c) 
PP/bent-M/AA, and (d) PP/bent-M/SA. 

The SEM micrographs of PP/bent-M composites (Figure 9) 
with a clay content of 5wt% showed that the uncoupled 
composite included a small quantity of agglomerates of clay of 
size less than 50µm. By adding AA and SA coupling agents in 
the composite, no detectable particle agglomerates were 
observed at 2µm scale. This behavior indicates a good 
dispersion of bent-M in PP matrix in the presence of amino 
acid and stearic acid coupling agents. However, the PP/bent-
M/PP-MA micrograph shows large aggregates. The structure 
(Figure 9(b)) observed in PP/bent-m/SA can be attributed to the 
needles structure of stearic acid and to the good dispersion of 
bent-m in the PP matrix in the presence of this coupling agent. 

E. Differential Scanning Calorimeter Properties 

Table I illustrates the values of the crystallinity content (Xc) 
calculated from ∆Hm which is the enthalpy of melting of 
polymer in the composite, compared with the enthalpy of 
melting of 100% crystalline PP, the melting temperature (Tm) 
and the crystallization temperature (Tc) of all prepared samples. 
Each composite in the presence of coupling agent exhibits 
similar Tm regardless of the kind of bentonite. It is noticeable 
that Tm and Tc remained unaffected with the incorporation of 
the clay in the presence of different coupling agents in all 
composites, indicating that the crystal size of PP did not change 
[46]. The degree of crystallinity increased slightly in PP-MA 
and SA coupled composites as compared to that in pure PP 
(51%) and in uncoupled composite. PP/bent-m/PP-MA and 
PP/bent-M/SA present the higher degree of crystallinity, 
around 57%, while PP/bent-M/AA provides the lowest 
crystallinity due to the lower enthalpy of melting of the 
compatibilizer. This result confirms how the crystallization of 
PP matrix varied with the further inclusion of PP-MA, AA, and 
SA coupling agents [39]. The percentage of crystallinity did not 
change with the addition of bentonite. This signifies that the 
bentonite did not act as a nucleating agent in this compound. 
According to [36], the presence of coupling agents appears to 
decrease the crystallization process in bentonite filled PP 
composite and bentonite did not serve as nucleating agent in 
this system. 

TABLE I.  CHARACTERISTIC THERMAL PARAMETERS OF PP/BENT 
COMPOSITES WITH AND WITHOUT COUPLING AGENTS 

Samples 
Tm 

(°C) 

∆Hm 

(J/g) 

Tc 

(°C) 

∆Hc 

(J/g) 

X 

% 

Neat PP 165 107 126 113 51 
PP/bent-m 166 103 127 110 52 
PP-bent-M 166 102 127 109 52 

PP/bent-m/PP-MA 165 106 127 109 57 
PP/bent-m/SA 164 101 127 104 54 
PP/bent-m/AA 165 99 127 108 53 

PP/bent-M/PP-MA 165 103 126 109 55 
PP/bent-M/SA 164 107 127 107 57 
PP/bent-M/AA 165 93 127 103 50 

 

F. Mechanical Properties 

The results of mechanical properties of PP and uncoupled 
and coupled PP/bent composites are exhibited in Table II. We 
observe a decrease in Young’s modulus caused by the bent-M 
filler which appears to be related to the amount of clay and the 
size filler. The Young’s modulus of PP/bent-M/AA composite 
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was still improved even when compared to the other 
composites of PP/bent-M coupled to PP-MA or SA. The 
changes in Young’s modulus reflect the nature of the interface 
between polymer and filler. The introduction of bent-m in PP 
provides a slight decrease in Young’s modulus and PP/bent-
m/SA had the same stiffness as the uncoupled composite. No 
changes of Young’s modulus in PP/bent-m coupled to PP-MA 
were observed, while this property was more improved for 
PP/bent-m/AA composite due to the effective adhesion 
between PP and clay in the presence of AA coupling agent, 
conducted by the homogeneous dispersion as shown by the 
SEM images, providing an easy transfer of load throughout the 
composite [47]. As expected at 5wt.% of clay content, there is a 
significant decrease in elongation at break. The elongation at 
break for neat PP is above 140% and decreases to 103% 
especially in PP/bent-m. This decrease could be caused by the 
fact that the inorganic particles of filler are rigid and cannot be 
deformed by external stress in the samples but acted only as 
stress concentrators during the deformation process [36]. A 
significant decrease in elongation at break was reported in [48] 
for LDPE/TPS/SNC nanocomposites by adding 5wt.% of 
starch nanocrystals (SNC) without DCP compared to pure 
LDPE. By introducing PP-MA coupling agent, an enhancement 
in elongation at break of about 21% is observed compared to 
uncoupled PP/bent-m composite. However, the percentage of 
improvement in elongation at break by using SA in PP/bent-m 
compound is 37%. This increase in ductility (i.e. elongation at 
break) might be due to the existence of fatty acids in SA which 
act as interface modifiers for bentonite into the PP matrix. 
Consequently, the ductility of bentonite filled PP composites 
can be improved [35]. These results prove the results of torque 
values. According to [24, 35], fatty acids promote an 
improvement in elongation at break and the dispersion state of 
nanoclay and bentonite in a polypropylene matrix. It has been 
noted [35] that the elongation at break of composites under the 
presence of Palm Oil Fatty Acid (POFA) additive shows the 
highest value compared to composites with the presence of PP-
MA. A similar trend is observed for the elongation at break and 
the strain at break change for all samples. Table II shows a 
reduction of the maximum stress by the incorporation of the 
unmodified bent-m or bent-M filler. This behavior can be 
explained by the low adhesion between bentonite and the PP 
matrix. The unmodified bentonite particles in uncoupled 
composite can serve as sites to initiate and activate the 
deformation mechanism and as a result, the yield stress 
decreases. On the other hand, there are some bentonite layers 
with good matrix adhesion based on SEM micrographs in 
PP/bent-m and PP/bent-M composites coupled with PP-MA 
coupling agent. These ones can withstand the movement of the 
polymer chains and therefore increase the yield stress. 
Improvement in yield values by the introduction of PP-MA 
compatibilizer in PP/modified clay has been reported in [49]. 
For coupled composites in the presence of SA and AA 
coupling agents and because they act as external lubricants in 
PP/bent-M composites (as seen on the torque results), free 
movement of the polymer chains is possible. The latter makes 
the physical sliding between the molecular segments easier 
which results in the decrease of the maximum stress. The same 
remark was noted for the coupled PP/bent-m/SA composite. 
From the results of this study, it can be supposed that the AA 

and SA coupling modifiers show certain degrees of interactions 
in the PP/bentonite system as observed in some improvement 
on mechanical properties. These interactions are superior for 
bent-m because of its low average particle size compared to 
bent-M. 

TABLE II.  VALUES OF STIFFNESS, ELONGATION AT BREAK, STRAIN 
BREAK, AND MAXIMUM STRESS OF PP/BENTONITE 

Samples 

Young’s

Modulus 

(MPa) 

Elongation 

at break % 

Strain 

break 

% 

Maximum 

stress 

(MPa) 

Neat PP 1538±20 145±4 7.3±0.2 37.9±0.2 
PP/bent-m 1516±6 103±3 5.3 0.4 34.0±0.6 
PP-bent-M 1467±7 136±8 6.8±0.4 35.5±0.1 

PP/bent-m/PP-

MA 
1539±5 125±3 6.3±0.2 35.8±0.3 

PP/bent-m/SA 1516±24 141±1 7±1 32.5±0.2 
PP/bent-m/AA 1719±52 83±4 4.2±0.2 30.5±0.4 

PP/bent-M/PP-MA 1435±23 123±0.1 6.1±0.3 37.0±0.4 
PP/bent-M/SA 1481±31 79±2 3.9±0.5 31.5±0.8 
PP/bent-M/AA 1532±13 94 ±0.1 4.7±0.5 29.6±0.2 

 

G. Thermogravimetric Analysis (TGA) 

TGA was employed to evaluate the thermal stability of each 
sample. Figure 10 shows the TGA curves of neat PP, PP/bent-
m, and PP/bent-M composites in the presence of different 
coupling agents. We do not observe an improvement in T5% in 
all cases of coupled PP/bentonite systems (excepted PP/bent-
m/AA). The temperature at 20% weight loss of all composites 
enhanced (excepted PP/bent-M/SA). The coupling agent can 
improve the stability at high temperatures [50]. The 
temperature at 50% weight loss of PP/bent-m/SA displays the 
highest value. This composite is more stable than neat PP, 
while a slight decrease is shown in PP/bent-M/SA. Adding AA 
to PP/bent-m and PP/bent-M results in a lower improvement of 
T50% compared to SA (there is about 13°C of T50% improvement 
as compared to neat PP). PP-MA displays a slight increase in 
T50% in both PP/bent-m and PP/bent-M. However, there is an 
improvement in overall coupled composites in Tmax, the highest 
being recorded for PP/bent-m/SA composite. It is noted that 
these materials become more thermally stable due to an 
improvement in the miscibility between all the added coupling 
agents [51]. Also, thermal stability enhancement is a 
consequence of the fine dispersion of bentonite within the PP 
matrix and the interface which resulted in slower escape of 
decomposed smaller molecules[39, 52-53]. 

 
Fig. 10.  TGA curves of selected samples of PP with PP/bent-m composites 
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Fig. 11.  TGA curves of selected samples of PP with PP/bent-M composites 

TABLE III.  THERMOGRAVIMETRIC PARAMETERS OF PP AND 
PP/BENTONITE COPOSITES IN THE AIR 

Samples 
T5% 

(°C) 

T20% 

(°C) 

T50% 

(°C) 

Tmax 

(°C) 

Neat PP 254 278 303 306 
PP/bent-m/PP-MA 252 279 305 336 

PP/bent-m/SA 241 294 347 353 
PP/bent-m/AA 256 291 319 324 

PP/bent-M/PP-MA 251 280 305 316 
 

This increase in the decomposition temperature of about 
40°C, as compared with the neat polymer, might be taken as a 
sign of the incidence of clay intercalation, since the intercalated 
or exfoliated clay will act as a barrier to the diffusion of 
atmospheric oxygen in the compound, inhibiting the polymer 
decomposition [54]. Recently, it was reported that the 
incorporation of fatty acids like stearic acid between the layers 
of mineral ceramic facilitates polymer-ceramic interaction [55]. 
The degradation temperatures of all samples are listed in Table 
III. 

IV. CONCLUSIONS 

This study has investigated the effect of the addition of 
different coupling agents such as PP-MA, SA, and AA on the 
mechanical properties, thermal stability, crystallinity, and 
rheological properties of PP/raw bentonite composites. Fillers 
such as bentonite without treatment can be used as good 
reinforcement. According to XRD results, polar molecules of 
AA exhibited reflections that shift to smaller angles. This is an 
indication that AA was introduced in bentonite. PP/bent-m/PP-
MA and PP/bent-M/SA composites present the higher degree 
of crystallinity of around 57% as compared to neat PP and 
uncoupled composites. PP/bent-m/SA composite is more stable 
than neat matrix while the improvement in decomposition 
temperature is about 13°C in PP/bent-m/AA composite. The 
presence of the different coupling agents in natural bentonite 
increases Tmax in all the composites. The PP/bent-m/SA system 
can be considered as an important material, which improves the 
thermal stability and kept the modulus and elongation at break 
at a value almost similar to that of PP. In addition, PP/bent-
m/AA composite can also be selected as a material with high 
Young modulus and good thermal stability. These 
enhancements were important as this behavior has not been 
reported in the literature. In most cases the elongation at break 
properties are reduced in PP filled with nanoclay. Also, the 

increase in thermal stability and modulus of elasticity were 
observed after the addition of nanobentonite in the presence of 
stearic acid as interface modifier and not for PP/raw 
microbentonite composite containing 5wt.% of filler and 5wt.% 
of stearic acid or amino acid as coupling agents.The behavior 
of processing composites showed a decrease in torque values 
above the uncoupled system by using SA and AA coupling 
agents in PP/bent-M composites. The decrease is more 
significant in presence of SA in PP/bent-m composites. 
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Abstract-Non-Intrusive Load Monitoring (NILM) or load 
disaggregation aims to analyze power consumption by 

decomposing the energy measured at the aggregate level into 

constituent appliances level. The conventional load 

disaggregation framework consists of signal processing and 

machine learning-based pipelined architectures, respectively for 

explicit feature extraction and decision making. Manual feature 
selection in such load disaggregation frameworks leads to biased 

decisions that eventually reduce system performance. This paper 

presents an efficient End-to-End (E2E) approach-based unified 

architecture using Gated Recurrent Units (GRU) for NILM. The 

proposed approach eliminates explicit feature engineering and 

has a unified classification and prediction model for appliance 

power. This eventually reduces the computational cost and 
enhances response time. The performance of the proposed system 

is compared with conventional algorithms' with the use of recall, 

precision, accuracy, F1 score, the relative error in total energy 

and Mean Absolute Error (MAE). These evaluation metrics are 

calculated on the power consumption of top priority appliances of 

Reference Energy Disaggregation Dataset (REDD). The proposed 

architecture with an overall accuracy of 91.2 and MAE of 25.23 
outperforms conventional methods for all electrical appliances. It 

has been showcased through a series of experiments that feature 

extraction and event-based approaches for NILM can readily be 

replaced with E2E deep learning techniques allowing simpler and 
cost-efficient implementation pathways. 

Keywords-non-intrusive load monitoring; gated recurrent units; 
end-to-end machine learning; reference energy disaggregation 

dataset 

I. INTRODUCTION  

Energy demand is increasing drastically with the increase in 
industrial development. This raises the need of managing 
energy usage effectively at consumer end. Efficient demand 
management is possible by analyzing the appliance level power 
consumption in buildings [1]. Today, this financially feasible 
solution, provided in 1992 [2], is known as Non-Intrusive Load 

Monitoring (NILM). The basic idea of NILM revolves around 
the decomposition of total demand into appliance level power 
consumption. Since this load disaggregation approach does not 
depend on several data recorder sensors, it is therefore a cost-
effective solution adopted for demand reduction and load 
forecasting. The interest of researchers in this domain is 
significantly increasing with the development of smart meters, 
capable of delivering aggregate power information to the 
customer. With the advancements in Machine Learning (ML) 
domain, it is expected that NILM with high accurate power 
consumption analysis capabilities will serve as the backbone in 
the development of innovative smart grid services [3].  

Generally, NILM can be categorized into two types: event-
based approaches and event-less or state dependent approaches. 
In the event-based approaches, any significant change in the 
signal that is considered during load disaggregation is regarded 
as an event. All event-based approaches depend on previous 
training, thus supervised ML approaches are mostly adopted in 
this category [4]. The second category, i.e. the event-less 
approach, does not rely on event detection. It primarily uses 
statistical and probability-models to match consumption signal 
of single or group appliances to the aggregate power signal [3]. 
Thus, label transitions are not required in this category. Event-
based NILM methods primarily depend on finding edges in 
order to observe change in power demand. Initially, Hart 
formulated different clusters based on similar power change 
and characteristics of appliances using Combinatorial 
Optimization (CO) for disaggregating power demand [2]. 
Conventional edge detection approaches were then replaced by 
probability-based methods. These methods were comparatively 
less complex than the conventional methods [5, 6]. Standard 
deviation was calculated in [5] instead of using a single fixed 
parameter. Also, authors in [6] utilized a statistical approach 
for detecting the edges and power change signature of different 
appliances. Later, classifiers such as Support Vector Machines 
(SVMs) [7], Decision Tree [8], and other hybrid approaches 

Corresponding author: Majida Kazmi



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7217-7222 7218 
 

www.etasr.com Wali et al.: An End-to-End Machine Learning based Unified Architecture for Non-Intrusive Load … 

 

were investigated to serve the purpose. Hidden Markov Models 
(HMMs) and their several variants were also utilized to model 
multi-state appliances and different possibilities of their 
combination [9-11], since the complexity of modeling 
multistate appliances increases with increasing number of 
appliances installed in customer premises [12]. Therefore, 
inherent complexity of this methodology was reduced via the 
introduction of Viterbi algorithm in [13].   

The latest development in ML shifts the paradigm to deep 
learning based NILM. Multilayer Perceptron (MLP), 
Convolution Neural Networks (CNNs), Deep Neural Networks 
(DNNs), Recurrent Neural Networks (RNN) K-Nearest 
Neighbor (k-NN) and Naïve Bayes classifiers are a few of the 
most widely used supervised ML techniques for load 
disaggregation [3]. CNNs and RNN-based Long Short-Term 
Memory (LSTM) have been explored for NILM in [12]. 
Authors in [14] implemented 3 different DNN architectures for 
short term load forecasting. 1D CNN was implemented in [15] 
for examining the effect of variables dependent on power 
demand. Hybrid CNN was also proposed in [16] where impact 
of reactive power, current, and apparent power were assessed 
on the performance of NILM disaggregation. The window of 
aggregate power signal was utilized in [15] to predict the power 
of the targeted appliance. The input sequence utilized for 
generating the sequence of output power is termed as sequence-
to-sequence approach. If the same sequence predicts power at 
specific time instant only then it is termed as sequence-to-point. 
Both sequence-to-point and sequence-to-sequence NILM 
approaches [15] were based on CNN architecture. The load 
disaggregation problem was treated as noise reduction in [17] 
using denoising autoencoders. This approach showed improved 
performance under different types of loads.  

One of the major drawbacks in the above stated deep 
learning based NILM architectures is their dependency on 
explicit features extraction from signal. This manual feature(s) 
extraction leads to biased decisions that eventually reduce the 
overall performance of NILM. In order to improve 
performance, these methods deploy extremely dense neural 
architecture with large number of layers. These dense 
architectures are time consuming and computationally 
expensive. Moreover, dependency on separate classification 
and regression networks [15, 18] further increases 
computational power, thus making these solutions extremely 
expensive. The manhours required in feature engineering and 
in the collection of contextual information for deep neural 
architectures comprise a time taking procedure and there lies a 
strong probability of losing important load signatures in manual 
feature extraction. In order to address all of the above 
limitations in previously proposed NILM approaches, this 
paper presents an efficient end-to-end (E2E) ML based unified 
architecture using Gated Recurrent Units (GRU).  

The main characteristics of the proposed architecture are: 

• The E2E ML approach is adopted which does not depend 
on explicit feature extraction. The feed input of this E2E 
architecture is complete aggregate power signal, ensuring 
reliable and better prediction even under different load 
categories.  

• A unified module is an inherent characteristic of the 
proposed E2E architecture. Since the proposed architecture 
considers both classification of appliance and prediction of 
consumption as a single problem, there is no need to use 
separate modules.  

• Low computational cost due to the unified architecture as 
compared to the conventional pipelined architecture. Real 
time load disaggregation is also possible due to the fast 
response time of the proposed architecture. It allows easy 
integration in modern smart metering devices. 

• Improved performance of the proposed E2E architecture as 
compared to previously proposed DNN architectures 
despite of using comparatively lesser number of layers and 
neurons. The performance edge of the proposed approach is 
showcased on REDD, which is a renowned load 
disaggregation dataset. 

II. THE PROPOSED E2E MACHINE LEARNING BASED UNIFIED 
ARCHITECTURE 

An E2E ML based unified architecture for NILM is 
proposed in this work to completely eliminate the reliance on 
feature extraction. The proposed framework is presented in 
Figure 1. It consists of dataset and preprocessing, E2E ML 
model, and evaluation metrics. 

 
Fig. 1.  The proposed E2E ML-based unified architecture for NILM  

A. Load Disaggregation Dataset and Preprocessing 

Training and development of E2E ML Model depends on 
datasets prepared for load disaggregation. The Residential 
Energy Disaggregation Dataset (REDD) [4] is utilized in this 
research work. REDD was made publicly available in 2011 [4] 
with the aim of fast paced research and development in load 
disaggregation domain. It was developed with two major 
objectives. Firstly, it helps the researchers to apply algorithms 
and techniques directly on the available data instead of 
investing extensive efforts on the data acquisition stage of the 
NILM. Secondly, this dataset provides globally accepted 
reference data for comparing different algorithms and 
techniques implemented by different researchers.  

The REDD dataset contains information of the aggregate 
power signals and the power of each individual appliance 
installed in 6 different homes in Massachusetts, USA. These 6 
different homes cover almost all types of appliances used in 
consumer premises like washing machine, microwave, fridge, 
lights, air conditioning, electric stove, smoke detectors, etc. 
This dataset includes two-state, finite state, and continuously 
varying type of electrical loads. Low frequency power data 
from the first building of REDD dataset are selected for 
evaluation of the proposed algorithm. Six top priority 
appliances with respect to power consumption from House1 of 
REDD were considered. The selected dataset is preprocessed 
for removing erroneous readings, detecting gaps and downtime 
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using NILM tool kit (NILMTK). The data are separated as 
training and testing subsets with a ratio of 50:50 

B. The E2E ML Model  

The Gated Recurrent Unit (GRU), a variant of RNN, is 
selected as the basic ML model for the proposed E2E 
architecture. RNN is selected due to its efficient information 
handling with smaller context [19]. GRU is computationally 
simpler as compared to other RNN variants. It controls the flow 
of contextual information using just two gates as illustrated in 
Figure 2.  

 
Fig. 2.  The GRU architecture. 

The first gate of GRU is the update gate. This gate is 
responsible to decide the extent to which information content 
from previous history should be passed for the determination of 
the future state. The output vector of the update gate (zt) 
depends on previous cell output (ht-1), present input (xt), 
calculated weights (Wz, Uz), and biased vector (bz). 
Mathematically, the output of the update gate depends on the 
sigmoid function and can be represented as: 

�� 	 � �	��� ∗ 
� ��� ∗ ��� � ���    (1) 

The second GRU gate is the forget gate. This gate is 
responsible to filter and remove the flow of information from 
cells. It depends on current input (xt), previous output (ht-1), 
corresponding weights (Wr, Ur) and biased vector (br):  

�� � �	��� ∗ 
� ��� ∗ ��� � ���	    (2) 

The final output produced by the GRU depends on 
intermediate memory state (ĥt). This intermediate memory 
depends on weights (Wh, Uh), current input (xt), previous output 
(ht-1), and biased vector (bh). The mathematical model of this 
hidden memory state is shown in (3). It depends on tanh which 
is used as the activation function.  

ĥ� � ���h	��� ∗ 
� � �� ∗ �� ∗ ��� � ���    (3) 

The GRU output depends on the hidden memory state and 
update gate as shown in (4): 

h� � �1 � z�� ∗ h��� � z� ∗ ĥ�    (4) 

The proposed deep neural architecture consists GRU hidden 
layers, whereas the convolution layer and the dense layer with 
linear activation function are the input and output layers. The 
number of layers and neurons for GRU is selected for optimal 
performance using constructive approach in multiple passes. It 

starts with a small or undersized network having a smaller 
number of neurons and layers, and gradually its size increases 
until it achieves optimal performance. During the first pass, the 
number of neurons is steadily increased from 64 to 2100 with a 
step size of 100. Better performance in terms of accuracy and 
MAE is observed in the range of 500 to 700 neurons as shown 
in Figure 3. In the second pass, neurons are gradually increased 
from 500 to 700 with a reduced step size of 10. It was found 
that the load disaggregation model suffered from overfitting 
when the number of neurons increased above 650. The best 
point in this region in terms of reduced MAE and improved 
accuracy was 630 neurons, so it was selected as the optimum 
number of neurons.  

 

 
Fig. 3.  GRU accuracy and MAE for different numbers of neurons. 

Single hidden layered architecture is insufficient as a 
network with a smaller number of layers or neurons often fails 
to extract details from the training data [20]. Thus, 6 different 
architectures were tested comprising of 2, 4, 6, 8, 10, and 12 
hidden GRU layers. Increasing architecture after 4 layers leads 
to overfitting and loss of generalization. Table I tabulates the 
accuracy on training data against the number of GRU layers. 
Optimal performance was achieved with the model with 4 
GRU hidden layers of 1, 630, 1, and 1 neurons respectively. 

TABLE I.  ACCURACY ON TRAINING DATA AGAINST THE NUMBER 

OF GRU LAYERS 

No. of 

layers 

Accuracy 
Overall 

test data 
Fridge Microwave 

Washer 

dryer 

Dish 

washer 
Light Socket 

2 0.86 0.82 0.92 0.88 0.83 0.72 1 

4 0.95 0.97 0.95 0.98 0.89 0.91 1 

6 0.87 0.92 0.91 0.91 0.78 0.67 1 

8 0.85 0.88 0.91 0.81 0.79 0.73 1 

10 0.82 0.79 0.88 0.77 0.75 0.73 1 

12 0.80 0.77 0.86 0.75 0.71 0.72 1 
 

The learned model was then applied to the testing data. 
Table II tabulates the accuracy on the test data. The training 
and testing phases of the proposed E2E ML model are 
elaborated using the pseudocode shown in Figure 4.  
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TABLE II.  ACCURACY OF THE LEARNED MODEL ON TEST DATA  

Appliance Accuracy 

Fridge 0.88 

Microwave 0.93 

Washer dryer 0.98 

Dish washer 0.81 

Light 0.87 

Socket 1 

Overall 0.912 
 

 
Fig. 4.  Ttraining and testing pseudocode of the proposed E2E ML model. 

C. Evaluation Metrics 

The prediction of each load consumption at a certain time 
instant is not purely a regression problem. The load 
disaggregator first identifies the presence of certain appliances 

in the aggregate power signal and then predicts their individual 
power consumption. Thus, performance evaluation should not 
be based on regression indices only, classification accuracy 
must also be evaluated. Recall, precision, accuracy, and F1 
score are used to account classification performance, whereas, 
Mean Absolute Error (MAE) and relative error (RE) in total 
energy are used for the assessment of values predicted by the 
load disaggregator: 

Recall � 	
$%&'	()*+,+-'

./0*'	1'2/,+-'3$%&'	()*+,+-'
    (5) 

Precision � 	
$%&'	()*+,+-'

./0*'	()*+,+-'3$%&'	()*+,+-'
    (6) 

F1	score � 2 ∗
(%'<+*+)=∗%'</00

(%'<+*+)=3%'</00
    (7) 

Accuracy �
$%&'	()*+,+-'3$%&'	1'2/,+-'

A%)&=B	()*+,+-'3A%)&=B	1'2/,+-'
    (8) 

RE	 �
|$),/0	E%'B+<,'B	'='%2F�$),/0	/<,&/0	'='%2F|

G/H�(%'B+<,'B	I='%2F,K<,&/0	I='%2F�
    (9) 

	MAE �
∑ |'*,+G/,'B	E)N'%	/,	,�/<,&/0	E)N'%	/,	,|OPQ
OPR

$+G'�$�
    (10) 

III. RESULTS AND COMPARISON 

The proposed E2E ML model was evaluated and compared 
with conventional load disaggregation algorithms. NILMTK is 
equipped with benchmark algorithms. Two of the most widely 
used benchmark algorithms, i.e. CO and FHMM, are selected 
for evaluation on the REDD dataset, whereas one state of the 
art algorithm based on RNN architecture proposed in [21] is 
reproduced using the details provided by the authors. For fair 
comparison, all baseline algorithms were trained and tested 
with similar train tests split on 6 top priority appliances of 
REDD, i.e. fridge, microwave, dishwasher, washer dryer, 
sockets, and lights. These top 6 appliances, with respect to 
power consumption, were used to evaluate the performance of 
the conventional and the proposed algorithms as shown in 
Figure 5. 

 

 
Fig. 5.  Performance Evaluation of the NILM algorithms. 
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The proposed GRU shows a consistent performance in all 
the appliances, in terms of MAE. The overall MAE of the 
proposed model is 25.23, whereas, the MAE of CO, FHMM, 
and RNN is 61.88, 56.14, and 33.92 respectively. Thus, the 
proposed approach shows reduced MAE without being 
dependent on feature engineering approach. Similarly, the 
overall accuracy of CO, FHMM, RNN, and the proposed 
model is calculated as 66, 74, 64, and 91 respectively. FHMM 
shows better accuracy in fridge and light only, whereas, CO is 
better in the case of the dishwasher. This clearly indicates a 
better and consistent performance of the proposed model in 
terms of accuracy. 

Beside baseline algorithms, the proposed model is also 
compared with few of the latest DNN approaches Convolution 
Sequence to point (Seq2point) [15], Convolution sequence to 
Sequence (Seq2Seq) [15], and Denoising Autoencoder (DAE) 
[17]. These DNN approaches are compared in terms of MAE 
and computational cost for two major appliances (fridge and 
microwave) of REDD's House1. The number of layers depicts 
the computational complexity and time required for power 
disaggregation. Table III indicates that the proposed E2E 
architecture shows better performance in comparison to the 
modern approaches in [15, 17], whereas this unified and less 
dense architecture is also computationally efficient and fast to 
be used in real time applications.   

TABLE III.  COMPARISON WITH LATEST DNN APPROACHES 

Ref. Algorithm Layers 
Comp. 

cost 

Fridge 

MAE 

Microwave 

MAE 

[15] Seq2Point 8 Medium 28.10 28.19 

[15] Seq2Seq 8 Medium 30.63 33.27 

[17] DAE 10 Highest 29.11 23.26 

Proposed E2E 6 lowest 22.12 23.19 
 

IV. CONCLUSION 

NILM is dominated by pipeline approaches with explicit 
feature extraction for load identification. The developments 
made in the domain of ML can eliminate the dependency on 
inherently low performing and computationally complex 
architectures. The proposed E2E ML based unified architecture 
using GRUs was evaluated on top 6 appliances of REDD. 
Comparative analysis of the proposed and previously reported 
algorithms showed that the proposed architecture has the ability 
to replace the feature-based load disaggregation approach. 
Since the proposed architecture performs better in all cases 
irrespective of the appliance type, it depicts that it can improve 
performance of the load disaggregator and due to its less 
computational demand and fast response time it can also be 
integrated in modern smart metering solutions. 
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Abstract-In this paper, the bowtie method was utilized by a 

multidisciplinary team in the Federal Board of Supreme Audit 

(FBSA)for the purpose of managing corruption risks threatening 

the Iraqi construction sector. Corruption in Iraq is a widespread 

phenomenon that threatens to degrade society and halt the wheel 
of economic development, so it must be reduced through 

appropriate strategies. A total of eleven corruption risks have 

been identified by the involved parties in corruption and were 

analyzed by using probability and impact matrix and their 

priority has been ranked. Bowtie analysis was conducted on four 

factors with high score risk in causing corruption in the planning 

stage. The number and effectiveness of the existing proactive 

measures to prevent threats from resulting in corruption and 
were examined for each threat. 

Keywords-corruption risk; bowtie; prevention; risk analysis 

I. INTRODUCTION  

Corruption is an old phenomenon that threatens the 
administrative apparatus in Iraq. As it was stated in the reports 
of Transparency International [1], Iraq is third among 180 
countries in corruption and the phenomenon is increasing. The 
phenomenon of corruption largely stands in the way of the 
process of construction and progress at all economic levels. It 
costs money, time, energy, and impedes the performance of 
responsibilities and the fulfillment of jobs and services. 
Corruption can be defined as a social habit which is deep-
rooted in mankind's history. It is considered to be comparable 
to other crime types, which occur likely in the procurement of 
works through local authorities along with the complexity to 
monitor the expenditures of a project [2]. Authors in [3] 
provided a thorough overview of the corruption causes from 
certain studies in identified construction management journals 
for addressing the already-indicated issues. Forty-four 
corruption causes were indicated from a total of 37 publications 
and were examined with regard to current corruption factors, 
thematic categorizations of observed variables, and yearly 
trends of publications. The major causes were bad 
professionalism, ethical standards, close relationships, bad 
working and industrial conditions, insufficient sanctions, and 
bad role models. Authors in [4] identified factors which lead to 
fraudulent practices in every stage of the construction life 

cycle. Those extracted fraudulent aspects have been mapped 
into a matrix form for checking the factor's similarities. A total 
of 42 contributing factors were verified and divided into 5 
phases of the construction project life-cycle. With regard to the 
frequency, the main factors with regard to each stage were 
project approvals in the stage of planning, collusions between 
public officers and tenderers in the stage of design and 
tendering, insufficient compliances with the design for audit 
and report in the stage of construction, avoiding difficulties in 
the contract inspections in the stage of finishing, and utilizing 
sub-standard materials and services in the stage of 
maintenance. 

II. LITERATURE REVIEW 

Corruption is one of the biggest problems the governments 
face and it stands as an obstacle to sustainable development. 
Most projects in Iraq have suffered high deviations in cost, 
time, and quality which lead to wasting public money through 
exploiting public officers or authorities to achieve personal 
benefits that destroy the country's economy. Authors in [5] 
proposed a model for the performance and application control 
of rational decision-making with the best use of available 
resources and ongoing performance monitoring at all stages of 
the implementation of projects in order to eliminate aspects of 
financial and administrative corruption and reduce wastage in 
one of the most important formations carried out by the 
government in Iraq. Authors in [6] developed an Artificial 
Neural Network (ANN) model for assessing the collusion risks 
in the construction projects in China. The ANN has been 
utilized in a real life metro project, while the evaluated results 
established a complete framework regarding the collusive 
practices in the construction projects in China, that includes a 
total of 20 collusive practices associated with all the 
contracting entities. Authors in [7] presented the critical risk 
factors for design-build projects in the construction industry in 
Vietnam, factors affecting the on schedule implementation 
completion. The top 3 critical risk factors were: delays in 
project approval and licensing, interest rate fluctuations, and 
design or technical specifications deficiency and changes. 
Authors in [8] stated time overrun in construction projects is a 
very dangerous issue in developed countries. A quantitative 
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approach was adopted to present the main causes of time 
overrun in the construction projects in Pakistan and the RIW 
(Relative Importance Weight) approach was used for collecting 
data. 

The precise beginnings of the bowtie method are unclear 
[9], but it probably was originated in the 1970s via the Imperial 
Chemical Industries (ICI). The first company integrating 
bowties totally in business practices is the Royal Dutch/Shell 
Group. Now, the use of bowties has been spread between 
nations, industries, and companies. Authors in [10] indicated 
that the bowtie analysis is a qualitative risk-assessment 
methodology providing an approach of efficient 
communication in complicated risk situations in simple 
graphical formats that shows the relations between damage 
escalation potential and the unwanted events' causes. 

III. METHODOLOGY 

The methodology that will be used in this paper is as 
follows:  

• Identification of the corruption risks during the conception 
(planning) stage, which actually occurred in some 
completed construction projects by reviewing the Quarterly 
reports of the FBSA of projects from 2004-2013 and after 
some interviews with construction industry experts. 

• Distribution of a prepared questionnaire on the FBSA staff 
in order to determine the probability and the effect of such 
risks.  

• Implementing qualitative risk analysis on the corruption 
risks by using a probability - impact matrix to identify the 
priority of these risks.  

• Application of bowtie methodology on these risks (threats). 

IV. RISK RATING 

A. Risk Probability 

For each of the risk occurrences, the probability must be set 
at a single value which is representing the best team judgment 
from the provided available data. In addition, the team must not 
be considering the effect while assessing the probability. The 
probability values and terms utilized in a 5-point scale to suit 
the likelihood of getting the risk can be seen in Table I [11]. 
Other classifications can be used according to what suits a 
project. 

TABLE I.  RISK PROBABILITY 

Term Value Risk probability (%) 

(1) Very high 0.9 > 70 

(2) High 0.7 50-70 

(3) Moderate 0.5 30-50 

(4) Low 0.3 10-30 

(5) Very low 0.1 0-10 

 

B. Risk Impact  

The risk impact is measuring the consequences on the 
project when a risk occurs. A scale that is comparable to the 
one of risk probabilities should be set up with regard to risk 
impact (Table II [12]). 

TABLE II.  RISK IMPACT 

Term Value 

(1) Very high 0.8 

(2) High 0.4 

(3) Moderate 0.2 

(4) Low 0.1 

(5) Very low 0.05 

 

C. Probability and Impact Matrix  

A probability and impact matrix has been utilized for 
looking up a combined risk rating, also referred to as the risk 
score, with regard to specific combinations related to 
probability and impact values. In addition, the score was 
utilized for prioritizing the risks for later activities of risk 
management. A graphical probability and impact matrix is 
efficiently communicating the relative severity regarding risk 
scores. The module is addressing the details regarding 
evaluating the risks and impacts, along with the way for 
applying such measures. Furthermore, a measure regarding the 
risk effect might be evaluated via multiplying risk probability 
(P) by risk impact (I) for producing risk score (RS) with regard 
to each one of the risks. 

RS=P×I      (1) 

In the heat map of Figure 1, the resulting high risks are 
colored red, the moderate risks yellow, and the low risks green 
[12]. 

 

 
Fig. 1.  Probability and impact matrix (heat map). 

D. The Questionnaire  

A questionnaire survey has been carried out for obtaining 
perception-based data related to corruption measurement items 
from 2 viewpoints, which are (1) probability (the occurrence 
possibility regarding each one of the measurement items), and 
(2) severity (the consequence's impact regarding each one of 
the measurement items), with the use of a 5-point Likert scale 
from 1 for very high to 5 for very low. About 60 questionnaire 
forms about corruption risk were distributed by hand to 
resident engineer's offices of FBSA projects in Iraq. Twenty 
two answered forms were not considered because they were 
partially answered and 8 were not received. A total of 30 
answered questionnaires were considered. The responders 
belong to senior management staff, having 8 to 40 years of 
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experience. Table III shows some details about the 
questionnaire responders whose responses were considered in 
this study. 

E. Responders Characteristics Summary  

Table III shows the experience of the respondents, Table IV 
their level of education, and Table V the scientific areas of their 
education.  

TABLE III.  RESPONDENTS' EXPERIENCE 

No. Experience (years) Frequency % 

1 8-14 8 27 

2 15-18 15 50 

3 20-22 3 10 

4 36-40 4 13 

 Total 30 100% 

TABLE IV.  RESPONDENTS' LEVEL OF EDUCATION 

No. Level of education Frequency % 

1 B.Sc. 18 60 

2 Diploma 1 3 

3 M.Sc. 7 23 

4 Ph.D. 2 7 

5 CPA 2 7 

 total 30 100% 

TABLE V.  RESPONDENTS' SCIENTIFIC AREAS 

No. Area Frequency % 

1 Civil Engineering  15 50 

2 Mechanical Engineering  4 13.33 

3 Electrical Engineering  2 6.67 

4 Architecture Engineering  1 3.33 

5 Law  5 16.67 

6 Control and Auditing  2 6.67 

7 Accounting  1 3.33 

 Total  30 100 

 

V. RESULTS 

The areas of risk concern at the stage of planning came 
from project documents and are provided in Table VI and 
Figure 2. 

We can see that the CR3 (the estimated cost of the project 
compared to the building area was exaggerated) is ranked at the 
first place with a risk score of 0.4196, which makes it a high 
risk rating. This result is in contrast with the findings in [15]. 
The second ranked risk is CR2 (there is a lack of a careful 
study of the estimated cost of the project within the feasibility 
study report), scoring 0.3067, which also makes it a high risk 
which leads to inaccurate cost estimations of the project. This 
result is in line with the findings of [14]. The third risk CR6 
(there is no ownership of the land on which the project is 
located, and some lands were transgressed) scored 0.1956, 
which is also a high risk rating, in line with the findings in [2]. 
The fourth risk is CR1 (there is no technical and economic 
feasibility study to the project) that scored 0.182, which is a 
high risk rating, and is one of the requirements for approving 
the financial allocations for the implementation of any project. 
This result is in contradiction to Article (A-3) of the 
instructions for implementation of governmental contracts No. 
1 in 2008 [13] and is line with the findings of [15]. 

TABLE VI.  CORRUPTION RISKS RATING IN THE PLANNING STAGE 

ID 
Involved 

parties 
Corruption risk 

Risk 

score 

Risk 

rating 
Rank 

CR1 Client 

No technical and economic 

feasibility study to the 

project. 

0.182 High 4 

CR2 Client 

There is a lack of a careful 

study of the estimated cost 

of the project within the 

feasibility study report. 

0.3067 High 2 

CR3 Client 

The estimated cost of the 

project compared to the 

building area is 

exaggerated. 

0.4196 High 1 

CR4 Client 

The technical and economic 

feasibility study has not 

been sent out to the 

Ministry of Planning for the 

purpose of obtaining 

approval to include the 

project in the investment 

budget table. 

0.0472 Low 9 

CR5 Client 

There is no holistic vision 

in the department about the 

project requirements to be 

translated and escalated 

according to a careful 

planning process into 

engineering plans. 

0.1469 Moderate 7 

CR6 Client 

There is no ownership of 

the land on which the 

project is located, and some 

lands were transgressed 

0.1956 High 3 

CR7 Client 

The work is divided into 

several contracts and a 

feasibility study is prepared 

with an estimated cost for 

each contract, even though 

the project was included in 

the ministry’s plan 

according to one feasibility 

study and one holistic cost. 

0.176 Moderate 5 

CR8 Client 

A technical study has not 

been prepared about the 

contracting party’s ability 

to provide the necessary 

staff. 

0.0261 Low 11 

CR9 
Client, 

consultant 

Soil was investigated for 

the project long before the 

work was carried out. This 

leads to geological changes 

to the site's soil, and this 

causes these investigations 

mismatch the reality of the 

project. 

0.1493 Moderate 6 

CR10 Client 

Project planning that 

requires a true 

contemplation and practical 

forecasting is poor. 

0.0496 Low 8 

CR11 Client 

The project in the 

investment budget is 

included before specifying 

estimated and total costs of 

the project that was later 

completed. 

0.0271 Low 10 

 

The fifth risk is CR7 (the work is divided into several 
contracts and a feasibility study is prepared with an estimated 
cost for each contract, even though the project was included in 
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the ministry’s plan according to one feasibility study and one 
holistic cost) that scored 0.176 which is a moderate risk rating. 
This result is in line with the findings in [2]. The sixth risk is 
CR9 (soil was investigated for the project long before the work 
was carried out), scoring 0.1493 which is a moderate risk 
rating. This result is in line with the findings in [2]. The 
seventh risk is CR5 (there is no holistic vision in the 
department about the project requirements to be translated and 
escalated according to a careful planning process into 
engineering plans) that scored 0.1469 which is a moderate risk 
rating. This result is in line with the findings in [15]. 

 

 
Fig. 2.  The risk score for the corruption risk in planning stage. 

The other risks have low risks ratings. CR10 (project 
planning that requires a true contemplation and practical 
forecasting is poor) scored 0.0496, CR4 (the technical and 
economic feasibility study has not been sent out to the Ministry 
of Planning for the purpose of obtaining approval to include the 
project in the investment budget table) scored 0.0472 in line 
with the findings in [2], CR11 (the project in the investment 
budget is included before specifying estimated and total costs 
of the project that was later completed-in contradiction to the 
instructions for implementation of governmental contracts (No. 
1) in 2008 that stated that an updated study on the estimated 
cost or the required contract to be executed within the 
feasibility study for the purpose is to be used as a standard 
when analyzing bids and awarding contracts) scored 0.0271, 
and CR8 (a technical study has not been prepared about 
contracting party's ability to provide the necessary staff) scored 
0.0261. 

VI. APPLICATION OF BOWTIE XP ON THE CORRUPTION RISK 

After identifying the probability and impact (consequence) 
for each risk, the corruption risks in the planning stage of 
construction project were ranked. It was adopted that the risks 
with low and moderate rating can usually be managed using 
routine procedures, and the BowTie XP software [16] was 
applied on the risks with high rating. In a bowtie, the 
representation is that a threat (on diagram's left hand side) 
causes the top event (hazard release), which results in a 
consequence (harm to someone of something). We than have 
the opportunity to put in preventive barriers on diagram's left 
hand side to prevent the hazards, and barriers on diagram's 
right hand side to mitigate the harm from occurring. Practical 
recommendations for combating or eliminating the identified 
hazards were led via applying bowtie methodology, which 
leads to excellent understanding regarding the hazard 

protection and prevention needed for corruption risks in the 
sector construction. The causal factors that were used in 
BowTie XP to manage corruption risks threatening the 
construction sector in the planning stage were identified by a 
multidisciplinary team in the FBSA as the prevention barrier, 
effectiveness, and barrier type for each causal factor (threat), 
and corrective barrier, effectiveness, and barrier type for each 
consequence as shown in Figure 3.  

To the best of our knowledge, the current research is the 
first one that uses the application of bowtie methodology with 
corruption risk in the construction sector.  

 

 

Fig. 3.  Bowtie diagram of corruption risks in the planning stage . 
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VII. CONCLUSION 

The bowtie methodology is considered to have high 
flexibility regarding corruption risk management. At the same 
time, its adaptability might be improved by the use of some 
adequate tools. On the basis of the system approach, bowtie 
methodology helps auditors and managers responsible for 
creating the project plan with the necessary requirements from 
the estimation cost of the project, offering a technical and 
economic feasibility study. The conception of threats, 
consequences, and barriers in the bowtie diagrams facilitate the 
comprehension regarding the protection and prevention actions 
needed for corruption risks. Typically, the bowtie has the 
ability to be vital in managing the corruption risks that we can 
process before they appear by taking proactive actions for these 
threats. The bowtie methodology was used to demonstrate the 
effectiveness of corruption risk management in construction 
projects in Iraq. The use of BowTie software assists in the 
analysis and management of hazard and risks in any sector. It 
provides reports and documents all information that will be 
used in risk management and supports the audits in the 
government institutions.  

VIII. RISK MANAGEMENT RECOMMENDATIONS 

A set of recommendations regarding risk management for 
corruption-related risks follows: 

• A study combining bowtie methodology and simulation 
model should be conducted. 

• There is a need to identify the corruption risks in other 
stages of the construction sector and appropriate 
quantitative risk analysis should be conducted. 

• The application of the bowtie methodology should be 
expanded in other sectors such as the safety risk 
management in construction projects. 
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Abstract—In this study, syndiotactic Polypropylene/Starch 

(sPP/starch) composites were prepared using a solution mixing 

technique. The thermal characterization was performed using 
Differential Scanning Calorimetry (DSC), and the melting point 

was measured for all polymer composites. The thermal 

degradation temperature was measured using thermal 

gravimetric analysis. The viscoelastic measurements were 

performed using the Atomic Rheometric Expansion System 

(ARES). Both melting point and thermal degradation 
temperatures were found to decrease with increasing starch 

content. Moreover, the elastic modulus was found to decrease 
when the starch content increased. 

Keywords-aeration; melting point; sPP/starch composites; 

thermal degradation temperature; elastic modulus; frequency 

sweep test 

I. INTRODUCTION 

Polymer composites are synthesized by embedding natural 
or synthetic materials into a polymer to increase its desired 
properties [1, 2]. Several studies have been conducted on 
enhancing the properties of polymer products [3-23]. Polymer 
composites with different combinations of filler and polymer 
are studied in order to obtain the desired and targeted properties 
of polymer products [3]. However, the final desired 
microstructure and macrostructure properties of polymers and 
composites depend on the nature, amount, geometry, and 
interfacial interactions of the components [4]. Rheology is used 
as a tool to study a polymer's or a polymer composite's 
microstructure, as the rheological response is highly sensitive 
to the molecular structure of polymers and their composites [5-
9]. While several studies have been conducted on the synthesis 
and the rheology of polymer and polymer/clay composites [10-

18], only a few have targeted the viscoelasticity of 
polymer/clay composites. 

The rheological properties of polyethylene 
oxide/montmorillonite clay gels and multilayered films were 
studied in [14], using an Atomic Rheometric Expansion system 
(ARE-2 rheometer), and noticing a slight increase in both the 
loss modulus (G') and the storage modulus (G'') when 
increasing the clay content. The thermal properties were 
examined using Differential Scanning Calorimetry (DSC) and 
Thermal Gravimetric Analysis (TGA), while the results were 
related to the microstructural properties of the composites and 
the films. The effect of clay content on the rheology of 
polypropylene/clay nanocomposites was investigated in [15], 
examining both linear and non-linear rheology, finding that 
loss modulus (G'), storage modulus (G''), and dynamic 
viscosities increased monotonically with organophilic 
montmorillonite nanocomposites. The viscoelastic properties of 
syndiotactic polypropylene (sPP) were investigated in [16], 
examining the effect of the degree of syndiotacticity on the 
rheological parameters, including plateau modulus and 
entanglement molecular weight. This study indicated that 
increasing the degree of syndiotacticity enhanced the plateau 
modulus causing a decrease in the molecular weight between 
entanglements. In [17], the influence of clay contents on 
plateau modulus and entanglement molecular weight was 
studied on polypropylene/clay composites, concluding that an 
increase in the clay content increased the plateau modulus and 
consequently decreased the entanglement molecular weight. 
The rheological properties of a drilling fluid polymer treating 
agent named Driscal-D using a Fann 50SL rheometer were 
investigated in [24]. The effects of adding polymer, electrolyte, 
clay type, and antioxidant on the rheological properties of a 
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Driscal-D solution were examined, finding that solution's 
viscosity tends to increase when increasing polymer addition 
and decreased in the presence of an electrolyte. Furthermore, 
adding clay in a Driscal-D solution enhanced its rheological 
properties, which could improve cuttings transportation. 

The current study examines the viscoelasticity of 
syndiotactic polypropylene/starch composites (sPP/starch), 
with starch content ranging from 0 to 8%, using an Atomic 
Rheometric Expansion System (ARES) to investigate the effect 
of starch content on the melt rheological response of 
composites. 

II. METHODOLOGY 

A. Polymer Composite Synthesis 

1) Materials 

Syndiotactic Polypropylene (sPP) having a 60% degree of 
syndiotacticity, supplied by Zhongwei Industrial Co. Ltd., was 
used as a matrix. Starch, originating from potato, was used as 
the filler. Xylene, provided by Shanxi Zhongwei Industrial Co. 
Ltd., was used as a solvent in mixing. The samples' details are 
listed in Table I. 

TABLE I.  SAMPLES' DETAILS 

Number of 

samples 

Name of 

samples 

Percentage of 

starch content 

Degree of syndiotacticity 

(%rrr) 

1 sPP/S-8 8%  

2 sPP-6 6%  

3 sPP/S-4 4%  

4 sPP/S-2 2%  

5 sPP 0 60 

 

2) Preparation of Composite Samples 

Solution mixing was applied to create a set of syndiotactic 
polypropylene/starch composite samples with four different 
starch content proportions. The starch was accurately weighed 
and mixed with the polypropylene matrix using xylene as a 
solvent in a 1000ml beaker. The mixing temperature was kept 
at 120°C using a heating mantle until all syndiotactic 
polypropylene granules dissolved in a clear solution. The 
solvent containing syndiotactic polypropylene was initially 
shaken vigorously by hand and then stirred by a high-speed 
electrical stirrer keeping the heating conditions. The starch, 
dissolved in xylene, was added slowly to the syndiotactic 
polypropylene and xylene mixture. Vigorous and continuous 
stirring helped the uniformity of starch mixing and the 
intercalation of sPP to starch layers. The beaker operated for a 
few hours to evaporate the xylene. Then, the size of the 
prepared polymer-starch composite was mechanically reduced. 
After the completion of xylene evaporation, the composite 
samples were created by compression molding at 170°C 
temperature and 7Psi pressure for one and a half hour [10].  

B. Polymer Composite Analysis 

1) Differential Scanning Calorimetry (DSC) 

The melting temperature (Tm) of all samples was measured 
using Differential Scanning Calorimetry (DSC). The samples, 
weighing 4mg, were heated up to 350°C at a constant heating 

rate of 40°C/min. During the heating cycle, the melting point 
peak was obtained. Afterward, the sample was kept under this 
annealing process for 7 minutes to eliminate crystallinity and 
remove thermal history. The analysis was performed using the 
instrument software TA-60 to find the melting temperature 
(Tm) of all samples.  

2) Rheometry 

The sPP/starch composites were pressed using Hot Press to 
prepare a uniform film for each composite. An Atomic 
Rheometric Expansion System (ARES) (TA Instruments), 
having a geometry of 8mm diameter parallel plate, was used to 
perform the viscoelastic tests under nitrogen atmosphere to 
reduce sample degradation. All experiments were carried out at 
a different gap depending on the sample's thickness. At first, 
strain sweep and stability tests were carried out. After choosing 
the suitable strain value (0-10%), dynamic frequency sweep 
tests were performed at temperatures ranging from 100°C to 
200°C to obtain both elastic and viscous moduli at different 
frequencies and the master curves using the time-temperature 
superposition principle. No tests were performed below 100°C 
due to the faster crystallization kinetic.  

III. RESULTS AND DISCUSSION 

Frequency sweep tests were performed on all samples. The 
frequency sweep tests for samples having 2% and 6% starch 
contents are shown in Figures 1 and 2 respectively. It can be 
noted that the elastic modulus increased along with the 
frequency range (0 to 100rad/s), while the viscous modulus 
tended to decrease. Figure 1 shows a cross-over frequency at 
almost 1rad/s indicating that relaxation time was a little greater 
than 1s. Figure 2 shows that viscous was greater than elastic 
modulus at lower frequencies, while the elastic modulus was 
higher than viscous at higher frequencies. The cross-over 
frequency of the 6% sample was found to be greater than the 
one in the 2% sample, indicating that relaxation time for the 6% 
sample was less than for the 2%. This result also indicates that 
increasing starch content decreased the elastic and increased 
the viscous response. In other words, a strength decrease occurs 
when the starch content increases. 

 

 
Fig. 1.  Frequency sweep test for sPP/S-2 at 200°C. 
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Fig. 2.  Frequency sweep test for sPP/S-6 at 200°C. 

A. Effect of Starch on Melting Point 

The effect of starch on the melting point temperature of 
sPP/starch composites is shown in Figure 3. As it can be noted, 
increasing starch content decreased the melting point 
temperature of sPP/starch composites. The melting point of the 
composite was actually the melting point of starch. Starch's 
thermal stability is low compared to the syndiotactic 
polypropylene polymer. Therefore, increasing starch decreases 
the melting point temperature of sPP/starch composites. 

 

 
Fig. 3.  Relationship between starch and melting point (Tm). 

B. Effect of Starch on Thermal Degradation Temperature 

The thermal degradation temperature of all composites was 
measured using Thermal Gravimetric Analysis (TGA). The 
TGA analysis for the sPP sample containing 4% starch is 
shown in Figure 4. This Figure depicts two drops in mass: The 
first drop indicates the removal of water from the composite 
sample, i.e. the dryness of the sample, while the second drop 
indicates the degradation of the sample. Thermal degradation 
temperature decreased when increasing starch content, as 
shown in Figure 5. 

 

 
Fig. 4.  FDSC and TGA analysis of sPP/S-4. 

 

Fig. 5.  Relationship of thermal degradation temperature and starch content. 

C. Effect of Starch on Elastic Modulus 

The elastic modulus was calculated using frequency sweep 
tests for all samples. The maximum value for each sample was 
noted. The elastic modulus indicates the mechanical response 
of a sample, and it was examined as a function of starch 
content. Increasing starch content decreased the elastic 
modulus, as shown in Figure 6. Therefore, increasing starch 
content decreased the strength of the composites. This result 
comes in agreement with the findings of [17], which 
investigated the effects of clay content on the thermal and 
rheological properties of sPP/clay composites. Clay content and 
starch affected the rheological and thermal properties of 
sPP/clay composites oppositely. Clay content increased the 
melting point temperature and the plateau modulus of sPP/clay 
composites. On the other hand, starch decreased both the 
thermal properties and the elastic modulus. An increase in clay 
content increased the mechanical response of the sPP/clay 
composites, while an increase in starch content decreased the 
mechanical and increased the viscous response of syndiotactic 
polypropylene/starch composites. 
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Fig. 6.  Relationship between starch contents and elastic modulus. 

IV. CONCLUSION 

The viscoelastic and thermal analysis of sPP/starch on 
melting point, thermal degradation temperature, and elastic 
modulus depend on starch content. This stydy's findings 
showed that viscoelasticity is a powerful tool to investigate the 
microstructure and the chain parameters of polymer/starch 
composites. Thermal and viscoelastic properties were found 
sensitive to starch content proportions. Starch alters both the 
melting point and the thermal degradation temperatures, as 
increasing starch content decreased both of them. The same 
trend was found for the elastic modulus, as it decreased when 
the starch content increased. In conclusion, increasing starch 
content results in a decrease of the mechanical and elastic 
responses of the composite.  
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Abstract-During the last years, there are ongoing efforts on the 

development of tidal energy conversion systems in the 
Philippines. This study conducts tidal energy resource assessment 

in the Pakiputan Strait following a methodology outlined as stage 

2a tidal resource assessment published by the European Marine 

Energy Centre (EMEC). The study assessed the preliminary 

results of the tidal velocities at Pakiputan Strait with a mean 

spring peak velocity (Vmsp) of 1.7m/s at 3m from the water 
surface from 15 days of continuous data collection using a 

seabed-mounted acoustic Doppler current profiler. This 

corresponded to an estimated Annual Energy Production (AEP) 

of 1350kWh/y for 1m
2
 of capture area of the generic device. 

Sensitivity analysis showed that the spatial distribution of 

hydrodynamic model results does not vary significantly with 

variations in certain input parameters. It further showed that a 
10% decrease in the nominal value of Vmsp on-site led to a 15% 

decrease in the nominal value of AEP, while a 10% increase in 

the nominal value of Vmsp led to a 30% increase in the nominal 

value of AEP, assuming that the considered Vmsp still 

corresponded to the velocity distribution from observations. A 

static survey and the use of computational fluid dynamics 

modeling are recommended to further enhance the analysis of the 
study. 

Keywords-tidal energy; ocean renewable energy; resource 

assessment; Davao Gulf 

I. INTRODUCTION  

The global interest in renewable energy has increased over 
the past decade, mainly due to the global mandate to mitigate 
anthropogenic climate change. One of the renewable energy 
technologies that are exploited nowadays is ocean energy. The 
ocean provides a vast source of potential energy that can be 
captured through tidal, wave, salinity gradient, and ocean 
thermal energy conversion systems [1]. Energy from tidal 
currents is one of the most promising renewable energies due to 
the several advantages compared to other renewable energy 
sources [2]. Among its advantages are the high predictability of 
tidal currents [3], the higher density of seawater (over 800 
times that of air) that assures larger potential energy as 
compared to wind [2], lesser environmental impact compared 
to tidal barrage facilities [4], and d) the absence of extreme 
flow velocities that might damage the equipment or complicate 
its maintenance [4]. The last point mentioned depends on the 
strong flow profile brought by the local bathymetry near the 
TEC deployment site [5]. With highly predictable tidal current 
benefits in tidal stream energy conversion, it has a high 
potential to contribute to the decarbonization of the energy 
supply and, at the same time, provide energy security [1]. 

In exploring a potential site for ocean energy extraction, the 
first consideration is the energy resource assessment [6]. One 
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method of identifying potential sites is by analyzing tidal range 
distributions and resources. This method was particularly 
followed by the authors in [7] in order to select tidal range sites 
in East Malaysia suitable for power generation. Another 
method is by producing a hydrodynamic model and analyzing 
its outputs. In the northern part of the Gulf of California in 
Mexico, a detailed qualification of the theoretical tidal range 
energy, performed using level from a depth-averaged 
barotropic hydrodynamic model and 0-D operation modeling 
approach was applied to determine the power that can be 
extracted at four key sites [3]. In [1], Delft3D modeling suite 
was used in assessing the Strait of Larantuka, Indonesia, 
wherein the flow conditions of the tidal stream were considered 
for the energy conversion. The bathymetric data have been 
obtained with the use of a Single-beam Echo Sounder (SBES) 
and SRTM15 Plus to have a more accurate determination of the 
potential energy to be harnessed, and the resource assessment 
showed that the Strait of Larantuka in Indonesia has a potential 
for the production of ocean renewable energy with current 
velocities up to 3-4m/s and average kinetic power densities 
around 10kW/m2 [1]. The same modeling suite was also used in 
[8] along with MIKE system, to observe the morphological 
behavior of the Nhat Le estuary which is located in the north-
central coast of Vietnam.  

Numerous numerical modeling methods have been used in 
many researches in order to understand the hydrodynamic 
characteristic of the tidal stream energy sites and the current 
turbine technology. An example of this is the investigation of 
the tidal induced Lagrangian circulation in the north-western 
coastal waters of Brittany, France, including islands, shoals, 
and straits with strong potential for tidal turbine farm 
implementation [9]. With the increase of interest in different 
renewable energy sources, the Philippines is now exploring 
ocean renewable technologies as alternative energy sources that 
can be implemented in potential areas.  

The current study aims to assess the tidal stream power in 
Pakiputan Strait, Davao Gulf, Philippines and to locate a 
potential site for the implementation of the tidal energy 
converter system. The structure of the assessment follows the 
steps described by the EMEC, which start from the regional 
assessment and site selection through the estimation of current 
speed and spatial distribution using hydrodynamic modeling. 
The preliminary results of this study show that tidal current 
velocities above 0.5m/s exist in the identified area. These 
currents could drive a generic energy harvesting device and 
occur frequently enough to ensure significant availability of 
power. 

II. BACKGROUND INFORMATION OF THE STUDY SITE 

A. The Philippine Oceans and Coasts 

The Philippines, is an archipelago with 7,641 islands, with 
a total coastline stretching at 36,289km [10]. It is bounded by 
the Philippines Sea to the east, the Celebes or Sulawesi Sea to 
the south, the Sulu Sea to the southwest, the West Philippine 
Sea to the west, and the South China Sea to the north [11]. It 
has three major island groups, namely Luzon, Visayas, and 
Mindanao. The Sibuyan Sea separates Luzon and the Visayas. 
The islands in the Visayas are surrounded by the Visayan and 

Camotes Seas. The Bohol Sea extends down to the north of 
Mindanao, with several straits connecting the internal and 
marginal seas to the ocean [10]. 

The total land area amounts to 298,170km2, with a sea area 
of 1,830km2, 6% of which are considered marine protected 
areas [12]. The population has reached 109,763,425 in 2020, 
with around 62% living in the coastal areas [12]. It was ranked 
83rd among 221 countries with exclusive economic zones 
(EEZ) with an overall Ocean Health Index score of 71 [13]. 
The national ocean economy contributed US$ 11.9 billion in 
2015, amounting to 7% of the Gross Domestic Product (GDP) 
[12]. Some of the key contributors to this belong to coastal and 
marine tourism (25%), fisheries and aquaculture (20%), 
manufacturing (19%), and port and shipping (12%) sectors 
[12]. The country’s coastal and marine habitats include coral 
reefs (25,060km2), natural mangroves (2,472.68km2), mudflats, 
and tidal swamps (2,000km2), seagrass (978km2), and planted 
mangroves (765.14km2) [12]. The blue economy initiatives that 
the country focuses on are sustainable fisheries and 
aquaculture, sustainable tourism, sustainable ports, marine 
renewable energy, marine biotechnology, pollution reduction, 
and habitat restoration and management [12]. 

The Davao Gulf is a 308,000-hectare body of water found 
in the southeastern part of Mindanao [14]. It is one of the 
richest zones for fish production in the country and is 
considered as one of the priority conservation areas of the Sulu-
Sulawesi Marine Ecoregion. There are currently 19 marine 
protected areas in the 5 cities and 5 municipalities surrounding 
the gulf [15]. It is home to a diverse species of cetaceans with 
at least 15 identified species identified in 2018 [16]. According 
to the Permanent Service for Mean Sea Level (PSMSL), there 
is a tide gauge station located at 7.08333°N, 125.633333°E, in 
the Davao Gulf. It was considered a Revised Local Reference 
(RLR) station in 2010. There are two neighboring RLRs in the 
Davao Gulf, one in Mati, Davao Oriental and the other in 
Makar, General Santos City [17]. Aside from being home to 
diverse marine life, marine traffic is a commonality in the 
Davao Gulf. There were usually around 5 to 11 arrivals per day 
and about the same number of departures from July 22, 2020, 
to August 19. The majority of the vessels arriving in the port 
are cargo vessels with several tankers. Other ports in the Davao 
Gulf include the Davao Therma South port (6.9621405°N, 
125.48615°E), and the Davao Anchorage port (7.0515755°N, 
125.65395°E) [18]. 

B. Oceanographic Conditions 

In the Philippine Straits Dynamics Experiment (PhilEx), 
global ocean models were used to investigate the internal 
circulation in the Philippine archipelago, both spatially and 
temporally. However, realistic modeling was difficult for a 
global model due to the numerous straits and small interior seas 
[19]. In general, the bathymetry of the Philippine waters 
between islands is highly complicated, consisting of narrow 
shelves, steep slopes, and deep basins connected by shallow 
sills. Ocean circulation is highly influenced by the bathymetry, 
the seasonally reversing northeast monsoon, locally known as 
Amihan, and southwest monsoon, locally known as Habagat, 
and the tidal and nontidal circulation between the South China 
Sea and the Western Pacific [20]. In addition to the reversing 
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winds, the monsoon brings a change in the rainfall pattern, 
which affects the surface layer thermohaline seasonal 
stratification [21]. The Amihan brings less rainfall while the 
Habagat more. Comparing actual rainfall for a specific year to 
the average annual cycle, however, reveals precipitation 
anomalies, which may affect the surface layer thermohaline 
stratification [21]. This can be further complicated due to the 
interannual El Niño or La Niña phenomena [21]. Numerous 
factors make the analysis of the circulation within the 
Philippines challenging. However, with further studies, a better 
understanding of these dynamics can be achieved. 

C. Ocean Energy Potential 

The Philippines’ Department of Energy (DOE) estimates 
the theoretical ocean energy potential of the country to about 
170GW, which was based on an assessment done by the 
Mindanao State University – Iligan Institute of Technology 
(MSU-IIT) [22]. Since then, several studies have been 
conducted in line with ocean energy resource assessment in the 
country. One such study reviews the ocean energy status in 
Southeast Asia [23]. It focuses not only on the potential 
resource but also the enabling and hindering factors, 
particularly in government initiatives that affect its 
development. In the study, a map of the potential sites for tidal 
in-stream energy, wave energy, and Ocean Thermal Energy 
Conversion (OTEC) in the Philippines was presented. For tidal-
instream energy, four sites were identified, namely the Luzon 
Strait, San Bernardino Strait, Surigao Strait, and Basilan Strait. 

In its National Renewable Energy Program (NREP), which 
started implementing in 2011, the Philippines’ DOE has 
targeted to increase the country’s renewable energy capacity to 
an estimated 15,304MW by 2030. This included an ocean 
energy share of 70.5MW, with a target of achieving the 
country’s first ocean energy facility, a 10MW pilot ocean 
thermal energy conversion plant in Cabangan, Zambales, in 
2018 [24, 25]. However, in 2019, the DOE moved to update its 
target after falling short of its original goals. Instead, it has 
focused on increasing the share of renewables in the total 
generation, instead of capacity, with a targeted 20,000MW 
installed capacity by 2040 [25, 26]. There are 8 awarded ocean 
projects by the DOE as of June 30, 2020, as presented in Table 
I. All the projects, however, are still in the pre-development 
stage, with 3 projects that have to determine their target 
capacity. The total capacity of the projects amounts to 
26.00MW [27]. It is worth noting that 7 of these awarded 
projects involve tidal in-stream energy technology. This is a 
testament to its commercial readiness and maturity in terms of 
research and development. 

III. METHODOLOGY AND APLLICATION 

A. Methodology 

The process flow diagram of the methodology for the pre-
feasibility assessment is shown in Figure 1. The inputs for the 
hydrodynamic model, such as bathymetry and grid resolution, 
are mainly based on the area of interest. A desktop was 
conducted to identify the potential sites in Davao Gulf. The 
area of interest was narrowed down into Pakiputan Strait with a 
two-day transect survey. 

TABLE I.  AWARDED OCEAN ENERGY PROJECTS BY THE DOE AS OF 

JUNE 30, 2020 

Region Location Technology Developer 
Type of 

contract 

Total 

capacity 

(MW) 

III 
Cabangan, 
Zambales 

OTEC 

Bell Pirie 

Power 
Corp. 

Pre-

develop
ment 

5.00 

V 

San 
Bernardino 

Strait, 
Matnog, 
Sorsogon 

TISE 
H&WB 
Corp. 

Pre-

develop
ment 

5.00 

VIII 

Northwest 

Capul, 
Northern 
Samar 

TISE 
Oceantera 
Energy 
Corp. 

Pre-
develop
ment 

TBD 

San 
Bernardino 

Strait, 

between 
Bicol 

Peninsula 

and Samar 
Leyte 

Corridor, 

Area 2OP 

TISE 
H&WB 
Corp. 

Pre-
develop
ment 

5.00 

Capul Pass, 
Dalupiri 

Island, San 

Antonio, 
Northern 
Samar, 

TISEC-
Project Site 
(Area 6) 

TISE 

Poseidon 

Renewable 
Energy 
Corp. 

Pre-
develop
ment 

TBD 

San 

Bernardino 
Strait and 
Northern 

Samar, 
TISEC-

Project Site 

(Area 4&5) 

TISE 

Poseidon 
Renewable 

Energy 
Corp. 

Pre-
develop

ment 

TBD 

San 
Bernardino 

Strait, 

between 
Bicol 

Peninsula 

and Samar 
Leyte 

Corridor, 

Area 3OP 

TISE 
H&WB 
Corp. 

Pre-
develop

ment 

5.00 

XIII 

Gaboc 
Channel, 
Surigao del 

Norte 

TISE 

Adnama 
Power 

Resources 

Corp. 

Pre-
develop

ment 

6.00 
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The surface and depth-averaged velocities, along with their 
GPS coordinates, obtained from the transect survey were post-
processed to identify potential locations for a tidal turbine. 
Bathymetry data were collected. Continuous on-site data 
collection of tidal currents was also carried out to collect 
empirical data as inputs for a harmonic analysis. The 
bathymetry data and the results of the harmonic analysis were 
used as inputs to the hydrodynamic modeling. Finally, a 
forecast estimate of the mean electrical power and annual 
energy production was determined from the collected tidal 
current data. 

 

 
Fig. 1.  Methodology flow diagram. 

B. Site Selection 

This research closely follows the methodology of site 
definition and selection described in Assessment of Tidal 
Energy Resource, a document prepared in consultation with 
The European Marine Energy Centre Ltd (EMEC) and with 
other interested parties in the UK marine energy community 
[6]. The site selection methodology used in the study was the 
Stage 2a, which is the first stage of the pre-feasibility of the 
tidal resource assessment [6]. The determined region was 
Davao Gulf. The channel considered was Pakiputan Strait in 
the northern part of the gulf, with the aim of selecting a 
localized area for the tidal energy converter implementation. 

C. Estimation of Current Speeds 

The modeling suite used in the hydrodynamic modeling 
was Delft3D [28]. Other inputs, such as the grid, land boundary 
file, and enclosure, were also generated from the modules 
included in Delft3D. Rectangular structured grids were used to 
coincide with the given grid resolution for each stage of the 
resource assessment. For stages 1 and 2a, the grid resolutions 
should be less than 5km and 500m, respectively [6]. As shown 
in Figures 2, 3, the model has a grid resolution of 1km for the 
regional assessment (Stage 1) and a grid resolution of 100m for 
the pre-feasibility assessment (Stage 2a). In Stage 2a, the area 
of interest was narrowed down into a channel. The bathymetry 
data were acquired from the French Research Institute for 
Exploitation of the Sea (IFREMER) [29-31] and the General 
Bathymetric Chart of the Oceans (GEBCO) [32]. The raw 
bathymetric data were processed with DELFT 3D as shown in 
Figures 4-5. The bathymetric data from the 2020 gridded 
bathymetry of GEBCO have soundings with spacing of 
approximately 450m. However, the soundings for IFREMER 
bathymetric data were not specified in the obtained raw data. 
As for the harmonic analysis, 15 tidal constituents (O1, K1, P1, 
N2, NU2, M2, L2, S2, K2, MK3, M4, S4, M6, S6, and M8) 
were extracted from the empirical tidal velocity data that were 
continuously collected on site for 15 days. The amplitudes and 
phases of these tidal constituents were used in the tidal forcing 
needed by the model. Aside from the open boundary, physical 
parameters and flow conditions were also added. Parameters 
such as salinity, temperature, and other meteorological inputs 
were not yet considered in the simulation of the model. 

Observation points were added in the model to check the 
modeled tidal currents in specific areas. 

 

 
Fig. 2.  Davao Gulf 1km grid resolution. 

 
Fig. 3.  Pakiputan Strait 100m grid resolution. 

 

Fig. 4.  Bathymetric data for Davao Gulf. 

 
Fig. 5.  Bathymetry for Pakiputan Strait. 
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Several simulations were made, as a part of the sensitivity 
analysis, with varied inputs. It was found out that non-
astronomical attribute files have a significant influence on the 
output of the model. Three simulations showed more realistic 
results. From these three simulations, it was determined, using 
their respective East vs. North graphs (see Figure 6), that the 
current in Pakiputan Strait is reversing. This was also evident 
in the results of the harmonic analysis for the eccentricity of all 
the harmonic constituents that are almost equal to 1. 

 

 
Fig. 6.  East vs. North components (m/s). 

The potential sites from the spatial variation of the depth-
averaged velocities, as shown in Figure 7, were similar to those 
that can be identified from the desktop study. However, though 
the spatial variation gave similar sites to those from the desktop 
study, the current velocities from the model did not show a 
positive linear relationship with the actual current velocities 
obtained from the 15-day data collection. Hence, to improve 
the model performance and outputs, the grid, location of the 
open boundary, tidal forcing, and other parameters of the 
model must be reviewed. In the new model, the number of 
layers will be increased to generate predicted surface velocities 
and not just depth-averaged velocities. The new hydrodynamic 
model will then be validated using in-situ measurements.  

 

 
Fig. 7.  Spatial variation for depth-averaged velocities. 

D. Energy Yield 

An estimate of the mean electrical power and annual energy 
production from tidal in-stream energy was obtained simulating 
a generic device, as described in [6]. A generic device was used 
for the study since no device had yet been tested. The available 

power ������ for every vertical bin i across the depth of the 

water is given by: 

������ � 0.5���
�    (1) 

where �	  is the density of seawater, assumed constant for 
simplicity at 1025kg/m3, �  is the capture area of the device, 

assumed to be 1m2 (bin size), and �
�  is the tidal stream 

velocity at the bin. 

Combining this with the rotor efficiency ��, the electrical 
power per bin ���� is given by: 

���� � ������ ∙ ��    (2) 

For a generic device, ��	was considered to rise from 38% at 
cut-in speed to reach 45% at the rated velocity. The rated 
velocity was taken as 71% of the mean spring peak velocity 
���� at the hub height. The Vmsp is defined in [6] as the peak 

velocity that has been reached for 10min during the whole 
month from the results of a static field survey, model, or 
harmonic analysis. From the results of a static field survey 
conducted during February 2020 to collect empirical data for 
harmonic analysis, the Vmsp was estimated to be at 1.7m/s at a 
hub height of 3m below the water surface (i.e. Vmsp =�). The 
data set was comprised of velocity data collected at 1min 
intervals for each 1m vertical bin across the depth continuously 
over a 15-day period on the same site. This Vmsp of 1.7m/s 
was significantly higher compared to that which had been 
determined from an earlier transect survey using a boat-
mounted Acoustic Doppler Current Profiler (ADCP) on the 
same site conducted in August 2019, generating a value of 
1.5m/s. Hence, the rated velocity for the generic device was 
determined as 0.71×1.7 ≈ 1.2m/s. 

The cut-in speed (the minimum velocity required for device 
operation) was assumed constant at 0.5m/s. This assumption 
greatly simplified the analysis without imposing significant 
limitations on the accuracy, since the available energy from 
tidal currents at speeds below 0.5m/s is usually less than 5% of 
the total available energy. A velocity distribution ���� is also 
defined to be derived from the tidal harmonic analysis [6]. The 
data set from the 15-day data collection was instead used to 
develop ���� . As part of the preliminary results, this 
distribution was assumed to represent an annual distribution. 
The chart in Figure 8 displays the energy yield from a generic 
device, showing ������, ����, and ����. 

 

 
Fig. 8.  Velocity distribution and estimated power from the site. 
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The mean annual electrical power �����  was obtained by 
combining the velocity distribution ����  with the average 
absorbed power for each velocity bin ����	by using (3): 

����� � ∑ ���� ∙ ����
��
���     (3) 

The number of vertical bins �  considered was only one 
(i.e. the 1m vertical bin at 3m below the water surface). After 
taking the summation, ����� was determined to be at 0.154kW 
for 1m2 of the capture area. 

E. Sensitivity Analysis 

Performing sensitivity analysis on the hydrodynamic model 
showed that varying the input parameters to the model resulted 
in a visually similar spatial distribution of the currents in 
Pakiputan Strait. Figure 9 illustrates several results from these 
variations. Certain inputs to the model, particularly the tidal 
constituents and the bathymetry data, were kept constant during 
the sensitivity analysis. 

 

 
Fig. 9.  The hydrodynamic model spatial results did not vary significantly 
with varying input parameters. 

Due to the inherent dependence of the nominal value of 
energy and power to the cube of the nominal value of tidal 
velocities, as shown in (1), it was reasonable to expect 
significant variations of power corresponding to any changes in 
observed velocity values. 

 

 
Fig. 10.  AEP varied significantly with varying Vmsp. 

Sensitivity analysis (Figure 10) showed that a 10% decrease 
in the nominal value of the Vmsp on site will lead to a 15% 

decrease in the nominal value of the AEP. This observation 
was also true for every 10% decrease up to 30%. On the other 
hand, a 10% increase in the nominal value of the Vmsp on site 
led to a 30% increase in the nominal value of AEP. Checking 
for sensitivity beyond a 20% increase in the nominal value of 
the Vmsp was not realistic because the velocity distribution 
shows no instances of such velocities occurring. This analysis 
assumed that the considered Vmsp still corresponded to the 
velocity distribution derived from observations. 

IV. CONCLUSION 

Based on preliminary results, Pakiputan Strait is a candidate 
site for the deployment of a tidal energy conversion system. 
From the results of a static field survey conducted during 
February 2020 and the collected empirical data for harmonic 
analysis, the Vmsp was to be at 1.7m/s at a hub height of 3m 
below the water surface (i.e. Vmsp = �). The data set was 
comprised of velocity data collected at 1min intervals for each 
1m vertical bin across the depth continuously over a 15-day 
period on the same site. The velocities from modeled and 
empirical data show that tidal power from a generic device will 
be potentially available for the 60% of the time. The results of 
the study are not yet conclusive and could be improved by the 
collection of more data and conducting a field survey as a 
validation step. Much motivation could be derived from the 
preliminary results, as it responds to technological questions by 
showing tidal velocities that can run a generic device. 
Similarly, it beckons the need to design devices suitable to 
harness the resource given in this site. Additional sections of 
the channel could be used as generation sites once the 
identification of constraints is completed at the end of the 
resource assessment and during its further stages.  
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Abstract-Ti6Al4V alloy is a material with great strength, low-

slung modulus, inferior density, and a virtuous blend of 
mechanical and exceptional corrosion resistance. However, it 

does not offer good osseointegration and bone development 

properties. Conversely, hydroxyapatite (HAP) is highly bioactive 

in nature to bind with the nearby bone tissues when implanted in 

the host body. In this work, we have extracted HAP from bovine 

bones by using the thermal decomposition method. This was 

followed by its deposition onto the Ti6Al4V alloy using the 

Electrophoretic Deposition (EPD) technique. TiO2 is used as a 

bond coat layer to increase the adhesion between HAP and 

Ti6Al4V alloy substrates. The coated samples after sintering 

exhibited excellent adhesion. This was followed by 

characterization using Scanning Electron Microscopy (SEM) and 

Fourier Transformed Infrared Spectroscopy (FTIR). FTIR and 

SEM confirm the formation of HAP and its presence after the 
immersion in SBF. Vicker hardness tester confirms the increase 

in hardness value of coated samples up to 35%. Potentiostat tests 

were conducted to compare the corrosion rate of both samples. In 

addition, the particle sizes were also identified by a laser particle 

analyzer, whereas X-Ray Diffraction (XRD) technique was also 
used to determine the crystalline phases of alloy and HAP. 

Keywords-corrosion; electrophoretic deposition; hydroxiapatite; 

simulated body fluid; Ti6Al4V alloy   

I. INTRODUCTION  

Materials having biotic nature or host tissue compatibility 
can be implanted into living organisms to augment or replace 
impaired parts. Generally, metals, ceramics, polymers, and 
composites are materials widely used in biomedical 
applications. Amongst them, titanium-based alloys are some of 
the most widely used as implant materials [1]. Titanium and its 
alloys bear enhanced properties like excellent strength [2], 
optimum elastic modulus [3], low density [4], blend of other 
mechanical properties [5], and excellent corrosion resistance 
[6-12], needed for various applications including orthopedic 

[13], dental [14], and surgical implants [15], artificial joints 
[15], etc. It should be noted that the elastic modulus of 
titanium-based alloys is considerably close to bones' [16, 17] 
which makes it ideal for long term applications [18]. However, 
titanium based alloys do not possess good osseointegration [19] 
thereby requiring additional surface treatment. This means that 
there is a poor bond between titanium and bones causing 
implant loosening which is highly undesirable. Therefore, 
surface modification plays a vital role in optimum 
osseointegration [15, 20]. There are several techniques used in 
this regard such as: sand blasting [21, 22], etching [23], 
electrochemical treatment [24], and thermal spray coatings 
[25]. Amongst them, bio-ceramic coatings using, the 
hydroxyapatite (HAP - Ca10(PO4)6(OH)2) [26-28] are very 
promising for the modification of implant surfaces since they 
create strong bonding with bones [29-31]. One of the great 
advantages of the HAP is its great lifespan [32, 33]. The 
calcium phosphate (CaP) ratio of HAP is 1.67 which is highly 
stable at a normal temperature and its pH ranges from 4 to 12. 
However, the properties and resultant applications of HAP 
depend on morphology, size, chemical composition and 
crystallinity [31]. In addition, it provides speedy and durable 
fixation to the host bones and possesses osseoconductive 
properties [34], protecting the metal surfaces from the 
environmental effects and thereby reducing the discharge of 
metallic ions from the implant surface to the host body. The 
main advantage of CaP is that it is already present in the bones 
and teeth of the vertebrates [35]. Moreover, there are several 
methods to produce HAP such as: dry methods, wet methods, 
microwave (MW)-assisted methods, ball-milling or ultrasound, 
etc. [36]. Additionally, numerous coating strategies are 
available to coat HAP on metallic alloys, for instance: plasma 
spraying [37, 38], sol gel [39, 40], Electrophoretic Deposition 
(EPD) [11, 41-43], etc. Amongst them the most economically 
viable technique is EPD [44], offering a controlled coating 
composition with the process being highly pure [45], fast [41] 
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that could be used to coat complex shaped substrates [45]. In 
this study, HAP was produced from bovine bones since they 
are an abundant and economical source. This was followed by 
the deposition of HAP on chemically treated Ti6Al4V alloy. 

II. EXPERIMENTAL PART 

A. Materials 

The materials utilized in this research are shown in Table I. 
All of them were of analytical grade and were used in as 
received condition.  

TABLE I. MATERIALS/CHEMICALS USED 

S.No. Chemicals / materials 
Purity 

(%) 
Supplier 

1 Ti-6Al-4V 99.0 
Baoji North Hongsheng 

Industry & Trade Co., Ltd. 

2 Sodium chloride 99.0 Sigma Aldrich 

3 Sodium bicarbonate 99.0 Sigma Aldrich 

4 Potassium chloride 99.0 Sigma Aldrich 

5 
Di sodium phosphate 

tri hydrate 
99.0 Sigma Aldrich 

6 
Magnesium chloride 

hexa hydrate 
99.0 Sigma Aldrich 

7 Hydrochloric acid 99.0 Sigma Aldrich 

8 
Calcium chloride 

dehydrate 
99.0 Sigma Aldrich 

9 Di sodium sulphate 99.0 Sigma Aldrich 

10 
Cyano hydride tri 

methanol 
99.0 Sigma Aldrich 

 

B. Methods 

1) Preparation of Hydroxyapatite 

HAP was synthesized from bovine bones, purchased from 
the local market, by the thermal decomposition process. This 
was followed by their boiling in deionized water for about 3 
hours to remove the unwanted fats. Additionally, second 
boiling was carried out for the deproteinization of bones. 
Thereafter, the bones were immersed in acetone for two hours 
in an ultrasonic bath for further cleaning. Subsequently, the 
bones were dried and cut into smaller sizes by mortar and 
pestle. The resultant powder was placed into a box furnace and 
heated at 1100oC at a heating rate of 5°C/min for 3 hours for 
the preparation of HAP. Later on, XRD and laser particle 
analysis were conducted to confirm the peaks and particle sizes 
of as-synthesized HAP powders respectively. The process 
details are shown in Figure 1. 

2) Activation of Substrates  

Titanium alloy Ti6Al4V was used as substrate in plate 
form, having a thickness of 2mm. The microstructure of the as-
received Ti alloy was revealed by following the steps of 
grinding and polishing followed by etching for 20-25s in the 
Kroll's reagent (96ml distilled water + 6ml HNO3 + 2ml HF). 
A wet chemical etching process was carried out to enhance the 
surface available for coating at room temperature. Several 
chemicals were used to immerse the electrode into the solution 
for the desired time and then it was ready to be used as a 
substrate for coating. Next, we took an equal quantity of 5ml 
each for hydrochloric acid, nitric acid, hydrogen peroxide, 
sulfuric acid and introduced them into 30ml of distilled water 

followed by the immersion of substrates into the prepared 
solution for 3 hours. Then, titanium substrates were placed in 5 
Molar NaOH solutions for 72 hours at room temperature. In the 
next step, the substrates were annealed in the air using a box 
furnace at 600°C followed by holding for 1 hour. This process 
was used to create the small nano-sized pits on the surface of 
the substrates used for the coating purpose. The samples were 
then considered ready for the EPD process.  

 

 
Fig. 1.  Steps of producing HAP from bovine bones, calcination cycle, and 

XRD pattern of successfully produced HAP. 

3) EPD of HAP 

For the enhancement of adhesion properties of 
hydroxyapatite, Titania (TiO2) was used as an intermediate 
layer between HAP and Titanium alloy substrate. The process 
flow chart is shown in Figure 2. In this process, an electrolytic 
solution containing 0.5g TiO2 and 0.5g HAP was dissolved in 
100ml ethanol solution followed by sonication for 15 minutes 
and was ultrasonically shook for 30 minutes. It was then left for 
settling for 20 minutes and was stirred again for 25 minutes at 
40

°
C. The EPD process was done at 20V for 5 minutes while 

keeping the distance between electrodes at 2cm. The resultant 
coating was sintered in the tube furnace at 800°C. Finally, the 
samples were ready for characterization to further evaluate the 
properties of Ti-6Al-4V alloy coated with hydroxyapatite. 

 

 
Fig. 2.  Process flowchart of coating HAP on Ti-6Al-4V substrate. 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7240-7246 7242 
 

www.etasr.com Asrar et al.: Facile Coating of HAP on Ti6Al4V for Osseointegration  

 

III. RESULTS AND DISCUSSION 

A. Particle Size Analysis 

We used the BT-9300H laser particle analyzer for the 
determination of particle size of HAP powder. The results are 
shown in Figure 3. The average obtained particle size was 
25.73 microns with respect to cumulative percentage.  

 

 
Fig. 3.  Average particle size of HAP powder synthesized by bovine bones. 

B. XRD Analysis 

The X-pert Pro XRD DY3313 XRD machine operating at 
40kV and 30mA using Cukα radiation was used to analyze the 
phase of the HAP. The diffraction pattern was recorded over 2θ 
at the scanning rate of 0.1 and was performed over the angular 
range from 10° to 79°. Figure 4 reveals the XRD spectra of 
bovine bones calcinated at 1100°C which is in good agreement 
with the standard HAP pattern [46, 47]. The calcinated sample 
peak at 31.8 confirms the formation of hydroxyapatite powder. 
Moreover, the XRD spectra of the chemically treated Ti alloy 
surface show the presence of TiO2 and coated alloy confirming 
the presence of the HAP layer on the chemically treated 
Ti6Al4V. 

 

 

Fig. 4.  XRD pattern of synthesised HAP, chemically treated surface and 
Titanium alloy coated with HAP powder after sintering. 

C. Chemical Composition 

The chemical composition of titanium alloy is found by 
using an X-ray fluorescence spectroscope (INNOV-X 

SYSTEMS) which is comparable to ASTM F136 standard 
[48]. The results are presented in Table II. 

TABLE II. CHEMICAL COMPOSITION USING XRF ANALYSIS 

Alloy Titanium Vanadium Aluminum 

ASTMF136 Balance 3.5-4.5 5.5-6.75 

Ti6Al4V Balance 4.17 6.12 

 

D. Microstructures 

The polarized light microscope OLYMPUS GX51 was 
used to reveal the microstructure of the as-received samples. It 
was found that the titanium alloy consists of two different 
phases: equiaxed Alpha and transformed Beta phase [49] which 
are shown in Figure 5(a). Figure 5(b) shows the SEM image of 
the HAP powder. The powder comprises of agglomerated fine 
particles while the shape of the particles is angular and non-
spherical [50]. Figure 5(c) shows Ti6Al4V alloy coated with 
HAP after sintering which revealed that there was an enhanced 
linkage and the interconnection of HAP powders that exist on 
the coated surface morphology [51]. Figure 5(d) shows the 
HAP coated on Ti6Al4V after the immersion in SBF [52]. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5.  (a) Optical structure of as received sample. (b) SEM image of the 

produced HAP powder. (c) Ti6Al4V coated with HAP and sintered at 800
o
C. 

(d) After immersion in SBF solution. 

E. Hardness  

Micro Vickers hardness tester (DIN EN 6507) was used to 
examine the hardness of bare and coated Ti6Al4V alloy by 
applying a load of 500g with a dwell time of 10s. The results 
are shown in Table III. A significant increase in hardness value 
of 468HV was obtained for a coated sample as compared to the 
pristine sample with a hardness value of 340HV. The Ti-based 
alloy produced a high hardness value which is a major 
requirement in being compatible with the body environment. 

TABLE III. HARDNESS RESULTS 

Alloy Hardness (HV) 

Ti6Al4V (before coating) 340 

Ti6Al4V (after coating) 468 
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F. Corrosion Behavior 

1) Immersion Test of Coated Samples in SBF 

The coated samples of the HAP were immersed in 
Simulated Body Fluid (SBF) solution which was prepared 
according the procedure defined in [40]. The chemical 
composition of the SBF solution is shown in Table IV. The 
characterization was based upon the pH scale. For comparative 
analysis, the pH of the solution was measured before 
immersion and was found to be 7.4. The sample was then 
immersed in the solution enclosed in a glass beaker at 37°C for 
7 days. Agitations and vibrations were provided to the beaker 
to create an artificial environment of fluid movement around 
the coating. After a passage of the prescribed time, the sample 
was removed from the solution. The solution pH was measured 
after the immersion and was found to be the same as before, i.e. 
7.4. Therefore it was confirmed that no exchange of ions took 
place between the sample and SBF. 

TABLE IV. CHEMICAL COMPOSITION OF THE SBF SOLUTION 

S.No. Chemicals Amount 

1 Sodium chloride 6.559g 

2 Sodium bicarbonate 2.26g 

3 Potassium chloride 0.3773g 

4 Di potassium phosphate tri hydrate 0.1496g 

5 Magnesium chloride hexa hydrate 0.3411g 

6 Hydrochloric acid 10ml 

7 Calcium chloride dehydrate 0.3635g 

8 Di sodium sulphate 0.0731g 

9 Cyano hydride tri methanol 6.0662g 

 

2) FTIR 

FTIR (Perkin Elmer spectrum one system) was used to 
identify the functional groups of HAP coated samples in the 
area of 400-4000cm

−1
. The FTIR spectra before and after the 

immersion in SBF solution is shown in Figures 6 and 7. The 
PO4

3-
 group displays peaks at 560 and 600cm

-1
 and at 1000–

1100cm-1. The peak at about 2600–3600cm-1 links to the 
hydrated OH– ion of HA [53]. The peak from 2000 to 2200cm-1 
shows the stretching of P-O-H [54]. The peak at 1490cm-1

 
matches CO3

2-
 which specifies that HAP is a carbonated-apatite 

(HCA) [55]. The representative peaks of PO4
3- appear at 1090, 

1014, and 590cm-1. The peak at 1650cm-1 shows the presence 
of H2O [54]. 

 

 
Fig. 6.  FTIR spectra of Titanium alloy coated with HAP powder after the 

immersion in SBF solution. 

 

Fig. 7.  FTIR spectra of the Titanium alloy coated with HAP powder 

before the immersion in SBF solution. 

3) Potentiostat Test 

Corrosion tests were conducted to find out the corrosion 
rate of the coated samples. The tests were conducted with a 
GAMRY potentiostat having a counter electrode (graphite) and 
a reference electrode (hydrogen) using Tafel. The corrosion 
rate was determined in an artificially created human body 
environment called SBF. The Tafel curve of the bare and 
coated sample is shown in Figure 8. The samples (i.e. the 
working electrode) were prepared according to the standard 
ASTM G108-94 analyzed at 37

o
C using voltage ranges 

between -0.3 and 0.3V. Tafel curves were plotted at a rate of 
1mv/sec to find the current density and potential. Figure 8 also 
shows the potentiodynamic curve for bare Ti6Al4V alloy 
having a current potential of -240V and current density of 
1.63×10

-4
µA/cm2. Hence, the corrosion current density (Icorr) in 

the passive zone shifted down from 252nA to 701nA and the 
corrosion potential (Ecorr) from -0.24V to 0.25V. The corrosion 
rate for HAP coated substrate was decreased as 11.95×10-3mpy 
from 33.53×10-3mpy for the bare Ti6Al4V alloy. The HAP 
coating consequence on Ti6Al4V alloy infers that the coating 
shows minimum release of metallic ions in SBF solution [14].  

 

 
Fig. 8.  Tafel curve of coated and uncoated Titanium alloy. 

G. Adhesion 

For evaluating the adhesion of the coated samples we used 
the scratch tester machine M-TGN80 having diamond intender 
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landed on the coated substrate producing an indent on the 
substrate surface up to a maximum load of 60N as shown in 
Figure 9. The result shows an excellent strength for the coating 
[56]. The morphological measurements were taken in the stereo 
microscope under low magnifications (5X) which reveal the 
distances of the crack from various aspects. 

 

 
Fig. 9.  Magnified scratch marked with the Adhesion tester. 

IV. CONCLUSION 

Hydroxyapatite is the furthermost noticeable inorganic 
substance for biomedical applications. Research showed that 
natural HAP from bovine bones can be synthesized by using 
the thermal decomposition method. From this study, no 
significant difference was observed between bovine bone-
derived HAP and naturally occurring HAP. HAP powder 
electrophoretically deposited on Ti-6Al-4V alloy was used as 
substrate. The characterization of the coated sample confirmed 
that the coating enhanced the osseointegration properties of the 
implant. Moreover, the hardness of the coated samples was 
observed to be increased up to 35% as compared to the pristine 
samples. The corrosion rate for coated samples was found to be 
decreasing from 33.53×10

-3
mpy to 11.95×10

-3
mpy. Therefore, 

the resultant structures show that our produced samples can be 
used for a wide variety of medical applications with minimal 
expenses. 
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Abstract-A T-stub Square Ring Resonator (SRR) based Ultra-

Wide Band (UWB) Band Pass Filter (BPF) is studied and 

investigated in this paper. The proposed filter is based on coupled 

feed line connected to the T-stub SRR. Ultra-wideband 

characteristics can be realized by adjusting the T-stub lengths 
and coupling the gaps between both sides of waveguides and 

SRR. The characteristics of the T-stub SRR show that the 

miniaturized UWB BPF can be operated at THz frequencies. The 

proposed UWB filter is simulated and analyzed using the Finite 

Differential Time Domain (FDTD) solver-based Computer 

Simulation Technology (CST) studio suite. The resonance 

conditions are explained and the transmission performance of the 

filter agrees with the simulated and theoretical calculations. The 

proposed filter is best suitable for Electronic-Plasmonic 
Integrated Circuits (EPICs). 

Keywords-Metal-Insulator-Metal (MIM); ring resonator; 

coupled lines; Finite Differential Time Domain (FDTD); Ultra-

Wide Band (UWB); T-stub 

I. INTRODUCTION  

The light incident on a metal-insulator region produces a 
high-speed electromagnetic (EM) wave called Surface Plasmon 
Polarity (SPP) [1]. SPPs are known for overcoming the 
diffraction limit of the light at nanoscale wavelengths. Due to 
the low loss and high confinement of light at nanoscale range 
the Metal-Insulator-Metal (MIM) waveguide has been 
proposed by several researchers [2-4]. The subwavelength 
optical components that have been proposed when using MIM 
waveguide are reported in [5-9]. Several researchers worked on 
theories and experimentations of stub resonators like disk 
resonators [10], teeth-shaped resonators [11], rectangular [12], 
triangular [13], square [14], and circular [15] ring resonators. A 
Band Pass Filter (BPF) with symmetric side couple nano-disk 
resonators is analyzed for 1310nm and 1550nm in [16]. A 
concurrent dual band BPF is designed using slot waveguides 
and the performance is carried out at the resonant frequencies 
of 1300nm and 1600nm respectively in [17]. A tunable stepped 
impedance ring resonator for dual band BPF is designed and 
analysed at O and L bands in [18]. However, most of the 
investigations are carried out in single-, dual- and triple-band of 
operation for BPF. A limited work is carried out in Ultra-Wide 

Band (UWB) BPF where the bandwidth is limited, and the size 
of UWB filters is more. The optical bands used for 
transmission are O-band (1260-1360nm), E-band (1360-
1460nm), S-band (1460-1530nm), C-band (1530-1565nm), and 
the L-band (1565-1625nm). The ring resonators are a 
fundamental component used in the Electronic-Photonic 
Integrated Circuits (EPICs). MIM and Insulator Metal-Insulator 
(IMI) are important geometries used in plasmonic waveguides. 
IMI waveguides carry light in longer propagation distances 
than MIM waveguides due to their cladding layers, but the 
MIM structures have higher confinement. Due to the high 
confinement and moderate propagation lengths, the MIM 
structures are efficiently used by EPICs. Authors in [19] 
designed a two-dimensional structure consisting of a MIM 
waveguide with a ring resonator, and two resonant peaks 
observed. This work is a further extension of the SRR for 
UWB applications.  

Most of the existing resonators have symmetrical shapes. In 
this work, a nanoplasmonic T-stub loaded Square Ring 
Resonator (SRR) at optical bands is proposed. Most of the 
existing work was carried out on the design of single and dual- 
operating bands. In our proposed work, more than one band of 
frequencies are considered simultaneously (Ultra-Wide Band-
UWB). 

II. T-STUB SRR FILTER DESIGN 

SRR filter for dual band and SRR with stubs for triple band 
applications have been designed and their performance was 
investigated in our previous work [20]. In this paper, a T-stub 
SRR filter is designed which is suitable for UWB applications 
with compact dimensions. The methodology of the proposed 
filter design is illustrated with the flowchart shown in Figure 1. 
Firstly, the T-Stub SRR is designed using the Computer 
Simulation Technology (CST) studio suite. Simulations are 
carried out under Perfect Magnetic Layer (PML) boundary 
conditions for getting suitable transmission and reflection 
parameters. Figure 2 represents the proposed UWB filter 
designed using SRR. Four T-stubs are included at the four sides 
of the square ring representing the proposed T-stub SRR. The 
blue color in Figure 2 represents the metal and the gray color 
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indicates the insulator. Silver is used as metal and silica is used 
as an insulator. The silver metal permittivity is calculated using 

the Drude model [21], i.e. ( ) ( )2 2ε m = 1-ω ω ω+iγp p , where 

ωp (=1.38×10
16
) is the plasma frequency and γp (=2.73×10

13
) 

is the collision frequency. SiO2 ( 2.5iε = ) is used as an 

insulator and its permittivity is considered constant [21].  

 

Design the T -Stub Ring Resonator using 

CST Studio suite

Start

Optimize the ring resonator 

parameters for appropriate 

Transmission and reflection 

Parameters

End

Simulation for Field distribution plots at the 

resonating wavelengths

 
Fig. 1.  Methodology of proposed T-stub ring resonator. 

 
Fig. 2.  SRR based UWB filter. 

Two waveguides are situated on both sides of the T-stub 
SRR filter. The dimensions of the waveguide, T-stubs and SRR 
are tabulated in Table I. The basic properties of MIM 
waveguide like refractive index (Neff), propagation length (PL) 
of SPP and calculated dispersion relation are defined in [17]. 
The proposed T-stub SRR filter is designed and analyzed using 
a commercially available Finite Differential Time Domain 

(FDTD) solver-based CST studio suite. PML boundary 
conditions with mesh size of 5nm×5nm were used in 
simulations. Two power monitors were included at the two 
ports of the filter (port 1 and port 2) to measure the incident 
power (Pin) and transmitted power (Pout). At port 1 (input port), 
part of the EM waves is reflected at the interface of the MIM 
waveguide and the remaining part of the EM waves is coupled 
to the SRR cavity with a small gap (g). The transmitting and 
reflecting EM waves in the SRR form standing waves and 
these are again coupled to the output port (port 2). The 
rectangular ring resonance condition is given by [12]: 

( )
0 1 2

0

m

g

l l

m

λ
λ

β β

+
= =     (1) 

where m=0,1,2,3…, (βg/β0) is the normalized propagation 
constant, and λ0 is the fundamental wavelength. The overall 
length of the SRR can be calculated from

( )( )0 Reg effL N N nλ λ= = where N=1,2,3….,
gλ is the guided 

wavelength and 
effn is the effective refractive index of the MIM 

waveguide.  

TABLE I. DIMENSIONS OF SRR BASED UWB FILTER 

S. No Parameter Dimensions (nm) 

1 L 100 

2 W 60 

3 L1 1100 

4 d 60 

5 L2 295 

6 W2 50 

7 L3 275 

8 W3 55 

9 g 3 

 

Simulations were carried out for rectangular ring resonator 
observed the dual band operation [11]. Including the T-stubs on 
the four sides of the SRR forms the proposed UWB structure 
and operated O, E, S, and C bands simultaneously. The 
proposed filter is very useful for EPICs. The fabrication of 
MIM waveguide can be done by film deposition and 
photolithography techniques. 

III. RESULTS AND DISCUSSION 

The reflection and transmission characteristics of the T-stub 
SRR are represented in Figure 3. The simulations were carried 
in the FDTD solver-based CST microwave studio suite under 
PML boundary conditions and mesh settings of 5nm×5nm. The 
simulation results of Figure 3(a)-(b) clearly show the filter 
operating in the O, E, S, and C bands simultaneously. The 
transmission characteristics of the proposed T-stub SRR 
depends on the electromagnetic resonance of the SRR. The 
transmission and reflection characteristics are represented in 
Figure 3(a) for varying L3, from 290 to 300 with a step size of 
5nm. For increasing L3 the covering UWB is moved right as 
shown in Figure 3(a). The optimum length L3 is 295nm. The 
bandwidth observed is ~300nm by the T-stub SRR. By varying 
the optimum width W3 of the T-slot from 50nm to 60nm with a 
step size of 5nm, the UWB spectrum covers higher 
wavelengths i.e from 1240nm to 1570nm. However, the 
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reflection coefficient is near to the -10dB range bound. The 
optimimum width for the T-stub is 55nm. The other parameters 
L, W, W2, d, and L2 have negligible effect on the UWB 
spectrum. The varied W3 reflection and Transmission 
coefficient is represented in the Figure 3(b). By varying the gap 
g between the coupled waveguide and SRR, the operating 
UWB band shifts to the right (Figure 3(c)). The value of g 
varies from 2 to 4nm with a step size of 1nm. For the 2nm gap, 
the reflection coefficient is above -10dB for wavelengths from 
1360nm to 1450nm, for 3nm the RC is less than -10dB 
throughout the bands, and for 4nm gap the bands are 
decreasing. Due to that, 3nm is considered the optimum gap of 
the proposed UWB filter. The bandwidth of the proposed UWB 
observed from the simulation results is ~300nm. The 
symmetrical MIM waveguides are located on both sides of the 
T-stub SRR, the electromagnetic wave in the T-stub SRR will 
form the stable resonance observed at three wavelengths shown 
in Figure 3. 

 

(a) 

 

(b) 

 

(c) 

 

Fig. 3.  Reflection and transmission coefficients for: (a) varying L3,(b) 

varying W3, and (c) varying gap g between the coupled feed and the SRR. 

The proposed UWB filter is compared with existing filter 
models in terms of parameters like operating wavelength, 

Extinction Ratio (ER), Bandwidth (BW), Area (L×W) occupied 
by the filter, and application bands. The proposed filter 
provides an improved bandwidth of 310nm when compared 
with the bandwidth (150nm) of the filter presented in [23]. 
Even though the bandwidth is low for the proposed filter in 
comparison with the filter of [4] (320nm), it operates in four 
operating bands (O, S, C, and E).  

 

(a) 

 

(b) 

 

(c) 

 

Fig. 4.  Field distributions: (a) 1264.94nm (237THz), (b) 1362.69nm 

(220THz), and (c) 1495.9nm (200.4THz). 

The proposed UWB T-stub SRR is giving better 
performance in terms of BW, filter size, and application bands 
as can be seen in Table II. 

TABLE II. COMPARISON OF THE PROPOSED FILTER WITH EXISTING 

MODELS 

Filter 

models 

Operating 

wavelength (nm) 
ER 

BW 

(nm) 

L×W 

(nm
2
) 

Application 

bands 

BPF based on 

ARR [4] 
1190–1510 ~38 320 1100×1620 

O, S, C and 

partial E 

BPF based on 

U-shaped RR 

[23] 

1280–1440 
~26.

5 
150 1120×3232 O, S 

Proposed 

filter based 

on SRR 

1240–1550 
~28.

1 
310 1200×1506 O, S, C, and E 
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The energy of the SPP wave at UWB wavelengths shows 
the stronger coupling of the T-stub SRR filter at 1264.94nm 
(237THz), 1362.69nm (220THz), and 1495.9nm (200.4THz) 
wavelengths as shown in Figure 3. According to the simulation, 
the odd mode analysis has given better results than the even 
mode analysis of the T-stub SRR filter. 

IV. CONCLUSION 

In this paper, the T-stub SRR filter for ultra-wide band 
applications based on transmission characteristics was studied. 
The coupled line MIM plasmonic structure is composed of two 
straight waveguides and the T-stub SRR. Simulations were 
carried out using the FDTD based CST studio suite. The 
simulation results show that the T-stub SRR filter gives better 
performance in O, E, S, and C optical bands. The transmission 
is slightly smaller at bigger wavelengths when comparing with 
the transmission at smaller wavelengths. The proposed T-stub 
SRR is optimized for the parameters of L3 (length of the stub) 
and gap g between the MIM waveguide and SRR. The ER for 
the proposed T-Stub UWB filter is ~28.1 at 1252nm and ~17.5 
at 1492nm respectively. The bandwidth for the UWB band is 
310nm. The optimized parameters also show that the proposed 
filter is best suitable for optical UWB applications. A strong EM 
coupling was observed at the MIM waveguides and SRR 
throughout the UWB range. The proposed UWB is best suitable 
for EPICs for transmitting high speed data. These structures are 
fabricated using lithographic techniques.   
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Abstract-In this study, four different alloys of steel blocks with a 

thickness of 15mm were manufactured in order to develop an 

alternative to steel plates used in wear exposed areas of 
construction machines, trucks, and asphalt production plants. To 

further increase the wear resistance of the manufactured steel 

blocks, their thickness was reduced to 10mm by the hot-rolling 

method. Wear specimens were obtained from rolled blocks. 

These specimens were abraded at 20N, 40N, and 60N loads in 

reciprocating linear motion module ASTM G-33 standards to 

determine their wear resistance. SEM and EDX analyses were 
also conducted to see modifications on the worn surfaces. In 

addition, a theoretical model of wear behaviors was created, 

calculations were made with Archard wear equation and ANSYS 

software, and the theoretical and experimental results were 
compared. 

Keywords-steel plates; wear; hot rolling; Archard wear analysis 

I. INTRODUCTION 

Steel powerfully impacts the way seven billion of us on the 
planet go about our daily lives, wherever we are [1]. This effect 
of steel in our lives brings along some engineering problems. A 
scientific, engineering and economic problem is the wear of 
mechanical parts caused by decrease of working surfaces' 
properties. The wear mechanisms are very complex, due to the 
interlinked factors. The intensity of interaction depends on the 
conditions of the environment, in which the mechanical parts 
are used as well as the type and parameters of the work. 
Tribological properties such as wear play a critical role in 
deciding the service life of components that form a moving 
system or in repetitive/regular contact with each other [2]. 
Wear resistant plates are a modern solution in the regeneration 
of worn machine parts and for producing new parts which 
bring together high wear and abrasion resistance with costs 
reduction. Authors in [3] examined wear resistant steel 
materials with different chemical ratios by different 
manufacturers used in construction machines and similar fields 
and found that wear behavior and wear amounts in materials 
vary significantly depending on the chemical content of the 
material. 

In the mineral processing industry, the high stress 
conditions create a challenging environment for the wear 
protection steels. Great amounts of highly abrasive rocks are 
processed and transported in earth construction, excavation, 
mining, and mineral processing, inducing heavy abrasion, 
gouging and impact wear. Authors in [4] conducted wear tests 
at 20N, 40N, 60N, and 80N loads on steel plates with different 
C, Mn, and Si ratios. The C ratio varied between 0.15% and 
2% and they found that the wear volume decreased by 
increasing C rate [4]. Wear is an important phenomenon that 
adversely affects the efficiency and lifespan of all machine 
components in contact under relative motion. In this regard, 
there is a need to develop new instruments to attain a better 
understanding of the wear phenomenon. Authors in [5] 
constructed a tribotester and used the topography of worn 
surfaces, to provide wear process and wear volume images 
along with more detailed correlation.   

II. MODEL ANALYSIS 

Prior to casting, Anycasting software was used for casting 
analysis of the model for molding, filling of the mold and 
prevention of internal cavities. In the Anycasting, casting 
shape, casting type, runner, and other parts were first defined 
with the Anypre module and the mold area was created by 
selecting the casting area and runner axis [6, 7]. Then, a 
theoretical analysis was carried out as shown in Figure 1 to get 
results such as casting filling time, solidification time, 
shrinkage cavities, which are of vital importance. After casting, 
corrections were made on the model by checking whether 
shrinkage cavities occurred on the piece. By reverse 
engineering the resulting model, downsprue, runner, nozzle, 
vent-riser design and calculations were made for casting [8-10]. 

III. MOLD MANUFACTURING 

Most of the pieces manufactured through casting were 
shaped with the sand casting process. Sand mold casting was 
conducted by pouring molten metal into a sand mold cavity and 
after the solidification process, breaking away the sand mold to 
remove the cast piece [11]. In the model-mold design for sand 
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mold casting, the shrinkage allowance on the model and the 
values obtained from AnyCasting software were checked for 
relevance. The Model-Flask used in sand mold preparation is 
shown in Figure 2. 

 

 

Fig. 1.  Shrinkage volume display. 

 
Fig. 2.  Flask and model display prior to sand casting. 

For the preparation of the flask, 2800g of sand, 80-85g of 
resin, and 20-25g of chemical hardener were weighed on a 
precision scale and then were mixed in a separate container 
manually or by using a machine with adding resin and 
chemical hardener for 1.5-2 minutes. The mixed sand was 
emptied on the model inside the flask with a foundry trowel. 
While emptying the mixture, special attention was paid to the 
sand squeezing process for proper mold formation. The molds 
prepared for the casting process were joined together with 
special adhesive-refractory material. The molds were put in a 
dryer furnace for dehumidification and made ready for casting 
before pouring. 

IV. POURING PROCESS AND SPECTRAL ANALYSIS 

A single material cannot meet all the high performance 
needs of long-lasting spare parts, so the properties of the 
material are improved by alloying through casting [12]. In 
pouring process, samples were taken from the furnace after 
burden materials fully melted and reached the desired 
temperature. The chemical analysis of the samples was carried 
out in a spectrometer to determine their chemical composition. 
Proper rates of ferroalloy were added to the first alloys in the 
furnace after composition values were calculated in the 

analysis. After reaching the desired rate with calculations and 
adding ferroalloy, pouring process was completed. The mold 
was left for cooling and then the pieces were removed from the 
mold for cooling and cleaning process. The shake out after 
casting is shown in Figure 3. GNR Atlantis Optical Emission 
Spectrometer was used for spectral analysis. The rates of cast 
specimens with different chemical compositions are shown in 
Table I. 

 

 
Fig. 3.  The pouring moment-mold display after cooling. 

TABLE I.  CHEMICAL COMPOSITION OF SAMPLES AFTER CASTING  

Cast specimen 

number 
1 2 3 4 

Specimen 

name 
N1 N2 N3 N4 

C 0.48 0.54 0.59 0.58 

Mn 0.95-1.00 1.49 1.55 1.19 

P Max-0.016 Max-0.020 Max-0.020 Max-0.019 

S Max-0.009 Max-0.011 Max-0.010 Max-0.010 

Si 0.58 0.60-0.70 0.49 0.60-0.70 

Cr 1.30-1.40 1.26 1.27 1.24 

Ni 1.26 1.245 1.25 1.24 

Mo 0.54 0.62 0.63 0.61 

 

V. ROLLING 

Prior to the rolling process, cast specimens were cut at 
100×30×15mm dimensions with a cutter in order to match the 
laboratory draw bench. Then the prepared specimens were 
heated up to 1200±10°C in a PID controlled furnace with 
digital temperature and program display for hot rolling process. 
The 100×30×15 steel cast specimens were rolled on a draw 
bench with 150mm press surface width and 150mm cylinder 
mill diameter as shown in Figure 4. 

 

 
Fig. 4.  Rolling process in laboratory conditions. 
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The rolling process was done in 3 passes. In the 1st pass the 
thickness was reduced to 14mm, in the 2nd pass to 12mm, and 
in the 3rd pass to 10mm. At the end of the rolling process, the 
average dimensions of the specimens were 140×37×10mm. 
The average, measured after rolling, Brinell hardness of the 
specimens is given in Table II. 

TABLE III.  AVERAGE BRINELL HARDNESS VALUES AFTER ROLLING  

Specimen name Brinell hardness(Hv) 

N1 457 

N2 612 

N3 605 

N4 670 

 

VI. WEAR TEST 

Tribometer T10/20 test equipment, manufactured by the 
UTS company, was used for wear experiments (Figure 5). 
Before the experiments, the specimens were cut and 
sandpapered and then mounted on the equipment. The tests 
were carried out in accordance with reciprocating linear motion 
module and ASTM G-133 (Standard Test Method for Linearly-
Reciprocating Ball-on-Flat Sliding Wear) [11, 13]. 20N, 40N, 
and 60N loads were used in tests. Test parameters and load 
amounts are shown in Table III. 

 

 
Fig. 5.  Test set-up for wear testing. 

TABLE II.  WEAR TEST PARAMETERS  

Load (F) 20N/40N/60N 

Frequency 3Hz 

Distance (X) 7mm 

Sliding distance 250 m 

Sliding velocity 42mm/s 

 

 
Fig. 6.  Images of wear testing and specimen after wear test. 

Figure 7(a)-(d) shows the SEM views of the wear surfaces 
of steel specimens under 60N load. It can be seen that there are 
significant, superficial, groove-like scratches, along with 
deformation scratches that accumulate on the part that broke 
after wear and plastic deformation materials dispersed on its 
surface. It is observed that wear is less in areas with high 
manganese on their surfaces. Especially in the samples given in 
Figure 7(b) and (c), it is seen that the amount of abrasion is less 

and the highest wear occurred in the sample in Figure 7(a). It 
has been observed that in all the figures, the materials show a 
serious resistance mechanism against abrasion that can be 
called abrasion resistant steel [14]. 

 

 
Fig. 7.  SEM and EDX images of abrasion test with 60N load in 1.00Kx 

(a) Sample1, (b) Sample2, (c), Sample3, (d) Sample4. 

VII. ARCHARD FEM ANALYSIS AND RESULT COMPARISON 

The Archard wear equation [15-17] or Holm/Archard law, 
introduced by J.F. Archard in 1953, states the relationship 
among sliding wear volume (V), normal load (W), total sliding 
distance (L) and hardness of the softer of two contacting 
surfaces (H). The classical Archard’s wear model is widely 
used in abrasive wear literature. The Archard’s wear equation 
shows that wear rate is proportional to sliding velocity and 
normal contact force. The Archard wear model defines wear 
direction along with wear rate, contact pressure, sliding 
velocity, and material hardness: 

� �
�

�
�
�
�
�

    (1) 

Values such as wear coefficient, pressure exponent and 
velocity exponent were taken as constant: C1 = wear 
coefficient, K = 1.05×10

-2
, C2 = material hardness, H = 

variable as per specimen hardness [19], C3 = pressure 
exponent, m = 1, and C4 =velocity exponent, n = 0 [20]. 
Different hardness values were designated as variable for 
different specimens after casting [18]. Material hardness 
obtained after rolling were proportioned and hardness values 
were taken as 2400 for N1, 3250 for N2, 3120 for N3, and 
3480 for N4.  
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ANSYS software was utilized for finite element analysis 
and the experiment set-up shown in Figure 8 was used for each 
specimen. The wear behavior at 250m distance was simulated 
for 20N, 40N, and 60N loads [21, 22]. 

 

 
Fig. 8.  Finite element analysis and wear image. 

 
Fig. 9.  Wear test applied to specimens 1,2,3, and 4 in Table I, and wear 

volume comparison of load amounts as a result of finite element analysis. 

The result of wear experiment of Specimen 1 at 20N load 
was 0.665mm³ and the result from the FEM model was 
0.673mm³ (Figure 9(a)). Both results shown in Figure 9(a) 
were quite close, suggesting that the simulation and experiment 
data were consistent with each other. When the load amount 
reached 40N, wear volume was observed to increase in 
accordance with the load both in the experiment and in the 
finite element analysis. At 60N load, the experimental wear 
volume was 2.80mm³, while in FEM analysis the wear volume 
was a bit lower with 1.97mm³. The result of wear experiment 
of Specimen 2 at 20N load was 0.347mm³ and the result from 
the FEM model was 0.497mm³ (Figure 9(b)). When the load 
reached 40N, the wear volume increased in both experimental 
and finite element analysis to 0.639mm³ and 0.971mm³ 
respectively. At 60N load, the experimental wear volume was 
1.358mm³, while in FEM analysis the wear volume was a bit 
higher with 1.452mm³. In Figure 9(c) the result of wear 
experiment of Specimen 3 at 20N load was 0.445mm³ and the 
result from the FEM model was 0.518mm³. When the load 

reached 40N, the experimental wear volume of the load was 
0.847mm³ and 1.011mm³ for FEM. At 60N load, the 
experimental wear volume was 1.54mm³, while in FEM 
analysis it was 1.513mm³. In Figure 9(d), the result of wear 
experiment of Specimen 4 at 20N load was 0.438mm³ and the 
result from the FEM model was 0.464mm³. The results were 
quite close. When the load amount reached 40N, the wear 
volume was observed to increase in both experimental and 
finite element analysis with 1.15 mm³ and 0.907 mm³ 
respectively, in accordance with the load. At 60N load, the 
experimental wear volume was 2.04mm³, while in FEM 
analysis it was 1.356mm³. 

As can be seen from the results of wear experiment at 20N 
load (Figure 10), the lowest wear volume was at specimen 2 
with 0.347mm³ and the highest wear was 0.665mm³ at 
specimen 1 which had the lowest C amount. Experimental wear 
and finite element results were very close in all specimens. 
Wear experiment results and finite element simulation results at 
40N load are shown in Figure 11. At 40N load, the lowest wear 
value was at specimen 2 with 0.639mm³ and the highest at 
specimen 1 with 1.178mm³. In all wear test results, except 
specimen 4, experimental wear volume values were lower than 
the FEM wear values. At 60N load, the highest wear was 
2.80mm³ at specimen 1 which had the lowest C and Mn 
content. The wear volume was higher than the FEM value of 
1.97mm³. The lowest wear was at specimen 2 and 3. These 
results were very close to the FEM values. The experimental 
wear volume for specimen 4 was higher than the FEM result. 

 

 
Fig. 10.  Wear volume of specimens at 20 N load wear experiment. 

 
Fig. 11.  Wear volume of specimens at 40N load wear experiment. 

Figure 13 compares the wear values of the manufactured 
specimens to EN 10029 and EN 10051 standard steel materials, 
known as wear resistant steel plates in the market.  
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Fig. 12.  Wear volume of specimens at 60N load wear experiment. 

 
Fig. 13.  Comparison of manufactured steel plates and market wear plates. 

EN 10051 wear plate number 1 had the lowest wear 
resistance at all the tests. The EN 10051 wear plate number 2 

had higher wear volume than specimens N2, N3, and N4. It 

had less wear volume than specimen N1 only at 20N and 60N 
tests. At 40N test, its wear volume with 1.318 mm3 was higher 

than specimen N1's. 

VIII. RESULTS AND EVALUATION 

This study aimed to manufacture different steel which has 
not yet entered the standards, and to examine its wear behavior. 
In particular, the aim was to provide an alternative to the wear 
parts in motorway vehicles which are subject to constant wear 
and that goal was achieved. Manufacturing conditions were 
simulated in virtual environment before specimens were cast. 
The runner and the full filling of the mold cavity with liquid 
metal were optimized. The mold manufacturing was done in 
compliance with the conditions and the plates were cast using 
an induction furnace. As a material standard, different alloy 
and rolling conditions were tried similar to EN 10029 and EN 
10051 standards used in the market. In order to optimize wear 
conditions, finite element software and Archard wear theory 
were utilized. The experimental and theoretical results matched 
by 85%. The compliance rate was low for the results obtained 
from 60N wear load. The reasons are estimated to result from 
overheating and consequently increase in rupture at wear area. 
However, the heat effect was not taken into account in the 
theoretical model. 
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Harnessing Electrical Power from Hybrid Biomass-
Solid Waste Energy Resources for Microgrids in 
Underdeveloped and Developing Countries 

 

 

 

Abstract-This paper presents an energy plan for harnessing 

electrical power from hybrid energy resources, including biomass 
and solid waste, through hybrid technologies for microgrid 

development to overcome the current energy crisis and provide 

future sustainable electricity pathways for a developing country. 

Biomass and solid waste were collected from different dumping 

sites in Pakistan and were tested for their calorific value, which 

was found to be 6519Kcal/Kg. The total power was calculated 

based on this calorific value and it was found that there is a 

potential of total 11,989.5GW of power generation. Thus, hybrid 

energy resources are suitable for harnessing electrical energy 

through hybrid technologies. Different hybrid systems were 

examined for these resources and the gasification technique is 

finally proposed as the most suitable method for producing 

energy from biomass and solid waste resources in Pakistan. This 
technique is also found to be economically feasible for processing 
all kinds of waste.  

Keywords-biomass; solid waste; electrical power; sustainable 

development; developing countries; underdeveloped countries 

I. INTRODUCTION 

A developing country may face an exponential growth of 
population and industrialization, which is resulting in huge 
requirements of energy. This further leads to the exploitation of 
fossil fuels, such as domestic coal, natural gas, and oil which 
are not renewable. The use of fossil fuels poses a threat to the 
environment and public health in terms of harmful Greenhouse 
Gases (GHG) and huge production of waste [1]. The generated 
Municipal Solid Waste (MSW) will globally reach 2200 
million tons annually by 2025 which would increase to 2600 
million tons by 2030 [2, 3]. Sewage sludge produced from 
industrial and household wastewater treatment produces 
thousands of tons of solid waste daily [4]. Proper treatment of 

biomass and solid waste is an alternative option for power 
generation which reduces ecological and social issues [5]. 
Facilitating biomass and solid waste renewable resources for 
power generation instead of fossil fuels provides better techno-
economic opportunities for Pakistan [5]. If biomass and solid 
waste resources are exploited, the ratio of renewable power 
generation would be increased from 2% to 27% and would 
cater for the 56% of local energy needs [6]. The major 
advantage of biomass and solid waste is that they can be 
available at any location in contradiction with fossil fuels[6].  

There are many biomass and solid waste resources 
including human waste, MSW, food waste, firewood, 
shrubbery waste, fabrics, paper products, latex, and plastics [7]. 
The quantity and composition of biomass and solid waste vary 
greatly depending upon the region and human living standards 
[7]. There are four major sectors involved in the production of 
biomass and solid waste in Pakistan: agriculture, domestic, 
industrial, and commercial. Easy accessibility to biomass and 
solid waste resources provides a sustainable option for 
harnessing electrical power while resolving the issue of 
inappropriate dumping of biomass and solid waste. Biomass 
and solid waste are considered as the most feasible option for 
biofuel production and biochemical energy generation [8]. 
Biomass and solid waste are converted into biofuel through 
thermochemical conversion processes including combustion, 
gasification, incineration, and pyrolysis [9]. Gasification is a 
suitable option for managing large quantities of biomass and 
solid waste in Pakistan because it produces multiple outputs 
including heat for commercial purposes, energy for residential 
purposes, and bio-oils for the chemical industries while it 
utilizes all types of biomass and solid waste products [10]. The 
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incineration techniques, amongst all considered techniques, are 
responsible for large environmental pollution [10].  

Economic activities in the developing countries lead to 
augmented generation of biomass and solid waste. These 
sources could be used for the generation of electrical energy, 
bio-oil, and biofuel [11]. The usage of biomass and solid waste 
is valuable because these sources are available in huge 
quantities [11]. The type of material and the quantity of 
generated waste are different in each region as shown in Table 
I. Pakistan generates over 64,000tons/day of biomass and solid 
waste. This material is useful for power generation because it 
has good calorific value (6.9J/kg) [12]. In the main 
municipalities, the total production capacity of solid waste is 
around 712 million tons/year [12]. However, in India, the 
intermediate and massive populated cities generate a large 
quantity of waste which is increasing at a rate of 6% every year 
[13]. The production of biomass at a global level is also high 
[13].  

TABLE I.  PRODUCTION CAPACITY OF BIOMASS AND SOLID WASTE 

IN VARIOUS COUNTRIES 

Ref Country Material type Production capacity 

[12] Pakistan 
Biomass 46886 million tons/year 

Solid waste 8536 million tons/year 

[13] India 
Biomass 180 million tons/year 

Solid waste 600 million tons/year 

[14] Europe Biomass 205 million tons/year 

[15] China Biomass 850 million tons/year 

[16] Brazil Biomass 597 million tons/year 
 

The utilization of biomass and solid waste for power 
generation in Pakistan is the focus of this study. However, to 
overcome the environmental pollution and available energy 
issue in the country, the research is on the way for converting 
unused sources into useful sources by using hybrid 
technologies for the generation of energy and heat. The main 
aim of the current research is to develop an energy plan for the 
energy sector of Pakistan in order to overcome the energy crisis 
and identify a future path of electricity supply for sustainable 
development. This research identifies the quantity and quality 
of solid waste and biomass resources and it justifies the 
suitability of harnessing electrical power from them. An 
experiment was performed in the lab for the final testing of 
waste pallets and the waste calorific value was identified in 
order to calculate its total power capacity. Furthermore, hybrid 
technologies were examined and the most suitable technology 
for hybrid resources was selected.  

II. MATERIALS AND METHODS 

A. Study Area 

Pakistan is located in the north western part of South Asia 
and covers an area of 881,913Km2 with an overall population 
of 207 million with a growth rate of 2.4% [17]. Its neighboring 
countries are China from the northeastern side, India from the 
eastern side, Iran, and Afghanistan from the western side and 
the Arabian Sea from the southern side. The growth rate of the 
Gross Domestic Product (GDP) in Pakistan is 5.8% [18] 
whereas the per capita income is $1641 [18]. If the growth rate 
of the population continues to increase at a pace of 2.4% then 

by 2050 the country will become the 4th largest in the world 
[18]. The power consumption per capita is around 500kWh 
which is quite low compared with the global per-capita of 
power consumption which is around 2603kWh [19].  

B. Compostion of Biomass and Solid Waste 

Table II shows the chemical composition criteria of 
biomass resources through ultimate and proximate analysis on 
the physicochemical characteristics [20]. These characteristics 
would help to identify the selectivity and suitability of biomass 
resources for power generation. The chemical composition of 
solid waste is quite different from the biomass in the sense that 
the quality and capacity of solid waste is affected by various 
factors including the living standards, weather conditions, 
surrounding region, and financial status. Solid waste normally 
comprises of organic waste, inorganic waste, hazardous waste, 
paper waste, plastic waste, and textile waste. The waste 
composition type and percentage is shown in Figure 1 [21]. 
The physicochemical characteristics of solid waste are obtained 
from ultimate and proximate analysis tests. The ultimate 
analysis test is used to find the proportion of oxygen, nitrogen, 
sulphur, carbon, and hydrogen in the total solid waste whereas 
the proximate analysis test is used to find the fixed carbon, ash, 
moistness, and volatile matter. The physiochemical 
characteristics of solid waste are shown in Figure 2 [21]. 

 

 
Fig. 1.  Composition type of solid waste in Pakistan. 

C. Experimental Study of Biomass and Solid Waste Samples 

An experimental setup is designed based on the quartering 
method as shown in Figure 3. Initially, 25kg of biomass and 
25kg of solid waste were collected from different regions of 
Pakistan. Then, manual mixing and cutting were performed and 
all the waste was gathered at a single place. Further, this total 
waste was divided into 8 sections namely I, II, III, IV, V, VI, 
VII, and VIII. These sections were separated into even (II, IV, 
VI, and VIII) and odd sections (I, III, V, and VII). Even 
sections were mixed and again separated into two sections 
namely M and N. Similarly, odd section were mixed and 
separated into two sections namely O and P. Then these four 
sections (M, N, O and P) were mixed diagonally like M & P 
and N & O and separated into two sections like M & P into Y 
and N & O into Z. Finally, Y and Z were mixed for the final 
sample of analysis. The manual mixing and cutting were 
performed many times until the weight became 15kg. 
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TABLE II.  BIOMASS CHEMICAL COMPOSITION [22, 23] 

 Sulphur Carbon Oxygen Hydrogen Fixed carbon Ash Volatile matter Moisture 

Rice husk 0.02 35.6 59.7 4.5 14.6 26.2 59.2 8.8 

Straw 0.21 39 35.46 5.73 17.5 10.1 64.43 8.32 

Bamboo 0.09 50.52 42.80 6.04 16.05 1.95 83.95 6.14 

Wheat straw - 47.9 45.2 6.1 16.5 6.9 76.5 0.1 

Sugarcane bagasse 0.09 46.6 43.3 5.92 8.30 3.90 82.5 5.25 

Pine sawdust 0.36 49.79 44.12 6.36 13.91 1.29 82.03 2.77 

Oat - 42.3 40.9 6.3 - 1.5 - 7.1 

Kenaf 0.05 46.71 54.32 6.71 17.18 5.45 73.64 3.73 

 

 
Fig. 2.  Composition content of solid waste in Pakistan. 

 
Fig. 3.  Quartering diagram method for waste sampling. 

D. Determination of Heating or Calorific Value 

The calorific value is highly dependent on the amount of 
heat produced during the combustion process. The calorific 
value of the final sample of waste pellets was determined in the 
laboratory using the Gallen Kamp Ballistic Bomb (GKBB) 
Calorimeter. The net calorific value is determined as 
6519kcal/kg. However, from other research data, the calorific 
value ranges from 9MJ/kg to 44MJ/kg respectively [24]. 
Equations (1) and (2) were used for finding the higher and 
lower values of calorific of mixed biomass and solid waste 
pallets [25]. 

Higher	calorific	value	 � 	
∑��	��.���

��
    (1) 

Lower	calorific	value � 	
∑��	��.���

��
    (2) 

where (C.V)L is the lower calorific value in kcal/kg, (C.V)H is 
the higher calorific value in kcal/kg, Qp is the quantity of the 
specific material in the total waste pallets in kg, and Tp is the 
total waste pallets in kg. 

E. Theoretical Power Potential of Biomass and Solid Waste  

The power potential of mixed biomass and solid waste 
pallets can be calculated by: 

Ep � �C. V�L	 ! Aw	 ! 1.16    (3) 

where Ep is the energy potential in kWh and Aw is the 
aggregate waste in kg. 

III. RESULTS AND DISCUSSION 

A. Net Power Calculations 

Net power of biomass and solid waste pallets were 
calculated as follows: 

The Heat Of Combustion (HOC) was calculated using the 
total Quantity of Waste Pallets (QWP) and Calorific Value 
(CV): 

HOC � QWP	! CV    (4) 

HOC � 55,422,000,000	ton	 ! 6,519,000	kcal/ton 

HOC � 3.61296018	x	1067	kcal 

The Heat Output (HO), considering efficiency of 25% [25], 
was: 

HO � overall	efficiency	 ! HOC    (5) 

HO � 0.25	 ! 3.61296018	x	1067 

HO � 9.03240045	x	1069	kcal 

With 1kWh equal to 860kcal the Units Generated/Annum 
(UGA) are: 

UGA � HO/860    (6) 

UGA � 9.03240045	x	1069/860kcal 

UGA � 105,027,912,209,302.3kWh 

UGA � 105,027,912,209.3023MWh 

The Average Load on the System (ALS) is: 

ALS � UGA/total	hours	in	a	year    (7) 

ALS � 105,027,912,209.3023MWh	/8760h 

ALS � 11,989,487.69512584MW 

This mathematical framework calculated the total power 
production capacity from the hybrid energy resources based on 
authentic and realistic data. The available capacity and quality 
of waste pallets can generate a power of 11,989.5GW. This 
power capacity can drive the economy of the country at a great 
extent but there is a need to develop a proper energy harnessing 
system with sufficient financing and resources. 
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TABLE III.  TECHNOLOGY SELECTION PARAMETERS FOR POWER GENERATION 

Parameters Pyrolysis Plasma Gasification Incineration 

Feedstock Solid waste Solid waste Biomass and solid waste Biomass and solid waste 

Variable composition 
Did not accept 
variable waste 

Did not accept variable 
waste 

Accept heterogeneous 
waste of all types 

Little difficult to proceed 
variable waste 

Product 
Oil, Syngas and 

energy 
Syngas and energy Syngas and energy Heat and energy 

Operating cost 150$ per tone 120$ per tone 60$ per tone 60$ per tone 

Annual capital cost 1500$ per tone 1300$ per tone 850$ per tone 775$ per tone 

Disposal 
Ash 0.3 tone per 

feedstock tone 
Bottom ash around 10% Less than 1% bottom ash Around 5% bottom ash 

Energy production capability 800 kWh per tone 600kWh per tone 800kWh per tone 850 Kwh per tone 

Efficiency Less than 18% Less than 10% 18% to 30% 18% to 25% 

 

 
Fig. 4.  Hybrid energy storage systems for renewable source integration in the microgrid energy management system. 

B. Power Generation Technology for Hybrid Resources 

The gasification technique for power generation is more 
suitable than the other techniques mentioned in Table III [26-
29]. The gasification technique accepts all types of waste 
(biomass and solid waste) for power generation with greater 
power production efficiency and has the capability of 
producing less ash. Gasification with its hybrid system opens 
the door for new development in the country because hybrid 
technologies based on other resources, including wind, solar, 
and nuclear, coupled with biomass and solid waste resources 
can provide more energy benefits to the community.  

C. Integration of Hybrid Biomass-Solid Waste Energy 

Resources in a Microgrid 

Most renewable sources are used in microgrids with lower 
power levels (around 200kW) and are connected with the main 
bus through power converters [28-31]. These systems are 
installed near the commercial and industrial sites for meeting 
the power demand. These systems produce low noise and 
emissions which ultimately provide reliable power on low cost. 
The selection of a suitable renewable source is a complex 
process. This research paper has described a step-wise 
feasibility study of hybrid biomass and solid waste resource for 
microgrid development. Figure 4 shows the hybrid energy 

storage systems for hybrid renewable source (biomass/solid 
waste) integration in the energy management system of a 
microgrid. The integration of a hybrid energy storage system, 
distributed energy resources, and distributed loads with a 
renewable energy ecosystem is called microgrid. A microgrid 
helps to setup the smart and active electrical grid with the 
potential to increase the efficiency, reliability, and safety of the 
system.  

IV. CONCLUSION 

This study aims to alleviate the current energy crisis and 
suggests future electricity pathways to drive the economy of a 
developing country such as Pakistan. An experiment was 
performed in the lab in order to identify the suitability for 
power generation of waste pallets collected from different sites 
of Pakistan. The results of this study were examined 
quantitatively to justify the feasibility of the energy plan. The 
projected power generation is 11,989.5GW which is sufficient 
to alleviate the ongoing energy crisis and facilitate the future 
industrial development in the country. Pakistan therefore needs 
to develop a new policy that is economically feasible and 
environmentally friendly for longer tenure. Hybrid energy 
resources provide a suitable option through hybrid technologies 
for microgrid development. 
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Abstract-The prediction of possible future incidents or accidents 

and the efficiency assessment of the Occupational Safety and 

Health (OSH) interventions are essential for the effective 

protection of healthcare workers, as the occupational risks in 

their workplace are multiple and diverse. Machine learning 

algorithms have been utilized for classifying post-incident and 

post-accident data into the following 5 classes of events: 
Needlestick/Cut, Falling, Incident, Accident, and Safety. 476 

event reports from Metaxa Cancer Hospital (Greece), during 

2014-2019, were used to train the machine learning models. The 

developed models showed high predictive performance, with area 

under the curve range 0.950-0.990 and average accuracy of 93% 

on the 10-fold cross set, compared to the safety engineer’s study 

reports. The proposed DSS model can contribute to the 
prediction of incidents or accidents and efficiency evaluation of 

OSH interventions. 

Keywords-occupational health and safety; OSH; machine 

learning; hospital workplace 

I. INTRODUCTION  

Occupational accidents and diseases result in an additional 
economic burden on public social security agencies. These 
losses are estimated at 3.9% of the global Gross Domestic 
Product (GDP) and 3.3% of the European GDP, as it has been 
reported from the European Agency for Safety and Health at 
Work (EU-OSHA) (with variance according to working fields, 
legislative context and prevention incentives) [1]. According to 
the EU-OSHA, proper management of Occupational Safety and 
Health (OSH) leads to numerous benefits, such as reduced 
absenteeism, lessened costs and improved efficiency of 
working methods and technologies [2]. This necessity becomes 
even more imperative during periods of economic recession, 
since poor OSH outlays valuable resources. Particularly, 

regarding the healthcare sector, the hospital workplace is 
characterized by increased level and diversity of occupational 
risks. In addition, the coronavirus disease 2019 (COVID-19) 
pandemic and its immediate aftermath pose a significant 
burden of workload and a major strain on mental health of 
healthcare workers [3]. 

Health professionals constitute a significant part of the total 
European and Greek workforce. According to a relevant study 
of the Greek Labor Inspectorate Body in 2015, 10% of workers 
in the European Union (EU) belong to the healthcare sector [4]. 
More specifically, according to the Hellenic Statistical 
Authority, the number of Greek hospitals amounted up to 283 
during the 2015-2018 period. Moreover, their staff, during 
2017, consisted of 38,952 nursing, 23,354 medical, 6,044 
auxiliary nursing ,, and 7,752 paramedical staff [5]. In Greek 
healthcare sector, a high percentage of work accidents (34% 
higher than the corresponding average in EU, according to the 
EU-OSHA) and an increased incidence of musculoskeletal 
disorders (second largest after construction sector) are 
recorded. According to the data from the Hellenic Statistical 
Authority, in 2018, 3.2% of all work accidents that have been 
officially recorded are related to the health and social care 
sector [6]. Concurrently, there is a dramatic public health 
funding reduction of up to 60% for the last three years [4].  

Computational intelligence and Machine Learning (ML) 
approaches can be utilized towards an improved management 
of OSH. Their potential in occupational accident analysis has 
been highlighted from several studies, as they have been 
reviewed in [7]. Indicatively, statistical methods have been 
used for analyzing health and safety issues of women in 
industry [8], the OSH risk in fuel stations has been assessed 
through Failure Mode and Effects Analysis (FMEA) method 
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[9], Naive Bayesian (NB) model has been used for coding 
causation of workers’ compensation claims [10], Bayesian 
Networks (BNs) have been used for analyzing data on 
occupational accidents [11–13], and decision trees have been 
used in the industrial mining sector for predicting the type of 
accident [14]. Artificial Neural Networks (ANNs) have been 
used to correlate causes and OSH conditions [15–19] and they 
have been combined with Support Vector Machines (SVMs) 
for the prediction of occupational accidents [20]. In addition, 
Analytical Hierarchical Process (AHP) has been used in order 
to analyze, control, and provide the occupational risk in the 
industrial mining sector [21], and fuzzy logic has been used for 
occupational risk assessment [22]. The self-organizing map and 
k-means clustering (SOM k-means) methods have been used 
for identifying the dynamics of critical accidents [23]. In [24], 
body-mounted sensors were combined with ML techniques to 
evaluate the ergonomic risk levels caused by overexertion. The 
performance of ML algorithms in classifying post-incident 
outcomes of occupational injuries in agro-manufacturing 
operations has been evaluated in [25]. The minimization of the 
undesirable adverse effects in the development and 
implementation of ML-based Decision Support Systems 
(DSSs) was the objective in [26]. 

Particularly in the healthcare sector, ML has been utilized 
for targeting specific hazards. For instance, ANNs have been 
used to approach the burnout process [27] and statistical 
analysis has been employed to identify factors of 
musculoskeletal disorders in nursing staff [28] and to improve 
the management of indoor air quality in the hospital workplace 
[29]. Correlation methods have been used to assess the Quality 
of Work-Life (QWL) for the nursing profession in China [30]. 
In a more generalized approach, a tool for estimating OSH 
conditions through factor analysis has been evaluated in [31]. 
Factor analysis has also been used for the assessment of 
workplace violence towards healthcare staff in public hospitals 
in Turkey [32]. In addition, a fuzzy logic model for OSH risk 
assessment has been proposed in [33] and a fuzzy cognitive 
map approach for the impact assessment of processes on the 
OSH management system’s effectiveness has been used in 
[34]. Ambulatory monitoring devices, such as wearable and 
environmental sensors, have been combined with ML 
algorithms for a better understanding of stress evolution in 
healthcare workers [35]. 

Based on the previous concise literature review, there is a 
promising research activity in capitalizing ML methods for 
better implementing effective preventive measures and policies 
in the OSH framework. Most of the published studies are based 
on questionnaires to OSH experts [12, 13, 36], instead of 
supporting immediate incident or accident investigations and 
following up the efficiency of the proposed interventions. To 
the best of our knowledge, a DSS which utilizes the legally 
established safety engineer investigations and their audit 
reports has not been reported in the literature. The present 
study proposes a DSS model which integrates all incident or 
accident data along with the safety engineer investigations and 
audit reports in the hospital workplace. Through the input data 
utilization, our DSS aims at supporting OSH decisions by 
predicting future possible incidents or accidents and by 
assessing the efficiency of OSH interventions. 

II. MATERIALS AND METHODS 

A. Data 

In order to train and test the ML models, 476 event reports 
from Metaxa Cancer Hospital (reference period from January 
1, 2014 to December 31, 2019) were collected and utilized. The 
reports were categorized into 5 classes depending on the 
occurred events: 136 reports of "Needlestick /Cut" injuries, 59 
reports of various "Incidents", 20 reports of "Falling" injuries, 
23 reports of "Accidents" and 238 reports of "Safety" 
conditions. One event report consists of multiple variables 
derived from various reports, as detailed below. Reports 
including undone corrective actions or incomplete data, during 
the reference period, were not included in the dataset. The 
worker population of the 476 records included nursing staff 
(52.52%), medical staff (13.45%), cleaning staff (10.50%), 
laboratory staff (9.24%), administrative staff (5.46%), technical 
staff and workers (4.62%), and auxiliary staff (4.20%). The 
mean age of the worker population of the records was 46.61 
years and the mean experience was 16.98 years. Our study has 
been approved by the Scientific and Administrative Council of 
the Metaxa Hospital. Under the Regulation (EU) 2016/679 of 
the European Parliament (General Data Protection Regulation – 
GDPR) on the protection of natural persons [37], 
pseudonymization was used during the coding and data entry 
process.  

B. Software 

Waikato Environment for Knowledge Analysis version 
3.8.3 has been used for the data analysis and predictive 
modeling of the system [38]. This software has been chosen 
because of its wide applications in data mining and ML. 
Moreover, it is freeware and publicly available under the 
General Public License, it includes several data mining and ML 
methods, libraries, and relative supporting tools–procedures, it 
is compatible with other hardware or software platforms, and it 
includes a graphical user interface, making its usage easier 
even without programming knowledge. 

C. Risk Assessment Method 

A very common risk assessment method is the one which is 
consistent with the Memorandum on Occupational Risk 
Assessment by Directorate-General for Employment in Labor 
Relations and Social Affairs (DG V) of the EU (1997) [39]. 
This methodology has also been recommended by the 
Technical Chamber of Greece in a relevant conference [40]. In 
addition, it is widely used by safety engineers and OSH 
auditors. This risk assessment method was used in the proposed 
model. Its approach is based on defining a risk value as a 
product of three factors: the seriousness of the consequences of 
the potential hazard (values 1, 4, 8, 16), the frequency of 
exposure to the hazard (values 1, 2, 3, 4), and the probability of 
occurrence of this hazard (values 1, 2, 3, 4), according to the 
principle of reasonable ambiguity. Therefore, the risk value (R) 
lies within the range of 1 to 256. The usage of these three 
factors is in accordance with relevant legal requirements 
according to Greek Law (Law 3850/2010, Article 43). These 
factors are presented in Table I. The risk values and their 
correlation with the necessity of taking actions are presented in 
Table II. 
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TABLE I.  RISK – RATING FACTORS 

Factor Rating Interpretation 

Seriousness 

1 Negligible Minor injury without work absence 

4 Middle Injury or disease with work absence 

8 Critical 
Major injury or disease with the 

possibility of permanent health damage 

16 Disastrous Death 

Frequency 

1 Zero 
An employee is exposed to the hazard 

once a year or more rarely 

2 Limited 
An employee is exposed to the hazard 

up to once a week 

3 Often 
An employee is exposed to the hazard 

daily 

4 Continuous 
An employee is exposed to the hazard 

during his/her whole work time 

Probability 

1 Zero Impossible to happen 

2 Low It can happen 

3 Middle Possible to happen 

4 High About to happen 

TABLE II.  RISK RATING  

Risk value R Risk description Measures - actions 

R<16 

Negligible: Risk is very low 

and may not increase during 

the near future without 

changing working conditions 

Measures – corrective actions 

are not necessary 

16<R<32 
Low: Risk is under control, 
but the incident is possible 

Need for monitoring and 

actions for risk reduction. 
Measures – corrective actions 

are not an urgent need 

32<R<64 

Middle: Risk is not 

effectively controlled. An 

incident cannot be excluded 

Need for programming 

measures – corrective actions 

for risk reduction 

64<R<128 

High: Risk is not effectively 

controlled. A serious 

incident is possible 

Need for programming 

measures – corrective actions 

for risk elimination and urgent 

measures – corrective actions 

for risk reduction 

R>128 

Critical: Possibility of 

human loss. A serious 

incident is about to happen 

Need for urgent measures – 

corrective actions for risk 

elimination 

 

D. DSS Model Information Flow 

The OSH related events are categorized into two main 
categories: incidents and accidents. The accidents, according to 
Greek Law, are all the events that result in damage, injury or 
harm and require, at least a two-day, medical leave and relevant 
notification to the Labor Inspectorate Body. The incidents 
(near-misses) are less serious events that have unintentionally 
happened and are linked to absence from work only on the 
specific day of their occurrence. The procedure that is followed 
after an occupational incident or accident in the hospital 
workplace is described below: the supervisor of the relevant 
division and the responsible desk officer are alerted. The 
update of the associated data files follows, according to the 
internal process of the hospital and the relevant legal 
requirements (Law 3850/2010, Article 2, Paragraph 2). The 
issue is registered in the book of incidents, the book of 
accidents, the incident – accident report, the record of exposure 
to biological agents at work, the report to the Social Insurance 
Institute, the police and the electronic notification to the Labor 
Inspectorate Body. Then, the safety engineer in charge 
investigates the incident or accident in order to identify its 

causes and propose interventions, by completing risk 
assessment tables manually in printed versions (Law 
3850/2010, Articles 14, 15). The safety engineer’s actions aim 
at ensuring that repetition of the incident or the accident could 
be avoided in the future. The manually filled tables are in 
accordance with the Methodological guide for the assessment 
and prevention of occupational risks of the Hellenic Institute 
for Occupational Health and Safety [41] regarding the coding 
of hazards, and with the method described in the previous 
section [39] regarding the risk values. The safety engineer 
cooperates with the occupational doctor, when necessary.  

The above-mentioned data for every incident and accident 
are used as an input to the proposed DSS. For the efficient 
management of this information, the basic idea was to organize 
and incorporate the data into a database, which makes the 
information more usable and manageable in comparison with 
the printed forms. The information flow diagram of the 
proposed DSS is depicted in Figure 1. There are three major 
blocks in this diagram. Firstly, the block of recording and 
notifying incidents – accidents (upper left) which describes the 
process that the responsible personnel follow to record every 
incident and accident in the corresponding books, to fill in the 
incident – accident report and notify the authorities. Secondly, 
the block of risk assessment and investigation (lower left) 
which describes the process that the safety engineer and 
occupational doctor follow to identify OSH hazards, to express 
the corresponding risk values and to associate these hazards 
with every incident and accident through investigation and 
estimation of OSH interventions. These two blocks are the 
inputs to the proposed DSS model. The output is the third 
block which describes the results of the classification process, 
according to the trained models. The decision is based on the 
risk values of the different variables. The input of the model 
includes two sets of variables. The first set consists of 6 
variables (F1 – F6) from the first block which are related to the 
employees. Their values come up from the incident or accident 
relative paper report. The second set consists of 77 variables 
(F7 – F83) from the second block. All 83 variables are 
summarized in Table III. The selection of these variables was 
based on [41]. The main categories of this set are workplace 
related variables relevant to the infrastructural building, 
machinery - equipment, electrical installation, hazardous 
substances, fire, chemical - physical - biological factors, and 
transversal - organizational risks.  

Each occupational event corresponds to one instance and 
was categorized into one of the following 4 classes: 
"Needlestick/Cut", "Falling", "Incident" and "Accident" 
according to their type. The class of "Incident" was divided into 
three different subclasses because of the frequency distribution 
of incidents in the hospital workplace. Needlesticks/cuts and 
falling events present the highest frequency, which is in 
accordance with [4]. For this reason, two separate classes were 
used for this kind of incidents, "Needlestick/Cut" and "Falling", 
respectively. The class named "Incident" was used to include 
all other kinds of incidents in the hospital workplace. The class 
"Accident" was used to include all kinds of accidents. The 
values for these variables express the OSH conditions and 
hazards that are related to the incident or accident, as they have 
been identified by the safety engineer. These values were 
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recorded according to the safety engineer’s reports and risk 
assessment tables after investigation of the corresponding 
incident or accident. Finally, after the completion of the 
corrective actions, all the above instances were assigned with 
updated risk values and were categorized into the class 
"Safety". Each new instance of "Safety" originated from one 
instance of "Needlestick/Cut" or "Falling" or "Incident" or 
"Accident". In this way, our dataset consists of 238 
incident/accident instances and 238 safety instances (as 
described in section "Data"). More specifically, the values for 
the instances of "Safety" express the proposed measures or 
interventions to reduce risk at acceptable levels (R≤32 for 
accidents and R≤24 for incidents, according to the relative 
methodology). These values were recorded according to the 
post-investigation safety engineer's updated reports and risk 
assessment tables after up to two months for every incident or 
accident. During this period, the corrective actions had been 
completed and confirmed according to the safety engineer’s 
proposed measures. The output of the system is one of the 
above-mentioned 5 classes (Y1 – Y5) and expresses the type of 
the event that certain occupational conditions could lead to 
(Table III). As the predicted classes were a priori known, our 
model appertains to supervising learning algorithms.  

TABLE III.  VARIABLES OF THE PROPOSED MODEL 

Variables Code Type Values 

Employee 

variables 

Age F1 Numeric Years 

Experience F2 Numeric Years 

Training F3 Nominal Yes, No 

Repetitive training every six 

months at least 
F4 Nominal Yes, No 

Relative PPE during the 

incident/accident 
F5 Nominal Yes, No 

Satisfaction for OSH climate F6 Numeric 1-5 

Workplace 

variables 

relatively to 

infrastructural 

building 

Floors/stairs F7 Numeric 1-256 

Workplace space F8 Numeric 1-256 

Workplace height F9 Numeric 1-256 

Workplace volume F10 Numeric 1-256 

Doors/windows F11 Numeric 1-256 

Space illumination F12 Numeric 1-256 

Storage/lofts F13 Numeric 1-256 

Uncovered gaps F14 Numeric 1-256 

Obstacles F15 Numeric 1-256 

Exits/escape routes F16 Numeric 1-256 

Walls F17 Numeric 1-256 

Shelves/dexions F18 Numeric 1-256 

Ceilings F19 Numeric 1-256 

Basements F20 Numeric 1-256 

Walkways F21 Numeric 1-256 

Roof F22 Numeric 1-256 

Cleanliness F23 Numeric 1-256 

Lack of access to exits or 

fire-extinguishing system 
F24 Numeric 1-256 

Safety/escape signing F25 Numeric 1-256 

Workplace 

variables 

relatively to 

machinery – 

equipment 

Maintenance protocol F26 Numeric 1-256 

Lack of safety during usage F27 Numeric 1-256 

Guards for avoiding the 

accidental start 
F28 Numeric 1-256 

Guards from moving parts F29 Numeric 1-256 

Ejectable particles F30 Numeric 1-256 

CE signing F31 Numeric 1-256 

Cutting works F32 Numeric 1-256 

Lifting machinery F33 Numeric 1-256 

Transport vehicles F34 Numeric 1-256 

Ladders F35 Numeric 1-256 

Pneumatic tools F36 Numeric 1-256 

Elevators F37 Numeric 1-256 

Other machinery F38 Numeric 1-256 

Non-usage of PPE F39 Numeric 1-256 

Pressure devices F40 Numeric 1-256 

Access to facilities or 

equipment 
F41 Numeric 1-256 

Workplace 

variables 

relatively to 

electrical 

installation 

Electrical installation F42 Numeric 1-256 

Inappropriate usage of 

electrical installation 
F43 Numeric 1-256 

Inappropriateness in 

explosive atmospheres 
F44 Numeric 1-256 

Lack of safety during usage 

of electrical installation 
F45 Numeric 1-256 

Lack of safety during 

maintenance of the electrical 

installation 

F46 Numeric 1-256 

Hazardous substances related 

to equipment (generators, 

batteries, etc.) 

F47 Numeric 1-256 

Workplace 

variables 

relatively to 

hazardous 

substances 

Toxic substances F48 Numeric 1-256 

Caustic substances F49 Numeric 1-256 

Corrosive substances F50 Numeric 1-256 

Irritant substances F51 Numeric 1-256 

Oxidizing substances F52 Numeric 1-256 

Explosive substances F53 Numeric 1-256 

Flammable material F54 Numeric 1-256 

Appropriate cabinets F55 Numeric 1-256 

Workplace 

variables 

relatively to 

fire 

Fire signing F56 Numeric 1-256 

Banning smoking F57 Numeric 1-256 

Banning flame F58 Numeric 1-256 

Storage of flammable 

material 
F59 Numeric 1-256 

Lack of fire protection 

systems 
F60 Numeric 1-256 

Training in fire emergency 

plan 
F61 Numeric 1-256 

Fire rxtinguishers F62 Numeric 1-256 

Lack of training in fire 

security 
F63 Numeric 1-256 

Workplace 

variables 

relatively to 

chemical 

factors 

Dust F64 Numeric 1-256 

Fibres asbestos F65 Numeric 1-256 

Smoke/steam F66 Numeric 1-256 

Particles F67 Numeric 1-256 

Other substances F68 Numeric 1-256 

Dipping/splashing F69 Numeric 1-256 

Workplace 

variables 

relatively to 

physical factors 

Noise F70 Numeric 1-256 

Vibrations F71 Numeric 1-256 

Radiation F72 Numeric 1-256 

Illumination F73 Numeric 1-256 

Microclimate F74 Numeric 1-256 

Workplace 

variables 

relatively to 

biological 

factors 

Bacteria F75 Numeric 1-256 

Fungi F76 Numeric 1-256 

Viruses F77 Numeric 1-256 

Other factors F78 Numeric 1-256 

Workplace 

variables 

relatively to 

transversal 

risks 

Settlement - manual handling F79 Numeric 1-256 

Psychological factors F80 Numeric 1-256 

Provision - intervention 

programs 
F81 Numeric 1-256 

Ergonomy F82 Numeric 1-256 

Hardship conditions F83 Numeric 1-256 

OUTPUT 

Falling Y1 Nominal Yes, No 

Needlestick/cut Y2 Nominal Yes, No 

Incident Y3 Nominal Yes, No 

Accident Y4 Nominal Yes, No 

Safety Y5 Nominal Yes, No 
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Fig. 1.  The information flow diagram of the proposed model. 

E. Prediction Models and Classification 

ML is concerned with the development of intelligent 
systems that can learn from data. These systems can be used to 
classify an object into a correct class based on features 
characterizing the object. Actually, the algorithms are 
searching for patterns in data. The ML algorithms that 
implement pattern classification are known as classifiers. There 
are several classifiers, each one of them having certain 
limitations and advantages [42]. In this study, in order to 
develop the proposed DSS model, we employed and tested 4 
classifiers: The Naive Bayesian (NB) classifier [43], the 
Bayesian Network (ΒΝ), the k-Nearest Neighbors (k-NN) 
classifier, and the Multilayer Perceptron (MLP) network. The 
choice was based on the fact that the use of conditional 
probabilities offers a practical metric as it can model 
occupational health in a class conditional way. This 
formulation helps us elucidate class conditional variables of 
interest. 

NB classification is one of the most popular data mining 
algorithms. Its efficiency comes from the assumption of 
attribute independence [40, 41]. It is a simple probabilistic 
classifier based on Bayes’ theorem and it uses the method of 
maximum similarity. It can work in complex real-world 
situations and it requires a small amount of training data [42, 
43]. BN is an effective tool to demonstrate complicated 
relationships and a powerful tool for knowledge representation 
and reasoning. It is also suitable for small and incomplete 
datasets. It is particularly convenient for modeling causal 
relationships among variables (with a combination of different 
sources of information) and handling of uncertainty for 
decision analysis [13]. It is a model of probabilistic inference 
defined by a triplet (X, G, P), where X = (X1, X2, ⋯, Xn) is the 
set of factors, G is a directed acyclic graph, and P is a joint 
probability distribution. The nodes for G are labeled with the 

elements of X and the arcs of G represent the probabilistically 
conditional dependence relationship between nodes. Each 
factor is associated with a conditional probabilistic table that 
defines the probability of each state for that factor [10, 44]. The 
k-NN is a simple and intuitive classifier. It classifies a sample 
based on the k-closest training samples in the feature space, by 
computing the distances between the new sample and the 
samples of the training set. According to these distances it 
classifies the sample to the class of the closest training samples 
(neighbors) [39, 45]. An MLP is a class of feedforward ANN 
and one of the most widely used. It consists of the input layer, 
which receives external inputs, one or more hidden layers, and 
an output layer. Each layer includes one or more neurons 
linked between successive layers. The Back-Propagation (BP) 
algorithm was used for the training of the model. In this 
technique, information about the errors of the network on 
known data is propagated backwards, the connections are 
adjusted, and the error is minimized [49]. All Weka parameters 
for each of the above models are summarized in the Appendix. 

The classifiers were designed to classify the cases into one 
of the afore-mentioned 5 classes. Each classifier takes as inputs 
the data from the reports of each event and outputs its 
classification group, providing in this way a prediction 
regarding the actual occupational risk of hazards of each 
hospital worker in their certain hospital workplace, and under 
certain OSH conditions. 

F. Training, Validation, and Performance Evaluation 

The train/test split method [50] was used as a validation 
technique for training. The available dataset was divided into 2 
subsets: the training set (80% of cases - 379 cases) which was 
used to train the classifiers, and the test set (20% of cases - 97 
cases) which was used to evaluate their predictive performance 
(previously unseen data). The 2 sets were properly stratified so 
that the distribution of classes in each subset is approximately 
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the same as that in the initial dataset. Thus, each subset 
contains representative samples of the same larger population. 
To minimize sampling bias, k-fold cross-validation was also 
used for the whole dataset for training and test (k=10). In this 
technique, k dataset divisions are used for equivalent separation 
of the dataset into folds, k-1 folds are used for training and one-
fold is used for test. The process is repeated k times. Through 
this process, each one of the available data is used one time as a 
member of the test set and k-1 times as a member of the 
training set [48, 49]. Data entry was done in a spreadsheet file, 
since this format can be easily used in daily OSH practice by 
the safety engineer and hospital staff. Files were saved in .csv 
type. Inserting and processing files to Weka needed their 
conversion to the .arff type. Considering that incidents and 
accidents are stochastic events, that are very differentiated in 
detail, a certain methodology has been used for risk assessment 
(including a certain set of risk variables that should be 
investigated in every case). Feature selection method was not 
applied.  

In order to evaluate the performance of the proposed DSS 
model compared to the safety engineer’s reports involved in 
this study, we calculated the recall (sensitivity), and the Area 
Under the Receiver Operating Characteristic (ROC) Curve of 
the models on the basis of detecting the 5 output classes. The 
ROC curve is a standard validation approach for probabilistic 
classifiers [50, 51]. A ROC curve is a two-dimensional graph in 
which the True Positive Rate (TPR) (sensitivity or recall) is 
plotted on the y-axis and the False Positive Rate (FPR or 1 - 
specificity) is plotted on the x-axis, as a function of the 
threshold u, ranging from 0 to 1 [55]. The Area Under the 
Curve (AUC) can be interpreted as a measure of overall 
accuracy, varying from 0.5 (random guess) to 1 (perfect 
performance) [56]. The recall metric answers the question of 
what proportion of actual positives is correctly classified. Its 
choice was based on the fact that recall measure penalizes false 
negatives but not false positives [57]. In an OSH approach, we 
want to capture as many positives as possible (we want to 
capture any contingent incident or accident even if we are not 
totally sure). These metrics can be expressed according to the 
number of True Positives (TP), True Negatives (TN), False 
Positives (FP), and False Negatives (FN) classifications 
through the following equations [58]:  

Recall = Sensitivity = TPR = TP/(TP+FN)    (1) 

1 – Specificity = FPR = FP/(TN+FP)    (2) 

The confusion matrices obtained through testing the 
classifiers on the training and the test sets were also used for 
the predictive performance of the models. Each column in a 
confusion matrix represents the instances that are classified in 
one class and each row represents the instances in their real 
class. The error rate of the classified instances was calculated 
for each class. 

III. RESULTS 

A. Performance Comparison of the Algorithms 

Figure 2 presents the performance of the different models 
compared to the safety engineer’s reports involved in this 
study, in terms of mean recall, AUC, error rate, and the overall 

accuracy of each model (percentage of the correctly classified 
instances). The detailed table with the predictive performance 
of the models for each of the 5 classes is included in the 
Appendix. 

 

 
Fig. 2.  The predictive performance of the models. 

The overall classification accuracies of the developed 
models on the training set, test set, and 10-fold cross set were 
97%, 77%, and 93% respectively. The MLP showed the 
highest accuracy for the test set and the 10-fold cross set 
(94.85% and 96.01%, respectively). The MLP and the BN 
showed the lower average Error Rate (ER) on the test set 
(10.71% and 14.35%, respectively) and on the 10-fold cross set 
(6.99% and 8.82%, respectively). The MLP showed the highest 
sensitivity (recall) for the test set and the 10-fold cross set 
(89% and 93%, respectively). In addition, this model showed 
the most highly balanced combination of sensitivity results on 
the 10-fold cross set (see Figure 2). The average AUC was high 
for both the test and the 10-fold cross sets (0.91 and 0.98, 
respectively). The MLP showed the highest AUC value for the 
test set and the 10-fold cross set (1.00 and 0.99, respectively). 
It must be noted that all of the developed models showed high 
AUC (range: 0.83-1.00 on the test set and range: 0.95-0.99 on 
the 10-fold cross set). 

B. Practical Implications 

Safety engineers carry out inspections of workplaces, 
equipment, and OSH conditions, during their visits. The safety 
engineers complete risk assessment tables manually in printed 
versions to record the results of their inspections. This process 
is repeated after every incident or accident. In this case, the 
assessment focuses on causes that are related to the specific 
incident or accident. The developed DSS model aims to 
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support the safety engineer with evidence for the risk values of 
hazards and recommended actions. The MLP and the BN 
models (10-fold cross set) were used in the DSS, as they were 
the models with the best predictive performance. A further 
elaboration of the solution methodology including the proposed 
model is depicted in Figure 3. The utilization of the DSS model 
can start in every case of incident, accident or audit. The 

associated data files should be then updated by the responsible 
personnel and the safety engineer. Coding these event reports 
to instances in risk assessment tables should follow in order to 
update the database. Afterwards, the re-trained or the existing 
models can be used to support with evidence any OSH decision 
(efficiency of OSH intervention, employee’s movement, 
appropriateness of workplace or equipment etc.). 

 

 
Fig. 3.  A solution methodology including the proposed model. 

In order to evaluate the proposed DSS model, a case study 
was carried out. The new case study test set resulted from a 
regular process. A typical instance of this process is the 
following: The safety engineers of the hospital, during the audit 
in specific departments and workplaces (01/2020), proceeded 
in identifying hazards of possible incidents. In parallel, they 
proposed specific corrective actions for the limitation or the 
elimination of these hazards by inserting the desired risk values 
for the model’s variables (assuming that corrective actions have 
been taken). The basic safety engineers' observations, during 
the one-month period, and the corresponding incidents were: 

• In the archive room, an employee used a chair instead of an 
appropriate ladder for catching files from shelves. 
Moreover, there was a lack of tidiness in the workplace and 
several obstacles prevented the free movement (possible 
incident: "Falling"). 

• When the safety engineer came out of the archive room, he 
observed that even though the floor had just been wiped 
out, the sign "Caution: slippery floor" had not been placed 
(possible incident: "Falling"). 

• During their visit to the pathologist laboratory, the safety 
engineer found out that there was no preventive nor 
corrective maintenance file for one microtome according to 
its operation manual. In a conversation with an employee in 
this laboratory, the latter expressed complains about OSH 
conditions (possible incident: "Needlestick/Cut"). 

• During the visit in the surgery room, a surgical nurse 
complained about excessive workload and lack of training 
(possible incident: "Needlestick/Cut"). 

• In the laundry room, and specifically in the bedsheet folder 
machine, the proper guard of the moving part was missing 
(possible incident: "Incident"). 

• A member of the waiting staff used an unfunctional trolley 
and lifted many food trays simultaneously to carry them to 
each patient room (possible incident: "Incident"). 

For each one of these instances, a "Safety" class was also 
recorded, relatively to the corresponding measures – corrective 
actions. The dataset that came up from this scenario was used 

as a new case study test set for the proposed DSS model. The 
total 12 instances were correctly classified by the DSS model. 
Only one instance was incorrectly classified by BN model. 
Even in this case, the result was not classified as a "Safety" 
instance but one "Falling" was classified as "Incident". This 
result was expected since this kind of incident (falling from 
chair) was not included in the training set of the used model. 
To evaluate further the usability of the proposed system, the 
DSS model was used to support human resource management 
for an internal employee movement decision approached from 
an OSH perspective. In January 2020, 10 hospital workers were 
moved in different departments to cover the respective 
demands. The safety engineer inspected the destination 
workplaces and completed the relevant risk assessment tables 
manually in printed versions. These tables were classified to 9 
instances of "Safety" and 1 instance of "Incident". The 
proposed interventions for the case of "Incident" included 
training on the work practice (waiting staff duties) and 
corrective actions in equipment (lighter trays and functional 
trolleys). The movement was done after the completion of 
these measures. The "Safety" state was confirmed by the safety 
engineer one week after the movement. 

IV. DISCUSSION AND CONCLUSIONS 

The aim of this study was to create a DSS model for the 
prediction of incidents and accidents in the hospital workplace. 
This model is based on the incident and accident data from 
reports of personnel and safety engineer investigations and 
audits in the hospital workplace. The preliminary results 
suggest that the proposed system may support OSH decisions 
by predicting incidents and accidents, and also by assessing the 
effectiveness of the OSH interventions. Through the evaluation 
of the different classification models, we concluded that MLP 
on the 10-fold cross set had the most balanced predictive 
performance in terms of overall accuracy (96.01%), ER 
(6.99%), AUC (0.990), and recall (93%), rendering this model 
reliable as a tool in OSH analysis in accordance with [13–17, 
25]. Furthermore, the high predictive performance of all the 
developed models is notable (AUC range: 0.95-0.99 and 
average accuracy: 93% on the 10-fold cross set). 

A major benefit of the proposed DSS model is that it 
utilizes processes and resources that already exist and are 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7262-7272 7269 
 

www.etasr.com Koklonis et al.: Utilization of Machine Learning in Supporting Occupational Safety and Health … 

 

applied in the daily hospital working life. The exploitation of 
these printed data records for incidents and accidents, and 
safety engineer audits and investigation reports are essential for 
OSH management. The utilization is related with identifying 
hazards that can lead to incident or accident, reducing the 
occupational risk, evaluating the efficacy of OSH measures – 
interventions, supporting management decisions (employee’s 
recruitment or movement to a different department, etc.) from 
the OSH perspective, improving OSH conditions and reducing 
the overall cost of injuries [23, 34]. The proposed change is 
related to the transfer of coded paper records into a DSS which 
is promising for OSH decisions. This process could result in 
faster and more accurate predictions according to OSH injuries 
and interventions, in accordance with [9, 34, 62], emphasizing 
the significance of quantitative analysis of empirical injury data 
in the safety science [25]. Another advantage of the proposed 
model is the fact that it can be adjusted to various working 
sectors, depending on the training sets and the existing records 
of incidents and accidents in each of them. For its application 
in other hospitals, the system can be easily updated with new 
datasets, according to the status of each hospital (incidents and 
accidents that take place and OSH conditions). The frequency 
of updating or retraining the classification models depends on 
the type and the frequency of incidents and accidents.   

To maximize the usability and the practicality of the DSS 
model, a certain approach for the risk values of various factors 
should be followed. For instance, the classes "Incident" and 
"Accident" may be confused during initial workplace risk 
assessment of a random scenario, because of the lack of 
knowledge about the necessity of the required medical leave 
and its length. The dataset for accidents needs to be improved, 
however, any kind of incident should be interpreted as an alert 
which can anytime lead to an accident. Incidents are very 
important for OSH, in the sense of "near miss", as a situation 
that could lead to an accident, particularly in the case of 
repeated incidents of the same kind [59, 60]. In addition, 
certain incidents can evolve in occupational diseases (like 
blood-borne diseases because of needlestick/cuts and chronic 
musculoskeletal disorders) [61]. An occupational disease 
according to the domestic legislative framework is equivalent 
to an occupational accident [62]. The experience of the safety 
engineer and the accordance with the corresponding 
methodology are very important key factors for this 
assessment. 

According to the proposed DSS model, an alert for taking 
corrective actions is related to all the classes that are different 
from the "Safety" one. The proposed measures and corrective 
actions target the elimination of hazards. The elimination is not 
always possible in all cases. Instead of elimination, limitation 
of hazards to acceptable levels should be the next step forward. 
The relation between cost and optimal level of risk is formed 
according to the ALARP (As Low As Reasonably Practicable) 
theory [60, 61]. In other words, entering the minimum values 
of risk for "Safety" class has no practical meaning since total 
lack of risk cannot happen in real conditions, both in terms of 
cost and inherent risk (a risk that is related to the nature of 
work). On the contrary, "armor logic" should not be applied 
during risk assessment by inserting maximum values during 
identifying and highlighting a hazard. In any case, the 

interesting point related to the values of risk variables is the 
threshold where the value of a specific risk factor leads to the 
transition from one class to another. 

A field for further research is the extensibility of the 
proposed DSS model and its development as a user-friendly 
web application platform. The development of the proposed 
DSS as a web app could make it more usable and accessible. 
Furthermore, the directions of this extensibility can include the 
facilitation of data entry to the system through Natural 
Language Process (NLP) (because there are several 
handwritten records) and the interconnection between the 
proposed DSS model and other tools/applications that will 
improve the efficiency of the proposed measures and corrective 
actions or/and the validity of risk assessment (scales for 
musculoskeletal disorders like key item method [66], working 
stress questionnaires, optimal allocation of OSH capital 
investment, etc.). 
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APPENDIX 

WEKA PARAMETERS FOR CLASSIFICATION ALGORITHMS 

Model Weka parameters 

NB 

batch size = 100 

debug = False 

kernel estimator = False 

doNotCheckCapabilities = False 

useSupervisedDiscretization = False 

BN 

batch size = 100 

debug = False 

doNotCheckCapabilities = False 

estimator = Sample Estimator – A 0.5 

searchAlgorithm = K2-P1-S BAYES 

useADTree = False 

k-NN 

k = 9 

batch size = 100 

crossValidate = False 

debug = False 

distanceWeighting = No 

doNotCheckCapabilities = False 

meanSquared = False 

nearestNeighbourSearchAlgorithm = LinearNNSearch - 

Euclidean distance First-Last 

MLP 

autoBuild = True 

batch size = 100 

debug = False 

decay = False 

doNotCheckCapabilities = False 

hiddenLayers = a, where a = (number of attributes + 

number of classes) /2 = 44 learning rate = 0.3 

momentum = 0.2 

nominalToBinaryFilter = True 

normalizeAttributes = True 

normalizeNumericClass = True 

reset = True 

seed = 0 

trainingTime (number of epochs) = 500 

validationSetSize = 0 

validation threshold = 20 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7262-7272 7270 
 

www.etasr.com Koklonis et al.: Utilization of Machine Learning in Supporting Occupational Safety and Health … 

 

PREDICTIVE PERFORMANCE OF THE DIFFERENT MODELS 

VMa 
MA

a
 

(%) 

Performance Evaluation Metrics 
MVa 

 Accident Falling Incident Cutting Safety 

NB 

Train 

set 

(80%) 

(379) 

93.40 

ER (%) 0.00 0.00 23.40 3.70 5.26 6.47 

Recall 1.000 1.000 0.766 0.963 0.947 0.94 

AUC 1.000 0.995 0.968 0.982 0.986 0.99 

Test 

set 

(20%) 

(97) 

71.13 

ER (%) 60.00 0.00 16.67 3.57 47.92 25.63 

Recall 0.600 1.000 0.833 0.964 0.521 0.78 

AUC 0.753 0.992 0.862 0.964 0.991 0.91 

10-fold 

cross 

(476) 

92.23 

ER (%) 8.69 15.00 28.81 3.67 4.20 12.07 

Recall 0.913 0.850 0.712 0.963 0.958 0.88 

AUC 0.995 0.944 0.890 0.969 0.966 0.95 

k-NN 

Train 

set 

(80%) 

(379) 

95.78 

ER (%) 0.00 37.5 21.28 0.00 0.00 11.76 

Recall 1.000 0.625 0.787 1.000 1.000 0.88 

AUC 1.000 0.986 0.990 0.997 1.000 0.99 

Test 

set 

(20%) 

(97) 

70.10 

ER (%) 0.00 50.00 25.00 3.57 47.92 25.30 

Recall 1.000 0.500 0.750 0.964 0.521 0.75 

AUC 0.875 0.985 0.983 0.997 0.751 0.92 

10-fold 

cross 

(476) 

92.86 

ER (%) 0.00 50.00 37.29 1.47 0.00 17.75 

Recall 1.000 0.500 0.627 0.985 1.000 0.82 

AUC 1.000 0.981 0.966 0.994 1.000 0.99 

BN 

Train 

set 

(80%) 

(379) 

97.10 

ER (%) 0.00 18.75 10.64 2.78 0.00 6.43 

Recall 1.000 0.813 0.894 0.972 1.000 0.94 

AUC 1.000 0.993 0.987 0.996 1.000 1.00 

Test 

set 

(20%) 

(97) 

72.16 

ER (%) 0.00 0.00 16.67 7.14 47.92 14.35 

Recall 1.000 1.000 0.833 0.929 0.521 0.86 

AUC 0.875 1.000 0.810 0.900 0.570 0.83 

10-fold 

cross 

(476) 

91.18 

ER (%) 0.00 15.00 13.56 5.88 9.66 8.82 

Recall 1.000 0.850 0.864 0.941 0.903 0.91 

AUC 0.975 0.985 0.979 0.994 0.913 0.97 

MLP 

Train 

set 

(80%) 

(379) 

99.74 

ER (%) 0.00 0.00 2.12 0.00 0.00 0.42 

Recall 1.000 1.000 0.979 1.000 1.000 1.00 

AUC 1.000 1.000 0.984 0.998 1.000 1.00 

Test 

set 

(20%) 

(97) 

94.85 

ER (%) 0.00 25.00 25.00 3.57 0.00 10.71 

Recall 1.000 0.750 0.750 0.964 1.000 0.89 

AUC 1.000 1.000 0.992 0.996 1.000 1.00 

10-fold 

cross 

(476) 

96.01 

ER (%) 0.00 10.00 22.03 2.94 0.00 6.99 

Recall 1.000 0.900 0.780 0.971 1.000 0.93 

AUC 0.999 0.996 0.971 0.991 1.000 0.99 
a. VM: Validation Model, MA: Model Accuracy, MV: Mean Value. 
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Abstract-Many researchers have examined the risks imposed by 
the Internet of Things (IoT) devices on big companies and smart 

towns. Due to the high adoption of IoT, their character, inherent 

mobility, and standardization limitations, smart mechanisms, 

capable of automatically detecting suspicious movement on IoT 

devices connected to the local networks are needed. With the 

increase of IoT devices connected through internet, the capacity 
of web traffic increased. Due to this change, attack detection 

through common methods and old data processing techniques is 

now obsolete. Detection of attacks in IoT and detecting malicious 

traffic in the early stages is a very challenging problem due to the 

increase in the size of network traffic. In this paper, a framework 

is recommended for the detection of malicious network traffic. 

The framework uses three popular classification-based malicious 

network traffic detection methods, namely Support Vector 

Machine (SVM), Gradient Boosted Decision Trees (GBDT), and 

Random Forest (RF), with RF supervised machine learning 

algorithm achieving far better accuracy (85.34%). The dataset 

NSL KDD was used in the recommended framework and the 

performances in terms of training, predicting time, specificity, 
and accuracy were compared. 

Keywords-cyber security; artificial intelligence; IoT; machine 

learning 

I. INTRODUCTION  

The Internet of Things (IoT) is probably the greatest 
modern advancement, considering its effect on our daily life, 
while the zones of its utilization are quickly expanding. In 
2018, the quantity of IoT devices was roughly 28 billion. This 
amount is expected to touch 49.1 billion by 2022 and the 
showcase size of IoT is estimated to reach around $10 trillion 
by 2022. IoT is recognized as a method regarding suitable 
mechanisms that interconnect by servers, sensors, and various 
software. A city structure, is shown in Figure 1 which 
comprises of three main layers: fog, cloud, and terminal layer. 

The data obtained from the IoT are saved on the Cloud 
Computing (CC) ecosystem which has progressively high-level 
processors and sufficient memory. The cloud layer has grown 

fast by the modern developments in IoT. Fog-to-things is 
created with a feasible clarification of those difficulties. In the 
fog layer, devices can experience some larger values of data 
basically given to the cloud layer, which decreases power 
damage, bandwidth, network traffic, and eliminates the data 
storage and communication challenges. In addition, it tries to 
accelerate the estimated method near the endpoint, facilitating 
some fast reply to the IoT-based urban use. There are two 
advantages of attack detection in the fog-to-things layer. Either 
the internet service provider or the network administrator can 
practice certain measures which can stop extensive destruction 
if these network attacks are recognized in the fog layer. 
Besides, this strategy does not prevent the regular daily 
experience for the people. 

 

 
Fig. 1.  Framework of a smart IoT-based city. 

The model traces the web traffic which passes by every 
fog-to-things node. As fog-to-things connections resemble IoT 
devices, it will be more efficient to recognize these network 
attacks at the fog-to-things connections rather than at the cloud 
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layer. Immediate attack detection can inform the network 
controllers of the IoT devices of those attacks, which will then 
support them to evaluate and improve their systems. Artificial 
intelligence technology like Machine Learning (ML) will do 
the whole evaluation and send video pictures to people who 
can react speedily to solve troubles and maintain residents’ 
safety. There are two types of attack detection: primarily 
signature-based or primarily anomaly-based. In the former, a 
primarily based solution fits the in-coming traffic closer to 
acknowledge attack/crime kinds in database whilst the latter 
checks the behavior of everyday traffic.  

II. RELATED WORK 

Many research studies in the application of ML have 
presently been presented in the domain, like object 
identification/recognition, pattern recognition, text processing, 
and image processing. In addition, much security research had 
been done using the Deep Learning (DL) approach [1]. Authors 
in [2] describe the expansion of big data and the evolution of 
IoT in a smart city. The author in [3] explains the evolution of 
CC and how big data have been engaged in the advancement of 
smart cities. He proposed a framework for managing big data 
for smart city purposes. The framework concentrates on 
difficulties related to smart cities for real-time decision 
planning. Many aspects and components of a smart city for 
upgrading the standard of the people are described in [4]. 
Authors in [5] suggest a platform design to secure a smart city 
facing cyber attackers. The structure is giving a warning DL 
model to identify attackers based on the user's data 
performance. In [6], resource administration methods of fog-
computing are analyzed, well-systematic research in taxonomy 
is presented, and various features of resource administration, 
i.e. mass balancing, resource/device scheduling and allocation, 
job/task allocation, device/resource provisioning, and task 
offloading, are highlighted. The given resource management 
procedures are analyzed by estimating factors such as: Qos 
metrics, different researches, and applied methods. The benefits 
and hindrances of these approaches are compared. 

Authors in [7] used the idea of an unknown and secure total 
plan (ASAS) in mist-based open distributed computing. In 
ASAS, the cloud gives advanced information about open cloud 
servers. When the ASAS is used, the fog gives devices to 
exchange information with PCS. Authors in [8] reported the 
advancements of remote sensor organization (WSN), 
correspondence innovation, and IoT innovation. Authors in [9] 
used ML techniques such as KNN, SVM, DT, Naïve Bayes, 
neural networks, and RF which can be applied in IDS. The 
authors compared ML models for multi and binary class 
combinations on the data set of Bot-IoT. Depending on these 
models they calculated the F1 score, recall, precision, and 
accuracy. The detection of attacks in FOG design was 
examined in [10], in which ML is compared with deep-learning 
neural networks working on an internet-available dataset. 

Authors in [11] examined TCP SYN network attacks and 
authors in [12] introduced deep neural networks for attack 
detection in IoT systems. The self-adaptive identification 
method of the security index of the network was studied, 
performed risk assessment was conducted, and the system was 
mapped. Authors in [13] developed network NIDS based on 

the conception of DL. For attack detection, they implemented 
network intrusion detection system on fog node. Authors in 
[14] used a novel method that combines isolation forest and 
One Class Support Vector Machine (OCSVM) with an active 
learning method to detect attacks with no prior information. 
Authors in [15] used a two-stage approach combining a fast 
preprocessing or filtering method with a variation auto encoder 
using reconstruction probability. Authors in [16] performed a 
Distributed Denial of Service (DDoS) attack using the ping of 
death technique and detected it using RF algorithm by using the 
WEKA tool with classification accuracy of 99.76%. Authors in 
[17] proposed the detection of network dictionary attacks using 
a data set collected as flows based on a clustered graph. The 
results of the mentioned methods on the CAIDA 2007 data set 
give high accuracy for the model. 

III. GAP ANALYSIS 

These are some prefaced problems taken from earlier 
research. 

• Worst performance of the detection of attacks on the fog 
layer. 

• Feature selection decreasing the accuracy. 

• Low accuracy of DoS, R2L, and U2R attack types. 

• Execution of multiple classifier algorithms on reduced data 
sets 

• False positive rate and false negatives rate is still in doubt. 

IV. A FRAMEWORK TO SOLVE ATTACK DETECTION IN IOT 

USING MACHINE LEARNING 

The proposed model for this research work is an ordinary 
huge organization or a smart city going through an increasing 
variety of IoT-associated cyber threats, such as heavy-
obligation DDoS attacks, achieved with an enormous botnet, 
e.g. Mirai, which exploit default or weak passwords. The 
current research specializes in advanced attacks which can be 
primarily based on violations of organizational protection 
guidelines. Once completed, an attacker is permitted to take 
advantage of individuals who connect unauthorized styles of 
IoT devices to the smart town. The previous approaches have 
been used broadly because of their excessive detection 
accuracy and low fake alarms. However, they lack the 
capability of seizing novel attacks. On the other hand, anomaly 
detection detects new attacks, although it lacks accuracy. In 
both procedures, classical ML analysis has been used 
prominently. Popular devices gaining knowledge of algorithms 
are incapable to detect complex data breaches [18]. In this 
research, we examined different algorithms for the different 
sub-processes of the framework shown in Figure 2 [19].  

A. Approaches to Solve Attack Detection using ML 

There are six main approaches in ML:  

• Supervised learning: In this, the data should be labeled like 
feeding a model with multiple examples of files and decide 
whether they are malware or not. Based on this data 
labeling [20], the model could decide on extra data. It is 
also called the task driven approach.  
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• Ensemble learning: It is an addition of label data like 
supervised learning while combining multiple models to 
solve the task.  

• Unsupervised learning: In this learning, unlabeled data are 
used and the model marks them by itself based on the data 
properties. It is considered to be the more powerful and it 
usually finds anomalies in the data set [21]. This is also 
called the data-driven approach.  

• Semi-super user learning: It tries to combine both 
supervised and unsupervised approaches when there is a 
data set with some labeled data [22].  

• Reinforcement learning: This behavior should be used in a 
changing environment. It is also called the environment 
driven approach [23]. 

• Active learning: It works like a teacher who can help in 
correcting error and behavior in environmental changes 
[24]. It is a subclass of reinforcement learning. 

 

 
Fig. 2.  A framework to solve attack detection in IoT using ML. 

B. Attack Detection using ML Methods 

In this part, the attack detection problems are studied by 
statistical classification of measurements using the 
implementation of ML. The spam filter in cyber security 
separates spam from different communications services. Spam 
is apparently the leading ML method applied in information 
security. The supervised learning labeled data method is 

usually used for classification. In our research, we used the 
Gradient Boosted DT, SVM, and RF classifications and the 
results were compared. 

1) Support Vector Machine 

It is the most popular and widely recognized technique. It 
can be used for regression, but mostly it is used in classification 
algorithms. In SVM, we sketch data items by the point in an n-
dimensional area where n represents the considered features 
[25]. It creates a hyper plane and separates the data into classes 
[26]. 

2) Gradient Boosted Decision Tree 

GBDT is an ensemble of DTs. GBDT is an ML algorithm 
which constructs vulnerable DTs through the boosting 
technique. For building the tree ensemble, we need to train over 
the algorithms on different samples. Unfortunately, we cannot 
train them on a single set. GBDT uses the present-day 
ensemble to predict the label of every instance, after which the 
results are compared with the accurate labeled data. It works on 
large datasets and has high predicting power [27]. 

3) Random Forest 

RF [28] is based on random subspace, bagging, and uses 
CART DTs as base algorithm. It works on both regression and 
classification. The education is achieved in parallel. It injects 
randomness within the learning (testing and training), a process 
in which each tree isn't the same with the others. In predictions, 
each tree is combined, which reduces the variance of prediction 
and hence improves performance [29]. 

V. EXPERIMENTS AND RESULTS 

In this section, the dataset, which is applied for the 
experiment and for testing results, is described along with the 
performance metrics used for result comparison and the 
recommended model is reviewed by applying various 
selections and classifications. Three ML algorithms were 
applied for the evaluation of the given proposed model [30]. 

A. Dataset 

The NSL KDD dataset was used in this research. This 
dataset is available in CSV and JSON files. We can use this for 
the model and the evaluation phase. The dataset is modifiable, 
extensible, and reproducible [31].  

B. Proposed Method 

Our research is a novel combination of several independent 
ML algorithms. In our framework, the first step is the dataset 
collection and analysis. In this process, the data were collected 
and observed deeply to analyze the types of data. In the data 
preprocessing step, the data were cleaned, visualized, and 
feature engineering was applied along with implemented 
vectorizations. Hence, the data were converted into feature 
vectors [32]. After the analysis of the NSL-KDD dataset, the 
attacks can be categorized into four principal classes: 

• Unauthorized to remote (R2L) 

• Denial-of-Service (DoS) 

• Unauthorized to root super user privileges (U2R attack) 
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• Port scanning attack (Probe) 

The details of each attack are shown in Figure 3.  

TABLE I.  TRAIN SET OF NSL-KDD 

Type Original records Distinct records Reduction rate 

Attacks 3,925,640 262,178 93.3 

Normal 972,782 812,814 16.44 

Total 4,798,431 1,074,992 78.05 

TABLE II.  TEST SET OF NSL-KDD 

Type Original records Distinct records Reduction rate 

Attacks 250,436 29,378 88.26 

Normal 60,591 47,911 20.92 

Total 311,027 77,289 75.15 

 

 
Fig. 3.  Attack categories of the IoT ecosystem. 

Our data is converted into feature vectors. The dataset is 
then split into 80% for training and 20% for testing sets (Tables 
I-II). For the learning algorithm, the training data set was 
utilized and our final model was deployed using a boosting 
technique. Figure 4 shows the data distribution in testing and 
training subsets. 

 

 
Fig. 4.  NSL-KDD dataset distribution. 

C. Algorithm 

The algorithmic steps are mentioned below. 

• Load the NSL-KDD data set. 

• Apply the pre-processing technique. 

• Divide into 80-20 ratios of testing and training datasets. 

• Select feature selection vectors. 

• The training dataset is given to the classifiers. 

• The test data set is fed to the three selected classifiers for 
classification. 

• Calculate accuracy, specificity, FPR, and TPR. 

D. Classifiers and Training 

For the model training, RF supervised ML algorithm was 
selected. The algorithms which combine DT with ensemble 
learning have several advantages, such as their need of only a 
few input parameters and their resistance to overfitting. The 
number of tree parameters is set to be 500. When the number of 
branches increases, the variance would be decreased without 
ensuing in bias. RF has changed into applied to traffic data sets, 
which include in-network traffics misuse detection and 
Command and Control (C&C) IoT attack detection from traffic 
flow-base [33]. 

E. Performance Metrics 

In the suggested framework, four performance metrics were 
considered: Accuracy (A), Training Time (TT), which is the 
total time to train a classifier, Specificity (S), and Prediction 
Time (PT), which is the total time which an algorithm takes to 
predict all the data. TP (true positive) represents the correct 
identification of an attack, FP (false positive) represents the 
incorrect identified attacks, TN (true negative) represents the 
correctly identified normal connections, and FN (false 
negative) represents the number of attacks that were not 
correctly identified [34]:  

Accuracy = A 

True Positive = Θ 

False Positive = ξ 

True Negative = ω 

False Negative = Π 

Accuracy shows how accurately the algorithm can detect 
the normal and attack connections: 

A
Θ ω

Θ ξ ω Π

+
=

+ + +
    (1) 

Specificity is used for measuring the negatives which are 
correctly identified: 

S
ω

ξ ω
=

+
    (2) 

Roc gives a graphical representation that compiles the 
review of a classifier's overall thresholds on a diagnostic 
criterion. That is created on mapping the True Positive Rate 
(TPR) against the False Positive Rate (FPR) as the use of the 
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threshold is different for selecting algorithms for a provided 
class: 

FPR
ξ

ξ ω
=

+
    (3) 

TPR
Θ

ξ Θ
=

+
    (4) 

A threshold is the expected value for all the predicted 
classes. The ROC curve can be drawn using binary classes. The 
values of the TPR and FPR range from 0 to 1. 

F. Experimental Setup 

The experiments were conducted on a Lenovo Thinkpad 
system with Ubuntu 20.04 operating system, 4500U Processor, 
8GB memory, integrated AMD (attached NVIDIA) graphic 
card which was used for training the dataset. During data 
preprocessing, cleaning, and feature selection, Numpy and 
Pandas libraries were used.  

G. Result Analysis 

As mentioned above, three ML algorithms were applied to 
the NSL-KDD dataset, namely RF, GDBT, and SVM. From 
the cross-validation, RF has performed best in terms of testing 
and training accuracy. The results show that the RF obtained 
the highest accuracy on fog layer which is 85.34%. The 
obtained accuracy of SVM and GDBT was 32.38% and 
78.01% respectively, as shown in Table III. In terms of 
specificity, GDBT algorithm performed best with 97.02%. The 
specificity achieved by SVM and RF was 2.02% and 95.09% 
respectively. Table III shows the result of the performance 
evaluation of the mentioned algorithms including A, TT, PT, 
and S. 

TABLE III.  RESULT ANALYSIS TABLE 
Method A S TT PT 

SVM, RF 32.38 2.02 10.87 1.056 

GDBT 78.01 97.02 7.78 1.6 

RF 85.34 95.09 6.10 1.345 
 

VI. CONCLUSION 
Through the obtained results, it can be confirmed that 

supervised ML can be used to analyze traffic data and 
accurately expose the data that are maliciously traveling over 
IoT devices. To identify that traffic accurately, NSL KDD 
dataset is critically evaluated by making use of ML 
techniques. This dataset is used for the comparison of the 
given framework by employing functions such as selection 
and classification. Overall, the RF algorithm provided the best 
accuracy of 85.34% on the fog layer in comparison with the 
other two learning algorithms. In the future, it is planned to 
analyze different IoT devices, explore further technologies 
and, testing with different data of IoT devices infected by 
malware and cyber-attacks.  

ACKNOWLEDGEMENT 
The authors would like to thank the Department of 

Computer Science and Information technology, NED 

University of Engineer and Technology for giving permission 
for this research project. 

REFERENCES 

[1] S. Mendhurwar and R. Mishra, "Integration of social and IoT 
technologies: architectural framework for digital transformation and 
cyber security challenges," Enterprise Information Systems, vol. 15, no. 
4, pp. 565–584, Apr. 2021, https://doi.org/10.1080/17517575.2019. 
1600041. 

[2] Z. Allam and Z. A. Dhunny, "On big data, artificial intelligence and 
smart cities," Cities, vol. 89, pp. 80–91, Jun. 2019, https://doi.org/ 
10.1016/j.cities.2019.01.032. 

[3] K. K. Mohbey, "An Efficient Framework for Smart City Using Big Data 
Technologies and Internet of Things," in Progress in Advanced 
Computing and Intelligent Engineering, Singapore, 2019, pp. 319–328, 
https://doi.org/10.1007/978-981-13-0224-4_29. 

[4] N. T. Archibald, "Cybersecurity and Critical Infrastructure: An Analysis 
of Securitization Theory," Undergraduate Journal of Politics, Policy 
and Society, vol. 3, no. 1, pp. 39–54, 2020. 

[5] A. Elsaeidy, I. Elgendi, K. S. Munasinghe, D. Sharma, and A. 
Jamalipour, "A smart city cyber security platform for narrowband 
networks," in 27th International Telecommunication Networks and 
Applications Conference, Melbourne, VIC, Australia, Nov. 2017, pp. 1–
6, https://doi.org/10.1109/ATNAC.2017.8215388. 

[6] M. Ghobaei-Arani, A. Souri, and A. A. Rahmanian, "Resource 
Management Approaches in Fog Computing: a Comprehensive Review," 
Journal of Grid Computing, vol. 18, no. 1, pp. 1–42, Mar. 2020, 
https://doi.org/10.1007/s10723-019-09491-1. 

[7] H. Wang, Z. Wang, and J. Domingo-Ferrer, "Anonymous and secure 
aggregation scheme in fog-based public cloud computing," Future 
Generation Computer Systems, vol. 78, pp. 712–719, Jan. 2018, 
https://doi.org/10.1016/j.future.2017.02.032. 

[8] D. Li, L. Deng, W. Liu, and Q. Su, "Improving communication precision 
of IoT through behavior-based learning in smart city environment," 
Future Generation Computer Systems, vol. 108, pp. 512–520, Jul. 2020, 
https://doi.org/10.1016/j.future.2020.02.053. 

[9] A. Churcher et al., "An Experimental Analysis of Attack Classification 
Using Machine Learning in IoT Networks," Sensors, vol. 21, no. 2, Jan. 
2021, Art. no. 446, https://doi.org/10.3390/s21020446. 

[10] A. A. Diro and N. Chilamkurti, "Distributed attack detection scheme 
using deep learning approach for Internet of Things," Future Generation 
Computer Systems, vol. 82, pp. 761–768, May 2018, https://doi.org/ 
10.1016/j.future.2017.08.043. 

[11] B. K. Mohanta, U. Satapathy, and D. Jena, "Addressing Security and 
Computation Challenges in IoT Using Machine Learning," in Advances 
in Distributed Computing and Machine Learning, Singapore, Asia, 
2021, pp. 67–74, https://doi.org/10.1007/978-981-15-4218-3_7. 

[12] J. Li and B. Sun, "A Network Attack Detection Method Using SDA and 
Deep Neural Network Based on Internet of Things," International 
Journal of Wireless Information Networks, vol. 27, no. 2, pp. 209–214, 
Jun. 2020, https://doi.org/10.1007/s10776-019-00462-7. 

[13] N. Sahar, R. Mishra, and S. Kalam, "Deep Learning Approach-Based 
Network Intrusion Detection System for Fog-Assisted IoT," in 
Proceedings of International Conference on Big Data, Machine 

Learning and their Applications, Singapore, 2021, pp. 39–50, 
https://doi.org/10.1007/978-981-15-8377-3_4. 

[14] S. Kavitha, U. Maheswari, and R. Venkatesh, "Network Anomaly 
Detection for NSL-KDD Dataset Using Deep Learning," Information 
Technology in Industry, vol. 9, no. 2, pp. 821–827, Mar. 2021, 
https://doi.org/10.17762/itii.v9i2.419. 

[15] H. Neuschmied, M. Winter, K. Hofer-Schmitz, and B. Stojanovic, "Two 
Stage Anomaly Detection for Network Intrusion Detection," in 7th 
International Conference on Information Systems Security and Privacy, 
Vienna, Austria, Feb. 2021, pp. 450–457. 

[16] S. Pande, A. Khamparia, D. Gupta, and D. N. H. Thanh, "DDOS 
Detection Using Machine Learning Technique," in Recent Studies on 
Computational Intelligence: Doctoral Symposium on Computational 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7273-7278 7278 
 

www.etasr.com Anwer et al.: Attack Detection in IoT using Machine Learning 

 

Intelligence, A. Khanna, A. K. Singh, and A. Swaroop, Eds. Singapore, 
Asia: Springer, 2021, pp. 59–68. 

[17] A. T. Siahmarzkooh, J. Karimpour, and S. Lotfi, "A Cluster-based 
Approach Towards Detecting and Modeling Network Dictionary 
Attacks," Engineering, Technology & Applied Science Research, vol. 6, 
no. 6, pp. 1227–1234, Dec. 2016, https://doi.org/10.48084/etasr.937. 

[18] A. Alrawais, A. Alhothaily, C. Hu, and X. Cheng, "Fog Computing for 
the Internet of Things: Security and Privacy Issues," IEEE Internet 
Computing, vol. 21, no. 2, pp. 34–42, Mar. 2017, https://doi.org/ 
10.1109/MIC.2017.37. 

[19] I. Kotenko, I. Saenko, A. Kushnerevich, and A. Branitskiy, "Attack 
Detection in IoT Critical Infrastructures: A Machine Learning and Big 
Data Processing Approach," in 27th Euromicro International 
Conference on Parallel, Distributed and Network-Based Processing, 
Pavia, Italy, Feb. 2019, pp. 340–347, https://doi.org/10.1109/ 
EMPDP.2019.8671571. 

[20] M. Hasan, M. M. Islam, M. I. I. Zarif, and M. M. A. Hashem, "Attack 
and anomaly detection in IoT sensors in IoT sites using machine 
learning approaches," Internet of Things, vol. 7, Sep. 2019, Art. no. 
100059, https://doi.org/10.1016/j.iot.2019.100059. 

[21] A. Haldorai, A. Ramu, and M. Suriya, "Organization Internet of Things 
(IoTs): Supervised, Unsupervised, and Reinforcement Learning," in 
Business Intelligence for Enterprise Internet of Things, A. Haldorai, A. 
Ramu, and S. A. R. Khan, Eds. Cambridge, UK: Springer, 2020, pp. 27–
53. 

[22] S. Rathore and J. H. Park, "Semi-supervised learning based distributed 
attack detection framework for IoT," Applied Soft Computing, vol. 72, 
pp. 79–89, Nov. 2018, https://doi.org/10.1016/j.asoc.2018.05.049. 

[23] M. Lopez-Martin, B. Carro, and A. Sanchez-Esguevillas, "Application of 
deep reinforcement learning to intrusion detection for supervised 
problems," Expert Systems with Applications, vol. 141, Mar. 2020, Art. 
no. 112963, https://doi.org/10.1016/j.eswa.2019.112963.  

[24] K. Yang, J. Ren, Y. Zhu, and W. Zhang, "Active Learning for Wireless 
IoT Intrusion Detection," IEEE Wireless Communications, vol. 25, no. 6, 
pp. 19–25, Dec. 2018, https://doi.org/10.1109/MWC.2017.1800079. 

[25] B. S. Bhati and C. S. Rai, "Analysis of Support Vector Machine-based 
Intrusion Detection Techniques," Arabian Journal for Science and 
Engineering, vol. 45, no. 4, pp. 2371–2383, Apr. 2020, https://doi.org/ 
10.1007/s13369-019-03970-z.  

[26] M. M. N. Aboelwafa, K. G. Seddik, M. H. Eldefrawy, Y. Gadallah, and 
M. Gidlund, "A Machine-Learning-Based Technique for False Data 
Injection Attacks Detection in Industrial IoT," IEEE Internet of Things 
Journal, vol. 7, no. 9, pp. 8462–8471, Sep. 2020, https://doi.org/ 
10.1109/JIOT.2020.2991693. 

[27] L. Liu, J. Yang, and W. Meng, "Detecting malicious nodes via gradient 
descent and support vector machine in Internet of Things," Computers & 
Electrical Engineering, vol. 77, pp. 339–353, Jul. 2019, https://doi.org/ 
10.1016/j.compeleceng.2019.06.013. 

[28] M. B. Farukee, M. S. Z. Shabit, Md. R. Haque, and A. H. M. S. Sattar, 
"DDoS Attack Detection in IoT Networks Using Deep Learning Models 
Combined with Random Forest as Feature Selector," in Advances in 
Cyber Security, Singapore, Asia, 2021, pp. 118–134, https://doi.org/ 
10.1007/978-981-33-6835-4_8. 

[29] P. A. A. Resende and A. C. Drummond, "A Survey of Random Forest 
Based Methods for Intrusion Detection Systems," ACM Computing 

Surveys, vol. 51, no. 3, pp. 48:1-48:36, May 2018, https://doi.org/ 
10.1145/3178582. 

[30] R. Kozik, M. Choras, M. Ficco, and F. Palmieri, "A scalable distributed 
machine learning approach for attack detection in edge computing 
environments," Journal of Parallel and Distributed Computing, vol. 
119, pp. 18–26, Sep. 2018, https://doi.org/10.1016/j.jpdc.2018.03.006. 

[31] G. Meena and R. R. Choudhary, "A review paper on IDS classification 
using KDD 99 and NSL KDD dataset in WEKA," in 2017 International 
Conference on Computer, Communications and Electronics (Comptelix), 
Jaipur, India, Jul. 2017, pp. 553–558, https://doi.org/10.1109/ 
COMP℡IX.2017.8004032. 

[32] J. Liu, B. Kantarci, and C. Adams, "Machine learning-driven intrusion 
detection for Contiki-NG-based IoT networks exposed to NSL-KDD 

dataset," in 2nd ACM Workshop on Wireless Security and Machine 
Learning, New York, NY, USA, Jul. 2020, pp. 25–30, 
https://doi.org/10.1145/3395352.3402621. 

[33] Y. N. Soe, Y. Feng, P. I. Santosa, R. Hartanto, and K. Sakurai, "Rule 
Generation for Signature Based Detection Systems of Cyber Attacks in 
IoT Environments," Bulletin of Networking, Computing, Systems, and 
Software, vol. 8, no. 2, pp. 93–97, Jul. 2019. 

[34] M. Aamir and S. M. A. Zaidi, "DDoS attack detection with feature 
engineering and machine learning: the framework and performance 
evaluation," International Journal of Information Security, vol. 18, no. 
6, pp. 761–785, Dec. 2019, https://doi.org/10.1007/s10207-019-00434-1. 

[35] Y. L. Ng, X. Jiang, Y. Zhang, S. B. Shin, and R. Ning, "Automated 
Activity Recognition with Gait Positions Using Machine Learning 
Algorithms," Engineering, Technology & Applied Science Research, vol. 
9, no. 4, pp. 4554–4560, Aug. 2019, https://doi.org/10.48084/ 
etasr.2952. 

[36] Z. A. Shaikh, "Keyword Detection Techniques: A Comprehensive 
Study," Engineering, Technology & Applied Science Research, vol. 8, 
no. 1, pp. 2590–2594, Feb. 2018, https://doi.org/10.48084/etasr.1813. 

[37] N. F. Syed, Z. Baig, A. Ibrahim, and C. Valli, "Denial of service attack 
detection through machine learning for the IoT," Journal of Information 
and Telecommunication, vol. 4, no. 4, pp. 482–503, Oct. 2020, 
https://doi.org/10.1080/24751839.2020.1767484. 
 



Engineering, Technology & Applied Science Research Vol. 11, No. 3, 2021, 7279-7282 7279 
 

www.etasr.com  Guediri & Guediri: Study and Order of a Medium Power Wind Turbine Conversion Chain connected to … 

 

Study and Order of a Medium Power Wind Turbine 

Conversion Chain Connected to Medium Voltage 

Grid 
 

Abdelhafid Guediri 

Faculty of Technology 
VTRS Laboratory 

The University of El Oued 

El Oued, Algeria 
abdelhafid-guediri@univ-eloued.dz 

Abdelkarim Guediri 

Faculty of Technology 
VTRS Laboratory 

The University of El Oued 

El Oued, Algeria 
karim_elect@yahoo.fr 

 

Abstract-In this article, we will study a system consisting of a 

wind turbine operating at a variable wind speed and a two-feed 

asynchronous machine (DFIG) connected to the grid by the stator 
and fed by a transducer at the rotor side. The conductors are 

separately controlled for active and reactive power flow between 

the stator (DFIG) and the network, which is achieved using 

conventional PI and fuzzy logic. The proposed controllers 

generate reference voltages for the rotor to ensure that the active 

and reactive powers reach the required reference values, in order 

to ensure effective tracking of the optimum operating point and 
to obtain the maximum electrical power output. System modeling 

and simulation were examined with Matlab. Dynamic analysis of 

the system is performed under variable wind speed. This analysis 

is based on active and reactive energy control. The results 

obtained show the advantages of the proposed intelligent control 
unit. 

Keywords-Doubly Fed Induction Generator (DFIG); active and 

reactive control; fuzzy management; fuzzy PI controller; variable 

speed wind turbine 

I. INTRODUCTION 

Variable speed wind generators are more attractive than 
fixed speed systems due to their efficiency, their quality in the 
power output, and their dynamic performance in the occurrence 
of network faults. The majority of wind diversion systems are 
equipped with Doubly Fed Induction Generators (DFIGs) [1]. 
Under ideal control conditions, at different wind speeds, the 
system can extract maximum energy. Wind speed measuring 
instruments are used and the command is derived for the 
required optimum speed turbine [2]. However, anemometers 
can increase the cost of the wind transmission system and 
reduce its reliability [3]. Several turbine control technologies 
have been developed to improve the energy output for a 
specific wind speed. Some variable speed techniques require a 
strategy for estimating wind velocity, which is very difficult 
under highly variable wind conditions [4]. Three types of PI 
regulators are offered. In this paper, a fuzzy logic controller is 
proposed to control the DFIG speed for the maximum 
operating point to track force for a wide range of wind speeds.  

II. WIND TURBINE MODEL 

A DFIG wind turbine consists of a variable speed turbine, a 
generator and a gearbox [5, 6]. The main objective of the 
turbine is to convert wind power to mechanical power on its 
shaft. The relationship between mechanical power, ����� 	and 
rotor speed, �	is described as [7]: 

����� = 	
����
��     (1) 
where ρ corresponds to the density of the air and R to the radius 
of the turbine fan respectively. The force modulus can be 
described because the fraction of the mechanical strength 
extracted from the total force to be obtained from the wind is 
specific to each turbine [8]. The power factor Cp is generally 
known as the pause ratio characteristic [9]. 

III. MODELING OF THE DFIG 

The DFIG electrical state can be modeled using the Park 
Transformation as follows [10]:   

��
�
�� ��� = ����� + ��������� = ����� +�� ���!� = �!�!� + ��"��� − $�� −�% !��!� = �!�!� + ��"&�� + $�� −�% !�

    (2) 

To obtain separate control over the stator reactive and 
active forces, the DFIG model is required to express all 
quantities. This is in accordance with the concept of stator flow 
direction and the assumption that the stator resistance is small 
compared to the stator reactance of a DFIG of medium and 
high power volume, where the stator flux can be computed as 
[11]: 

' �� =	−�� (	)� �!�		*� = +���	)� −		+�(	)� 		 �!�	    (3) 
The electromagnetic torque is expressed as:  
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��� = −, ()� 	 �	�!�    (4) 
IV. SYSTEM DESCRIPTION 

The first DFIG configuration used in this paper is shown in 
Figure 1. By means of a gearbox and a coupling shaft 
mechanism the wind turbine is mechanically connected with 
the DFIG [12]. The wound-rotor induction generator is fed to 
the stator and rotor from each element. The stator is directly 
connected to the grid, while the rotor is fed via lower back to 
another four-quadrant PWM power converter (RSC and GSC) 
connected with the use of a battery inside the direct current -
link condenser [13]. 

 

 
Fig. 1.  DFIG-based wind conversion system. 

Figure 2 displays a schematic diagram of an ordinary 
conversion [14]. Figure 3 shows the forces between DFIG, 
converters, and grid. The rotor aspect converter guarantees a 
decoupled lively and reactive stator power control, Ps and Qs, 
consistent with the reference torque introduced via the 
Maximum Power Point Tracking (MPPT) control. The grid 
facet converter manipulates the electricity drift trade with the 
grid through. The rotor maintains the direct current bus at a 
steady voltage state and enforces the reactive energy QL at zero 
[15]. 

 

 
Fig. 2.  Block diagram of the fuzzy controller. 

 
Fig. 3.  Membership functions used by the controller. 

TABLE I. RULE TABLE OF THE FUZZY CONTROLLER 

∆	. 

E 

NG NM NP EZ PP PM PG 

∆e 

NG NG NG NG NM NP NP EZ 

NM NG NM NM NM NP EZ PP 

NP NG NM NP NP EZ PP PM 

EZ NG NM NP EZ PP PM PG 

PP NM NP EZ PP PP PM PG 

PM NP EZ PP PM PM PM PG 

PG EZ PP PP PM PG PG PG 

 

V. ADJUSTMENT OF THE ROTOR CURRENTS OF THE DFIG  

We will now use the same diagram of the vector control 
except that this time the rotor current regulators are fuzzy 
regulators (Figure 4). 

 

 
Fig. 4.  Block diagram of the DFIG fuzzy-PI regulator of speed for supply 

of power to the electrical grid. 

The two current regulators are of the same type (seven-class 
Mamdani-type regulator), and have the same membership 
functions.  

VI. RESULTS AND DISCUSSION 

For the robustness tests of the control by fuzzy regulators, 
we studied the influence of the variation of the rotor resistance 
and own and mutual inductance on the performance of control. 
Our wind power system (turbine+DFIG) is controlled by fuzzy 
regulators. The starting is no-load then a reference active power 
is applied: 

• Between t=0.2s and t=0.6s negative scale (Pref=−20000W). 

• Between t=0.6s and t=1s (Pref = −10000W). 

• Reactive power: Between t=0s and t=1s step (Qref=0VAR) 

Figures 5-13 show the performance of the reactive and 
active stator power PI- fuzzy control applied to the DFIG. In 
Figures 6 and 7 we observe that the direct and quadrature 
components of the stator and rotor currents follow their 
reference values. In view of these results, better tracking of the 
fuzzy regulator compared to that of the PI regulator is 
achieved. Fuzzy regulators do not generate any overshoot, 
particularly at transient. For the other performances, they are 
almost similar to that of the PI regulator. Figure 12 shows the 
waveform of the stator voltage and current. 
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Time(s) 

Time(s) 

 
Fig. 5.  Electromagnetic torque. 

 
Fig. 6.  Direct and quadrature rotor currents. 

 
Fig. 7.  Direct and quadrature stator currents. 

 
Fig. 8.  Stator active power (W) and reactive  power (VAR). 

We can notice that the stator voltage is equal to that of the 
network, while the waveform of the current is related to that of 
the active power and the reactive power. The stator current and 
voltage are in phase opposition, as shown in Figure 12. This 
means that the stator active power is sent from the generator to 
the network. Note that the stator voltage and current 
waveforms are independent of the wind speed profile. Tuning 
by fuzzy logic may override tuning by PI with respect to the 
quality of the dynamic response of the system. Indeed, the 
latter further reduces the response time by producing a limited 

overshoot accompanied by weak oscillations around the 
setpoint in steady state. The precision is not as good as that of a 
PI regulator where the integral action eliminates the static error. 
This suggests the combination of two types of regulators: a 
fuzzy regulator for the transient regime and a PI regulator for 
the steady state.  

 

 
Fig. 9.  Three-phase stator current. 

 
Fig. 10.  Three-phase rotor current. 

 
Fig. 11.  Current per rotor phase. 

 
Fig. 12.  The stator current and voltage. 
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Fig. 13.  Focus on stator current and voltage. 

VII. CONCLUSION 

In this paper, the technique of fuzzy logic has been 
explored. A fuzzy logic controller using the concept of offline 
decision table was installed in the vector control for a 
asynchronous dual power machine (DFIG). This choice of 
command was justified by the ability of fuzzy logic to handle 
the imprecise, the uncertain, and the vague. The obtained 
results show that the FLC has very satisfactory tracking 
performance. It has improved the dynamics of the rotor 
currents compared to that of the adjustment by PI. The major 
problem in designing an FLC is the choice of membership 
functions for the input and output variables, which is generally 
done thanks to the expertise of the process. However, a fuzzy 
system is difficult to grasp. Its control and adjustment can be 
relatively long. Sometimes it is a lot more of a trial and error 
procedure than a real reflection. Fuzzy logic therefore lacks a 
high-performance learning medium for solving a fuzzy system. 

APPENDIX 

PARAMETERS OF THE 1.5MW DFIG 

Symbol Parameters Value 

Pn Rated Power 1.5MW 

Vs Stator Voltage 300V 

Fs Stator Frequency 50Hz 

Rs Stator Resistance 0.012Ω 

Ls Stator Leakage Inductance 0.0205H 

Rr Rotor Resistance 0.021Ω 

Lr Rotor Leakage Inductance 0.0204H 

Lm Mutual Inductance 0.0169H 

P Poles Pairs Number 2 

J Rotor Inertia 1000Kg.m2 

PARAMETERS OF THE TURBINE 

Symbol Parameters Value 

R Blade Radius 35.25m 

N Number of Blades 3 

G Gearbox ratio 90 

J Moment of inertia Kg.m
2
 

fv Viscous friction coefficient 0.0024N.m.s
-1
 

V Nominal Wind Speed 16m/s 

Vd Cut-in Wind Speed 4m/s 

Vm Cut-out Wind Speed 25m/s 
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Abstract-This study presents a metaheuristic method for the 

optimum design of multimachine Power System Stabilizers 

(PSSs). In the proposed method, referred to as Local Search-

based Non-dominated Sorting Genetic Algorithm (LSNSGA), a 

local search mechanism is incorporated at the end of the second 

version of the non-dominated sorting genetic algorithm in order 

to improve its convergence rate and avoid the convergence to 
local optima. The parameters of PSSs are tuned using LSNSGA 

over a wide range of operating conditions, in order to provide the 

best damping of critical electromechanical oscillations. 

Eigenvalue-based objective functions are employed in the PSS 

design process. Simulation results based on eigenvalue analysis 

and nonlinear time-domain simulation proved that the proposed 

controller provided competitive results compared to other 
metaheuristic techniques. 

Keywords-power system stabilizer; non-dominated sorting 

genetic algorithm; local search; eigenvalue analysis; nonlinear 

time domain simulation 

I. INTRODUCTION  

The complexity of electricity networks due to several 
economic, ecological, and technical exigencies has obliged 
electric companies to operate at full network capacity in order 
to achieve a balance between the increased consumption and 
the production, under severe conditions increasingly close to 
the stability limits. Under these drastic conditions and 
operating limits, the occurrence of any contingencies or 
disturbances such as short-circuits, sudden variations in loads, 
and line outage, can lead to a critical situation often starting 
with poorly damped Electromechanical Oscillations (EMOs) 
followed by loss of synchronism and system instability [1]. For 
instance, these low frequency oscillations may limit the transfer 
capacity of the power system and continue to grow up resulting 

in the separation of the system if no adequate response is 
quickly taken. To overcome the problem of EMOs and improve 
the system damping, additional stabilizing signals are usually 
added to the excitation system via the voltage regulator [2]. 
The Conventional Power System Stabilizer (CPSS) has long 
been employed to damp out EMOs. Generally, CPSSs are 
based on lead-lag compensators with fixed parameters 
determined at the nominal operating condition. However, 
power systems are strongly nonlinear with configurations and 
load changing over time, which implies that these fixed 
parameters of the stabilizers are no longer adapted to the new 
operating conditions [3]. Therefore, the fundamental problem is 
not only to determine the optimal parameters of these 
stabilizers, but also to make them adapt to the modification of 
the operating points and system configurations. Within this 
context, diverse research works have been directed towards the 
design of Power System Stabilizers (PSSs) with optimal 
performance for a wide range of system parameters, 
configurations, and operating conditions [4-8]. From the 
literature review, it was found that several ideas and methods 
have been suggested for the optimal setting of PSS parameters. 
The most used PSS design methods are summarized in [9-10] 
and are divided into three main categories which are adaptive 
control [11-12], linear approximation [13], and nonlinear 
models [14]. In [12], Model Reference Adaptive System-based 
PSS (MRAS-PSS) design has been addressed. The 
performance of the MRAS-PSS has been assessed through 
Nonlinear Time Domain Simulation (NTDS). Despite the fact 
that the adaptive control-based PSS may mitigate the 
shortcomings of CPSS, it appears complex in nature and costly.  

Several numerical techniques have been suggested for the 
enhancement of small signal stability of interconnected 
multimachine power systems, such as linear programming and 
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gradient methods [15]. Unfortunately, these classical methods 
require initialization of the problem solutions and they are 
iterative. Thus, they may fail to converge to the global optima. 
To avoid the limitations of classical techniques, 
nonconventional optimization techniques have been used for 
solving several complex problems. In particular, these 
techniques have demonstrated high performance when applied 
to power system problems, such as the problem of the 
enhancement of power system stability. For instance, a Genetic 
Algorithm (GA)-based method for the optimal setting of lead-
lag PSSs parameters was suggested in [16]. In [4], the same 
regulators have been optimally designed using Simulated 
Annealing (SA) where the objective function has been 
optimized in order to shift all electromechanical modes to the 
left side in the s-plane. An artificial bee colony-based method 
has been suggested in [6] for dynamic stability enhancement 
and its performance was compared with other techniques. In 
[17], a time domain response based function has been 
minimized using Particle Swarm Optimization (PSO) in order 
to tune the parameters of PSS regulators. These regulators are 
employed for damping inter-area oscillations and local modes. 
In [18], the whale optimization algorithm was used for tuning 
the PSS regulators in order to suppress power system 
oscillations and maintain system stability after the occurrence 
of faults. The authors have considered an eigenvalue-based 
objective function in the design process. Other metaheuristic 
techniques have also been employed for the enhancement of 
power system stability, such as the Bacteria Foraging 
Optimization Algorithm (BFOA) [19] and Fuzzy Gravitational 
Search Algorithm (FGSA) [20]. Unfortunately, these random-
based methods have been criticized for their low convergence 
rate and the fact that they can be trapped in local minima when 
complex multimodal problems are considered [21]. Within this 
context, a modified version of the Non-dominated Sorting 
Genetic Algorithm (NSGAII) for the optimal design of PSS 
regulators is presented in this study. The main contributions of 
this work are: 

• Two eigenvalue-based objective functions are optimized 
simultaneously in order to provide optimum PSS design. 
The first one is related to the real part of the 
electromechanical modes whilst the second one 
corresponds to the damping ratios of the same modes. The 
optimization of these two objective functions aims to shift 
all electromechanical modes as much as possible in the left 
side of the s-plane. In order to make the proposed controller 
more robust, the PSS parameters are optimized over a wide 
range of operating conditions. 

• The aforementioned objective functions are minimized 
simultaneously using an improved version of the NSGAII. 
To do this, a local search procedure is embedded at the end 
of all iterations of the NSGAII in order to increase its 
convergence rate and avoid the convergence to local 
optima. Decision variables of the problem are the PSS 
parameters and the problem constraints are the bounds of 
these parameters.  

• The simulation results based on eigenvalue analysis and 
nonlinear time domain simulation demonstrated that the 
proposed controller provided results competitive with the 

other metaheuristic techniques implemented recently for the 
resolution of the PSS design problem, such as NSGAII, SA 
[4] and Fuzzy Gravitational Search Algorithm (FGSA) 
[20].  

II. PROBLEM FORMULATION OF PSS DESIGN 

A. Power Network Model 

For stability studies, power network is mostly modeled by a 
set of nonlinear Differential-Algebraic Equations (DAE) as 
given in (1)-(3): 

�� = ���, �, �	
    

(1) 

0 = ���, �	    (2) 
� = ℎ��, �, �	

    
(3) 

The state variables vector and the algebraic variables vector 
are represented by � and � respectively. � and � express the 
input variables vector and the output variables set respectively. 
The equations of network power flow are represented by a 
nonlinear algebraic set defined with the symbol � . The 
dynamics of the system and controller are expressed by the 
first-order nonlinear differential equations described by the 
function �. The output variables are described by function h. 

In this study, the state vector is � = [� � ���  ���  ]� . 
where � is the rotor angle, and � is the rotor speed. ���  is the 
internal voltage and ��� is the field voltage. The bus voltage 
magnitudes and phase angles constitute the vector Y. The PSS 
output signals constitute the control vector �. The PSS design 
is based on a linearized incremental model of the power 
system. At an equilibrium point of the power system, the state 
equations of the system can easily be written if Y is removed 
and it is assumed that the power flow Jacobian is non-singular, 
as follows. 

��� = �� + ��    (4) 
 

 
Fig. 1.  IEEE type-ST1 excitation system with PSS. 

It is worth noting that if the power network is with n 
machines and m PSSs, the state matrix A is a 4� × 4� matrix 
and the control matrix B is a 4� ×  matrix.  

B. Excitation System with PSS Structure 

The PSS gives a control effect, by acting via the exciter, to 
the power system under consideration. This study considers the 
IEEE type-ST1 excitation system with PSS [6] as shown in 
Figure 1. !"	 is the generator terminal voltage and !$%�  is the 
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reference terminal voltage. &'  is the amplifier time constant, (' 
is the amplifier gain constant, �)  is the output that is the 
supplementary stabilizing signal, and ��) is the input signal of 
the *th PSS that is the normalized speed deviation. The PSS's 
transfer function is shown in the following expression: 

�)�+	 = () ,�-./,�- 0�./,�1	�./,�2	.�/,�3	�./,�4	5    (5) 
In (5), the washout block with time constant &6)  is utilized 

as a high-pass filter, allowing signals in the range of 0.2-2Hz 
associated with rotor oscillation to pass unchanged, and is 
generally between 1 and 20s [4]. Compensating for the phase 
lag between the PSS output and the control operation, which is 
the electrical torque, is conducted by the two first-order lead-
lag transfer functions. Thus, the representation of PSS 
comprises of two lead-lag blocks, a gain (), and a washout bloc 
with time constant &6) . 
C. Damping Controller Design 

The system closed-loop eigenvalues are measured after 
linearizing the power system around the operating point. Using 
only the unstable or lightly damped electromechanical forms 
that need to be moved, the objective functions can be 
formulated. The issue of the parameter tuning of the PSS 
controllers that stabilize the system is transformed into a 
multiobjective minimization problem in this study. One of the 
considered two eigenvalue-based objective functions stated in 
[6] aims to transfer the closed-loop eigenvalues to the left side 
of the line expressed by 7)8 =	79, as shown in Figure 2(a). :. 
in (12) represents this function and the second objective 
function is defined by :;. In fact, and as presented in Figure 
2(b), minimizing :; equals to raising the damping ratios of all 
electromechanical modes and place the closed-loop 
eigenvalues in a D-shape sector corresponding to <)8 = <9. 

>?
?@
??
Aif		 DEF7)8G H 79	and	 *�F<)8G = <9,
        :. �  DEF7)8G

        :; � L *�F<)8G
else

       :. � :.MNO
      :; � :;MNO

    (6) 

where the real part and damping ratio of the i
th
 

electromechanical modes corresponding to the jth operating 
point are expressed by 7)8  and <)8  respectively. The fitness 
functions :.  and :;  are equal to their upper limits :.MNO  and :;MNO  if one or more electromechanical modes are outside the 
D-shape sector shown in Figure 2(c). It is worth noting that 
functions J1 and J2 have to be minimized subject to the 
following inequality constraints that describe the bounds of the 
adjustable parameters of the regulators:  

maxminK K Kii i≤ ≤     (7) 

maxmin
11 1T T Tii i≤ ≤     (8) 

maxmin
22 2T T Tii i≤ ≤     (9) 

maxmin
33 3T T Tii i≤ ≤     (10) 

maxmin
44 4T T Tii i≤ ≤     (11) 

The washout time constant Tw is fixed to 5s in this paper, 
and typical ranges of the decision variables are [0.01–1.5] for 
T1i to T4i and [0.1–50] for Ki.  

 

 
Fig. 2.  Electromechanical modes location for different objective functions. 

III. DESCRIPTION OF THE PROPOSED OPTIMIZATION 

TECHNIQUE  

Due to its high computational complexity and absence of 
elitism, the first version of NSGA has been criticized 
frequently in the literature. To overcome these drawbacks, 
authors in [22] proposed a new version of NSGA, called 
NSGAII. The NSGAII algorithm comprises mainly of two 
parts, which are the non-dominated sorting of solutions and the 
preservation of the population diversity. In NSGAII, offspring 
population Qt is combined with its parent population Pt at each 
iteration t. The combined population is sorted based on non-
dominated sorting mechanism into fronts. Then, solutions of 
one front are sorted using their crowding distances.  

 

 
Fig. 3.  Flowchart of the local search algorithm. 
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Despite the tmodifications applied in the NSGAII, it suffers 
from its low convergence rate due to its random parameters. In 
addition, NSGAII may fail to converge to the global optima. In 
order to overcome these limitations, in this study, a local search 
mechanism is included at the end of NSGAII iterations. This 
mechanism explores the less-crowded zone in the current 
archive in order to obtain more non-dominated solutions 
nearby. The flowchart of the local search algorithm applied for 
an iteration k is shown in Figure 3. 

IV. SIMULATION AND DISCUSSION 

In this section, the robustness and effectiveness of the 
LSNSGA technique, proposed for the determination of the 
optimal PSS parameters, is evaluated on the 3-machine 9-bus 
WSCC (Western System Coordinating Council). As shown in 
Figure 4, this system comprises of 9 buses and 3 generators. 
All system data are extracted from [6].  

 

 
Fig. 4.  Single line diagram of the WSCC system. 

For economic reasons, only machines 2 and 3 are equipped 
with PSSs. In order to increase the robustness of the proposed 
LSNSGA-based controller (LSNSGA-PSS), 4 different 
operating conditions were used. These conditions are shown in 
Table I. All experiments are implemented on Matlab 
environment using a machine with 8GB RAM, Intel core i7 
1.8GHz, and Windows 7. Maximum number of iterations and 
population size are selected to be 100 and 200 respectively. 
The mutation and crossover probabilities are 0.2 and 0.9. 

TABLE I.  SYSTEM OPERATING CONDITIONS (IN PU) 

 
Base case Case 1 Case 2 Case 3 

P Q P Q P Q P Q 

Gen 

G1 0.72 0.27 2.21 1.09 0.36 0.16 0.33 1.12 

G2 1.63 0.07 1.92 0.56 0.8 -0.11 2.00 0.57 

G3 0.85 -0.11 1.28 0.36 0.45 -0.20 1.50 0.38 

Load 

A 1.25 0.50 2.00 0.80 0.65 0.55 1.50 0.90 

B 0.90 0.30 1.80 0.60 0.45 0.35 1.20 0.80 

C 1.00 0.35 1.50 0.60 0.50 0.25 1.00 0.50 

 

A. Implementation of the LSNSGA for Optimum PSS Design 

To investigate the performance of the proposed method, the 
results obtained using LSNSGA-PSS are compared with those 

of other metaheuristic techniques such as NSGAII, SA [4], and 
FGSA [20]. The convergence characteristic of the proposed 
optimization technique for the optimum tuning of PSS 
parameters is illustrated in Figure 5. Optimum PSSs parameters 
for the proposed method and for the SA and FSGA techniques 
are given in Table II. System eigenvalues and damping ratios 
corresponding to the optimal PSS parameters, obtained using 
these techniques are given in Table III. 

 

 
Fig. 5.  Convergence characteristics of the LSNSGA. 

TABLE II.  OPTIMAL PSS PARAMETERS 

Method Gen K T1 T2 T3 T4 

LSNSGAII-PSS 

based on J1 

G2 2.4238 0.8075 0.1611 1.0973 0.7417 

G3 9.9970 0.9867 1.2183 0.2652 0.4252 

LSNSGAII-PSS 

based on J2 

G2 2.4529 0.8034 0.1642 1.1028 0.7448 

G3 9.9996 0.9840 1.2069 0.2252 0.4313 

NSGAII-PSS 
G2 2.4530 0.8035 0.1642 1.1027 0.7447 

G3 9.9995 0.9834 1.2069 0.2267 0.4327 

SA-PSS 
G2 11.008 0.216 0.05 0.104 0.05 

G3 0.319 0.410 0.05 0.233 0.05 

FGSA-PSS 
G2 30.911 0.222 0.012 0.34 0.054 

G3 30.931 0.229 0.015 0.24 0.034 

 

From Table III, it is obvious that the system is poorly 
damped when no controller is used for the base case, case 1, 
and case 2 and it is unstable for case 3. In addition, it can be 
seen that the proposed controller provides better damping of all 
electromechanical modes than the other controllers. It is worth 
noting that all electromechanical controllers obtained using 

LNSGA-PSS are shifted in D-shape zone defined by 0 1σ = −  

and 
0 20ξ = % . 

B. Nonlinear Time Domain Simulation 

To assess the effectiveness and robustness of the proposed 
controller, a 6-cycle fault disturbance in the line 5-7, close to 
bus 5 is applied. The fault is cleared by tripping the line 5–7 
with successful reclosure after 1.0s. Nonlinear simulation 
results obtained using LSNSGA are compared with the results 
from SA-PSS, FGSA-PSS, and without controller. System 
responses at the operating conditions specified above are 
shown in Figures 6 and 7. Figure 6 depicts the speed deviations 
in per unit and Figure 7 illustrates the internal voltages. From 
Figures 6 and 7, it can be clearly seen that the suggested 
LSNSGA-PSS controller improved greatly the system stability 
and it provided better damping of the electromechanical 
oscillations than the other techniques, at all operating 
conditions. 
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TABLE III.  EIGENVALUES AND DAMPING RATIOS OF THE ELECTROMECHANICAL MODES 

Method Base case Case 1 Case 2 Case 3 

Without PSS 

-0.1124±j7.7400, 

0.0145 

-0.0374±j7.8347, 

0.0048 

-0.2142±j6.3226, 

0.0339 

+0.0181±j8.0903, 

-0.0022 

-1.3346±j9.1096, 

0.1450 

-0.7023±j10.5832, 

0.0662 

-0.8227±j6.9390, 

0.1177 

-0.4515±j11.3794, 

0.0396 

LSNSGAII-PSS 

based on J1 

-2.6031± j6.2412, 

0.3849 

-1.7361±j6.3024, 

0.2656 

-1.6459±j5.2350, 

0.2999 

-1.9885±j6.4392, 

0.2951 

-2.9611±j6.8626, 

0.3962 

-4.3102±j8.9358, 

0.4345 

-2.0874±j6.3268, 

0.3133 

-4.5721±j9.4259, 

0.4364 

LSNSGAII-PSS 

based on J2 

-2.6448±j6.1179, 

0.3968 

-1.7774±j6.3792, 

0.2684 

-1.6318±j5.2411, 

0.2973 

-2.0258±j6.5302, 

0.2963 

-2.7138±j7.3837, 

0.3450 

-3.9494±j9.3519, 

0.3890 

-1.9142±j6.5763, 

0.2795 

-4.2547±j9.9153, 

0.3943 

LSNSGAII-PSS 

(best compromise 

solution) 

-2.5491±j 5.9300, 

0.3949 

-1.7847±j6.2809, 

0.2733 

-1.6283±j5.1460, 

0.3017 

-2.0326±j6.4097, 

0.3023 

-2.7394±j7.5113, 

0.3426 

-3.8660±j9.3531, 

0.3820 

-1.8925±j6.6077, 

0.2753 

-4.1434±j9.9371, 

0.3849 

SA-PSS 

-1.6530±j5.1835, 

0.3038 

-1.3442±j5.6104, 

0.2330 

-1.3510±j4.5402, 

0.2852 

-1.4203±j5.6820, 

0.2425 

-0.7082±j7.6085, 

0.0927 

-0.6774±j8.6128, 

0.0784 

-0.4869±j6.4701, 

0.0750 

-0.6073±j9.1726, 

0.0661 

FGSA-PSS 

-1.0692±j 1.9971, 

0.4719 

-0.9256±j2.4987, 

0.3473 

-1.0438±j1.8555, 

0.4903 

-0.9196±j2.5427, 

0.3401 

-0.2328±j4.1174, 

0.0564 

-0.1382±j4.5924, 

0.0301 

-0.3301±j3.6252, 

0.0907 

-0.1696±j4.4911, 

0.0377 

 

 
(a) Base case 

 
(b) Case 1 

 
(b) Case 2 

 
(b) Case 3 

Fig. 6.  System responses for speed deviations in pu. 
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(a) Base case 

 
(b) Case 1 

 
(b) Case 2 

 
(b) Case 3 

Fig. 7.  System responses for internal voltages in pu. 

V. CONCLUSION 

PSSs represent an effective means for damping 
electromechanical modes. However, current power networks 
are becoming strongly nonlinear with configurations and load 
changing over time. Thus, it is mandatory to adjust the PSS 
parameters in order to guarantee the optimal damping of 
system oscillations at any operating condition, system 
configuration, or disturbance. In order to do this, this study 
presents an improved version of NSGAII, referred to as 
LSNSGA, for robust PSS design over a wide range of 
operating conditions. In the proposed technique, a local search 
procedure is added to the original NSGAII in order to improve 
its convergence characteristics. The LSNSGA is used to tune 
the PSSs parameters in a way that the system stability is 
optimally improved after the occurrence of fault. In the design 
process, two eigenvalue-based objective functions are 
considered. The robustness and performance of the proposed 
controllers (LSNSGA-PSSs) are tested on a 3-machine 9-bus 
system. The comparison with other metaheuristic techniques 
showed that LSNSGA-PSSs controllers provide the best 
results.  
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Since the publication of our original paper in vol. 10, no. 6 
of this journal [1], the author has detected several misprints 
and errors that are corrected here, in the order in which they 
appear in the original paper. 

A new reference ([2]) should be added in the reference list 
of the original paper as reference number 2. The last sentence 
of the abstract should be rewritten as follows: “The importance 
of applying an effective risk management has been 
investigated, which is shared between the planning and 
production phase, whereas risk identification is the most 
important in the risk management process.” Similarly, the 
conclusions of [1] should be rewritten as above. In part II: the 
first sentence should be modified as “The questionnaire 
investigation method applied in [2] to study the risk 
management in construction projects of Swedish contractor, is 
also applied in this paper.” The next sentence: “Therefore, this 
form of survey integrates two types of data and the core 
assumption of this approach is that a combination of qualitative 
and quantitative methods leads to a better understanding of the 
problem [10]” should be removed. 

The last paragraph of part II should include a citation of [2] 
in the first part and update the research data as following: “An 
invitation email was sent to 215 contractors in two western 
provinces of Vietnam, which received 120 responses. The 
response rate is about 55%.” The last part of the paragraph 
should be removed as redundant. The text to be removed is 
“About 70% of the respondents had more than 15 years of 
experience within the construction industry and the majority 
(88%) where contractors, 24% where developers and 2,38% 
where consultants. The size of the companies where equally 
represented, approximately 48% had more than 1000 
employees while 52% had less than 1000 employees.” 

In part III, the following part should also be removed as 
redundant: “Contractors were the 78%, developers (clients) the 
19%, and consultants the 13% of the participants. Interviews 
were conducted only with contractors. An equal distribution 
among company sizes was attained in the data collection, as 
stated above. A difference of opinion related to the company 
size will merely be mentioned when a significant 
differentiation can be observed between them, otherwise an 

overall picture of the industry will be presented due to similar 
answers to the questions.” 

The following sentence in part III should also be removed: 
“The overwhelming majority of the respondents in both the 
questionnaire and the interviews described themselves as being 
risk-neutral rather than risk averse or risk-seekers, which 
coincides with previous studies.” In the discussion of question 
1) How do you perceive risk within the construction industry, 
the collected data should be adjusted as following: “The results 
indicate that most of the respondents consider risk as a 
combination of threats and opportunities. About 94% (113 
respondents) have chosen the above option. The rest (7 
respondents) perceive risk as a natural hazard.” Figure 1 may 
be removed as redundant. In the discussion of question 2) What 
is your attitude in relation to risk, the collected data should be 
adjusted as following: “Most of the respondents dislike risks 
(92% or 110 respondents) and some selected “Risk seeking” or 
“Risk avoiding” as their answers. This result is almost contrary 
to a result published in [2], in which the majority of the 
respondents choose a neutral approach balanced between 
avoiding and risks. This hints that in Vietnam, contractors seem 
to be more prone to avoid and limit risks in construction”  

Finally, the interview part should be perceived as a 
subjective view of the matter that cannot offer objectivity. 
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