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ABSTRACT Machine learning approaches are widely used to analyze and detect the increasingly serious
problem of credit card fraud. However, typical credit card datasets present imbalanced classification situa-
tions because of severely skewed class distributions. Although researchers have proposed some strategies to
deal with these imbalances, disadvantages remain. We propose an oversampling method based on variational
automatic coding (VAE), combined with classic deep learning techniques, to solve this problem. The
VAE method is used to generate a large amount of diverse cases from minority groups in an imbalanced
dataset, which are then used to train the classification network. The proposed method is tested on an
open credit card fraud dataset, which contains transactions conducted by European cardholders over two
days in September 2013. Experimental results show that the VAE method performs better than synthetic
minority oversampling techniques and traditional deep neural network methods. In addition, it outperforms
recent oversampling methods based on generative adversarial network (GAN) models. After submitting the
extended dataset to the baseline for training, the test of the VAEmodel performs well on indicators including
precision, F-measure, accuracy and specificity. These experimental results suggest that the VAE-based
oversampling method can be effectively applied to imbalanced classification problems.

INDEX TERMS Credit card fraud, variational automatic coding, oversampling, generative adversarial
network, deep learning.

I. INTRODUCTION
In recent decades, especially with the development of
e-commerce, more and more people use credit cards for
payment. Although credit card payments facilitate all kinds of
business activities, credit card fraud is a significant problem.

Credit card fraud not only brings huge economic losses to
financial institutions and banks, but also trouble and stress
to the lives of individuals who are affected. Recent statistics
show that, in 2018 the global economic loss caused by credit
card fraud was 27.85 billion dollars, an increase of 16.2%
compared with 23.97 billion dollars in 2017. If this trend
continues, by 2023 the economic losses caused by credit card
fraud will exceed 35 billion dollars [1].

Effective fraud monitoring and prevention can reduce the
economic loss of credit card fraud to issuing and manag-
ing online trading institutions. In addition, effective fraud
detection applications can increase customer confidence and
reduce customer complaints. Most credit card fraud detection
approaches make use of machine learning [2]. At present,
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machine learning has many mature methods to solve
the problem of credit card fraud [3], [4], including super-
vised learning [5], [6], semi-supervised learning [2], [7], and
unsupervised learning [7]. However, despite much resea-
rch [7]–[11], a perfect and efficient solution is still
needed [12].

Thanks to the rapid development of hardware technology
and big data technology, the most widely used method for
fraud detection is supervised learning methods. However,
in credit fraud situations, the number of positive (fraudulent)
cases is much smaller than the number of negative cases.
This creates a problem of imbalanced classification, where
one class is very much smaller than the other class [13].
After model training, the positive cases will be interpreted
as noise and will be discarded, resulting in the deviation of
classification results towards the negative class. Therefore,
researchers have suggested ways to improve fraud classifi-
cation results by reducing the class imbalance in the train-
ing data. One approach is to increase the number/proportion
of positive cases (oversampling) and the other is to
reduce the number/proportion of negative cases (undersampl-
ing) [14]–[16]. The undersamplingmethod involves choosing
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a scheme in which a negative sample and all positive cases
are mixed. Although it can achieve certain results, it will
lose some important hidden information from missing neg-
ative cases, which could have an unfavorable impact on the
classification results. In general the oversampling method is
preferred by researchers.

This paper describes an oversampling method to generate
a large number of reliable positive cases. After the additional
cases are mixed into the original training set the imbalance
between negative and positive cases is reduced. This class
balance can improve the general performance of the classifier,
and ultimately improve the accuracy of the fraud detection
scheme. There are strict requirements for the oversampling
model, which needs to fully analyze the original positive
cases and find the deep connection and hidden information
between the positive cases.

The method proposed in this paper is inspired by a gener-
ative model of artificial intelligence, which is primarily used
to generate image data and has achieved exciting results in
that field. We propose using the deep learning method of
variational encoding (VAE) to generate positive data. Coin-
cidentally, Fiore et al. [17] recently studied the application of
generative adversarial networks (GAN) in an oversampling
method, and obtained good sensitivity performance in the
imbalanced classification. Nonetheless, there are significant
shortcomings to the GAN method. First, it is difficult for
the discriminator and generator to reach the theoretical Nash
equilibrium when the GAN is trained; that is, the model
struggles to converge. Second, the lack of diversity among
the generated cases will lead to duplicate cases. Finally,
the most important concern is that the GAN is not suitable
for processing discrete data; due to the loss function and the
characteristics of text data, it cannot generate text data well.

In order to solve the problem of data set imbalance in credit
card fraud detection based on supervised classification, a new
training set is constructed, in which the number of cases of
‘‘minority class’’ is more than that of the original training set.
This training set is a combination of virtual cases generated
by VAE and cases of ‘‘minority class’’ in the original training
set. First of all, we use VAE to generate a series of reli-
able virtual cases, which are trained by minority class cases
extracted from the original training set. The trained VAE can
imitate the example of the primitive minority class cases.
From the view of the nature of VAE, the virtual case generated
has the characteristics of diversity. After that, the synthetic
case is combined with the original training data to obtain
a more effective enhanced training set. Then the desired
effectiveness can be achieved by using a traditional classifier.
Experimental evaluation shows that the performance of the
classifier trained on the extension set is much better than that
trained on the original data, especially in terms of precision
and F1-measure, which is a very effective solution for credit
card fraud detection. Although our framework is introduced
in the context of credit card fraud detection, it should be noted
that the framework is quite general and can be easily extended
to other application domains.

The structure of this paper is as follows. In Section 2,
we systematically introduce the relevant work of credit fraud.
In Section 3, we present some basic theoretical knowledge
about the model. In Section 4, the model architecture used in
the experiment is elaborated in detail. In Section 5, we discuss
related experimental content, such as data preprocessing,
comparison and analysis of experimental results. Finally,
we close by summarizing our goals and findings.

II. RELATED WORK
Credit card fraud has long been the subject of research. Over
the years, researchers have used a variety of methods to per-
form fraud detection analyses, including clustering technol-
ogy [18], peer group analysis [19], genetic algorithms [20],
association rules [21], Bayes analyses [22], and neural
networks [10].

However, the situation has changed. The prosperity of
the e-commerce industry makes it easy for credit card
issuers to collect transaction-level information for credit
card fraud. In academia, machine learning has become the
main method to study credit card fraud, because it can
benefit from these massive datasets of complete transac-
tion information [23]–[25]. Specifically, supervised machine
learning methods [5], [6] are considered the most promising
to solve such problems. In supervised learning, two strategies
are commonly used to improve the performance of the model.
One is the use of improved classifiers; the other is to improve
data preprocessing [26].

The first strategy has already yielded valuable results.
Some researchers have shown that random forest models out-
perform machine learning algorithms such as support vector
machines, logistic regression, and K-nearest neighbors [9].
At the same time, other researchers have focused on the
application of neural networks in credit card fraud detection.
For example, Zandian et al. [10] used neural networks to
detect massive credit card fraud transactions. Maes et al. [27]
used a three-layer neural network feed-forward function for
fraud detection. In addition, some researchers have explored
the differences between neural networks and traditional
machine learning in solving credit card fraud. For example,
Akbani et al. [28] compared neural network and Bayesian
network method for credit card fraud detection. Their exper-
imental results show that Bayesian networks are superior to
neural networks in credit card fraud detection.

In the second strategy, some researchers have adopted the
method of undersampling [29]. This approach reduces the
number of cases for most classes in the training set, so as
to reduce the differences between class sizes (the numbers
of cases per class) in the training set. However, although this
approach can improve some indicators, it also loses important
information which makes the trained classifier defective [30].
Instead, oversampling [31] has become the current research
focus for improving data pre-processing. Early approaches
simply copied case information of minority classes Although
this was effective, it also limited the generalization perfor-
mance of the model, encouraging researchers to explore new
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FIGURE 1. (a):The pre-processed data flows into the hidden layer of the neural network, then the features of the input data are abstracted at multiple
levels in the hidden layer,so that the output result supports the clearest classification by the classifier. (b):The new sample x ′ generated by the SMOTE
method is any point on the line connecting the minority samples a and b, where sample a is randomly determined, and sample b is the nearest
neighbor sample of sample a.

methods of oversampling. Al Majzoub et al. [32] proposed
a method of synthesizing minority oversampling (SMOTE).
After sampling the minorities, a new sample is synthesized
by randomly selecting cases and generating interpolation.
Repeated operations of this type yield a large number of
new cases from the minority sample. Variants of the SMOTE
method include Farthest SMOTE [33], HCAB-SMOTE [34],
etc.

Recently, Yee et al. [4] used GAN to oversample credit
card fraud and showed that, overall, it is better than the
traditional SMOTE method. While acknowledging their suc-
cess, we have chosen not to focus only on the GAN method,
because its optimization is very challenging. On the contrary,
we adopt VAE as the oversampling module. After relevant
optimization, the output samples from the model are very
diverse. We also use a different benchmark model. There are
not many Sigmoid and Relu functions in the model. In the
experiment, only three fully connected layers are used and
two Relu functions are added, a configuration that yields
strong results.

III. PRELIMINARIES
Because the oversampling method performs well in imbal-
anced classification problems, it is widely used especially in
the problem of credit card fraud. In this paper, we examine
three different oversampling models used to detect credit card
fraud: SMOTE, GAN, and VAE. In addition, the baseline
used is not a classical machine learning method, but a deep
learning method.

A. SMOTE
The core of the SMOTE algorithm [32] is to analyze the sam-
ples of minority groups, synthesize sample data according to
certain rules, and then add artificially synthesized cases of
minority groups to the training set. In the process of gen-
erating data, the algorithm uses K nearest neighbor (KNN)

technology. First, for each case x of the minority sample (the
white diamond shown in Figure 1(b)), calculate the Euclidean
distance between every two cases in the minority group to
obtain the k nearest neighbor of the target case. Second,
randomly select a sample a, and then find n cases from the
nearest neighbors of the selected cases. Then a sample b is
selected from the n cases, and the new sample x ′ is any point
on the line between the two samples a and b. This is expressed
by the formula:

x ′ = a+ rand(0, 1) ∗ |a− b| (1)

B. BASELINE, GAN AND VAE
Deep learning [35] is a new research direction of machine
learning. Its structure is very flexible and can be adjusted to a
variety of needs. After the structure is determined, the net-
work parameters can be adjusted continuously to make its
data output close to the label samples. In terms of mathemat-
ics, there is very little difference between deep learning and
traditional machine learning methods, both of which analyze
the characteristics of the data in a high-dimensional space,
and then process the data efficiently.

out lj = σ (
∑
k

wlkout
l−1
k + blj) (2)

In Formula (2), out lj represents the output of the j neuron in
the network l layer,wlk represents the weight of j neuron in the
network l layer, and bl represents the offset of j neuron in the
network l layer. The specific operation process of the neural
network is represented in Figure 1(a). After each dataset is
input into the network, the weight of each neuron in the
current layer is multiplied by the data and the neuron’s offset
is added, and then processed by the activation function to
yield the output from the current layer of the neural network.
The output data is then used as the input data for the next layer
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FIGURE 2. (a):The input of generator G is random noise z , and the generated output is a virtual sample that is transmitted to discriminator D. The role
of discriminator D is to distinguish the sample generated by generator G from the real sample. At the same time, both sides receive negative feedback
to continuously optimize themselves during the process. (b):The model first uses a neural network to fit the distribution of real samples to align with
the standard normal distribution N(0, 1), and then it samples from the standard normal distribution. The generator uses the sampled data to generate
samples to ensure the diversity of the final output samples.

of the neural network again, and so on, until the target result
is output.

GAN [36] is also essentially a type of deep learning model,
and from the perspective of development, it offers the most
promising direction for deep learning progress. GAN has two
main modules. In practice, each module is a deep learning
model, that is, a neural network. The two models are used
as a generator (G) and a discriminator (D), respectively. The
generator network generates simulated data, and the discrim-
inator judges the difference between the simulated data and
the target data, yielding a true or false judgment about the
virtual data. In the end, the model can output higher-quality
simulation data to complete the data generation task.

The process of generating data by GAN is similar to the
process of Figure 2(a). Figure 2(a) shows an iteration of
GAN activity. At the beginning of the process, the generator
initially generates poor data that is passed to the discriminator
for the first discrimination activity. The discriminator then
feeds back the results of its discrimination to the generator
and at the same time optimizes its own parameters. The
generator can use the discriminator results to self-optimize its
parameters, and generate improved virtual data. At this point,
one iteration process ends. GAN will continue to iterate on
this cycle until it reaches equilibrium, That is, the parame-
ters of the generator and discriminator cannot be obviously
optimized.

Consider the process using picture data as an example. The
distribution p(x) of the real picture data x is known. The
next thing to do is to generate a virtual image data of x ′,
which has the same distribution. Typically, researchers use an
original random noise z to generate virtual data that conforms
to a specific distribution; by using an original dataset with a
specific distribution to generate a virtual dataset close to the
target data. Kingma et al. [36] used a neural network as a
generator. After inputting the original data, the virtual data

was output based on the fitting results.

V (G,D) = Ex∼[logD(x)]+ Ex∼Px′ [log(1− D(x))] (3)

Among them, Px is the real data distribution, and Px ′ is
the distribution of the generated virtual data. The advantage
of formula (3) is that, after fixing G, maxV (G,D), means the
difference between Px and Px ′ , then one only needs to find
the best G to minimize the difference between them.
VAE is obtained by adding variation on the basis of the

autoencoder. It is very similar to GAN. Again, the function
is to transform and fit the data distribution to generate virtual
data close to the target. The working process of the model is
shown in Figure 2(b).

Researchers assume that, given a batch of raw data
x1, x2, x3, . . . , xn, there is a specific sample xk and k is in
[1, n], for which there is an exclusive distribution pk that is
independent, multivariate, and normal [6]. With this assump-
tion, researchers can easily use the decoder to restore the data.
As we all know, the normal distribution is fully described
by two important parameters, mean and variance. Generally,
the number of samples is the same as that of normal distri-
bution. If all samples are obtained, it can be very challenging
work. Therefore, researchers often use neural networks to fit
the mean and variance of normal distribution.

VAE has another advantage, as shown in Figure 2(b). The
raw data is input to the encoder, and the average and variance
of the raw data are obtained. Then, according to the mean
and variance output from the encoder, generate a random
number that obeys the corresponding Gaussian distribution.
However, in this case the obtained data distribution cannot
be directly decoded. If the researchers were to decode the
data distribution directly, the effect would be the same as
autoencoder [38]. Therefore, the researchers made the distri-
bution pk close to the standard normal distribution. Further,
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FIGURE 3. The sample d of the minority group in the training set is input into the sampling module. The input data is used
as the training set d of the sampling module. The output is a set of positive samples D2 generated by the model and the
virtual fraud data is merged with the original training data D0 into a new training set D3. This training set is input to the
benchmark model to train the classifier. Finally, the classifier outputs the classification results.

according to Equation 4,

z = σ (x) ∗ N (0, 1)+ µ(x) (4)

Among them, σ (x) is the real data standard deviation, and
µ(x) is the mean of the real data. Only then can the encoder’s
distribution be decoded directly, and finally generate data.
We also designed a special loss function [37] to keep all
samples close to the standard normal distribution.

IV. OUR APPROACH
Credit card fraud detection problems can be expressed as
common binary classification problems. Different from the
common classification problem, however, the distribution of
cases into the two categories (fraudulent, not fraudulent) is
seriously imblanced. Among them, fraudulent transactions
are only a small part of non-fraudulent, accounting for less
than 1% of the total data [13]. To improve the effectiveness
of classification results, a framework for detecting credit card
fraud will usually try to eliminate the gap between the two
categories of cases in the data set. The framework adopted in
this paper is to inject positive data obtained by oversampling
into the original training set to obtain a hybrid training set.
The gap between the two types of samples in the mixed
training set is reduced, and then the classifier is trained using
the mixed training set.

A. FRAMEWORK USED IN THE EXPERIMENT
In the experiment, the baseline method uses a deep learn-
ing network. The module of the classifier consists of
three layers of network, with two relu functions sand-
wiched in between the neural networks. During training,
the divided training set D0 passes through each layer net-
work and relu function in turn, yielding the classification
label as final output. In the training process, the super-
vised learning optimizes the model parameters according to
the feedback results of the tag, and maintains the model
parameters after the model training. When the test set data
is input, the model will output the classification results.
Finally, the classification results are tested against related
indicators.

The second model used the SMOTE module to replace
the VAE. The model corresponds to Figure 3, but substitut-
ing the SMOTE module for the VAE module (method 1).
Before training, minority class samples (fraud samples d) in
the training set are input into the SMOTE module, which
synthesizes virtual fraud data based on the input training set
data d . This virtual fraud data is then merged with the original
training set D0 into a new training set D3. This training set is
input into the reference model to train the classifier, and the
next stage of the training process continues as for the baseline
method.
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Recently, the GAN method has been used for oversam-
pling. Its workflow is similar to that of SMOTE. Again,
the model follows Figure 3 except that the VAE module is
changed to the GANmodule (method 2). Before training, it is
also necessary to input minority samples d from the training
set into the GAN module. The input data is used as the
training set d of the GAN, and the parameters of the GAN are
adjusted. The GAN receives input random noise to generate
the virtual fraud data. During training, the model achieves
Nash equilibrium as described in Section 3. However, it is
difficult for GAN to achieve the theoretical Nash equilib-
rium in actual training, so this paper determines whether
the equilibrium is reached by observing the change in the
error output by the model. When the loss function values of
the discriminator and generator are not changed obviously,
the model is considered to have reached an actual balance.
After reaching equilibrium, the optimized model parameters
are saved. The optimal parameters of GAN are adjusted to
generate virtual fraud data. The virtual fraud data and the
original training set D2 are combined into a new training
set D3. This training set is input into the reference model to
train the classifier, and the next stage of the training process
continues as for the baseline method.

In section 1, we analyzed the limitations of the GAN
method. Compared with the GAN method, first, the VAE
method can generate data with more potential variables, that
is, the generated data has better diversity, and second, it can
directly generate data by means of encoding and decoding,
which is more convenient to operate. Finally, the genera-
tion of text data has very few restrictions on VAE, which
makes VAE excellent in text generation. These advantages
make VAE achieve better performance than GAN in this
experiment.

Figure 3 shows the model for the proposed method using
theVAE. Before training, it is also necessary to inputminority
samples d into the VAE module. After data is input as the
VAE training set d , the VAE parameters are adjusted and the
VAE module receives random noise input to generate virtual
fraud data. After the model training, the optimal parameters
of VAE are adjusted to generate virtual fraud data. The virtual
fraud data and the original training set D0 are combined into
a new training set D3. This training set is input into the
reference model to train the classifier, and the next steps of
the training process continue as for the baseline method.

B. METRICS
Researchers have proposed many measurement metrics to
detect the performance of imbalanced classification models.
These metrics include recall rate [17], [38], specificity [17],
precision [17], [38], F-measure [17], [38], and accuracy.
In this paper, we focus on two indicators: precision and
F-measure. In credit card fraud, these are considered the most
important indicators. Precision is the ratio of the number
of real positive cases and the number of predicted positive
cases. In the detection of credit card fraud, the first goal is
to provide the maximum truth, that is, the highest precision.

In practice, a false alarm can lead to a poor customer expe-
rience, and potentially lead to the loss of customers, so the
precision of the model is very important, and is considered
the most important indicator of the fraud system. On the other
hand, although precision can be increased by reducing the
model’s recall rate, it is impossible to improve the precision
by reducing the recall rate without limitation. Recall rate is
the ratio of the number of predicted positive cases to the
number of all real positive cases. Real fraud problems have
real negative economic implications to the enterprise, so the
recall rate is also worthy of our attention. Another indicator
is the F-measure, which takes values on the range [0,1].
The F-measure captures both the precision and recall rate,
measuring improvements in both indicators simultaneously.
In machine learning, this index is often used to evaluate the
advantages and disadvantages of various algorithms, because
it can evaluate the precision and recall rate in combination.
Accuracy is a commonly used indicator, which represents the
proportion between the number of correctly classified cases
and the total number of cases. If the accuracy of a model
is too low, it cannot be applied in practice. Specificity is
the ratio of the number of predicted negative cases predicted
to be negative to the number of real negative cases. In the
experiment, we consider these five indicators to measure the
performance of the model.

V. EXPERIMENT
Credit card data is private to enterprises and customers,
which makes it difficult to obtain a dataset of credit
card fraud data. Therefore, our experiment was tested
on an open dataset. The dataset can be downloaded
at the URL https://www.kaggle.com/mlg-ulb/
creditcardfraud. The dataset contains information
about credit card transactions conducted by cardholders
in Europe over two days in September 2013. There are
284807 transactions in total, including 492 positive cases
(fraudulent transactions), accounting for 0.172% of the data,
which is typical of an imbalanced classification problem.
It contains only numerical input variables which are the result
of a PCA (principal components analysis) transformation.
Unfortunately, due to confidentiality issues, we cannot get
the original features and more background information about
the data. The information we can obtain is shown in Table 5.
Features V1, V2, . . .V28 may be result of a PCA Dimen-
sionality reduction to protect user identities and sensitive
features the only features which have not been transformed
with PCA are ‘Time’ and ‘Amount’. ‘Time’ represents num-
ber of seconds elapsed between this transaction and the first
transaction in the dataset. ‘Amount’ represents the transaction
amount. In addition, in the ‘Class’, 1 represents a fraudulent
transaction, otherwise 0.

The eigenvalue of ‘Amount’ is standardized and normal-
ized to a new eigenvalue. The so-called standardization and
normalization means that the following formula (5) is applied
so that the variance of the new feature value is 1 and the mean
value is 0. The correlation of 30 eigenvalues of the original
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dataset is determined by pearson correlation coefficient. The
results show that the two eigenvalues of time and amount
are related to the other 28 eigenvalues processed by PCA.
Therefore, the two eigenvalues are deleted.

X = (x − µ)/σ (5)

Among them,X is a new eigenvalue, and x is the eigenvalue
of ‘Amount’. µ is the mean of this feature of ‘Amount’, σ is
the standard deviation of this feature of ‘Amount’.

In general, researchers will delete duplicate data; however,
for the imbalanced classification problem, to ensure data
integrity and all important information, duplicate data was not
deleted. The dataset includes 9144 duplicate cases in the data,
of which 473 are positive cases (fraudulent transactions) and
8671 are negative cases.

Finally, the dataset was divided into a training set (about
two-thirds) and a test set (about one-third). Therefore, there
were 349 positive cases in the training set (about 0.00183%)
and 143 positive cases in the test set (0.00152%).

A. BASELINE
Because the deep learning method was selected as the base-
line, the hyperparameters of the deep neural network had to
be tested to select the best performing model. The hyperpa-
rameters of a neural network have a great impact on the final
performance of the model. The hyperparameters that most
influence deep learning are the number of layers of the neural
network and the initial values of neural network weights. Too
few layers of neural network will hinder the extraction of data
features, and too many layers will lead to model over-fitting.
To select the baseline with the best performance, two layers
of neural networks, three layers of neural networks, and four
layers of neural networks were tested, respectively, and the
classification results from the classifier were analyzed and
compared. From this testing, three layers of neural networks
were chosen for use. The weight initialization of the neural
network has a strong effect on the speed of convergence and
model performance. Effective choices of weights can solve
gradient problem associated with deepening the layers of the
neural network. After the number of neural network layers
was determined, random seeds were selected on the integer
interval of [0, 100] to initialize the weights of the neural
network. It was found that most of the random seeds had a
positive effect on the experimental results. After synthesizing
the five indexes, one of the better ones was selected as the
experimental parameter. Finally, the random number 8 was
selected as the weight initialization parameter of neural net-
work. In addition, in the experiment, the optimal learning rate,
the number of iterations, the loss function and other metrics
weremeasured step by step. The parameters of the benchmark
model are shown in Table 1.

B. SMOTE APPROACH
In the SMOTEmethod, the parameters of the baselinemodule
remained the same as for the baseline method (Section 5.1).

TABLE 1. Baseline model parameters.

In the SMOTE, when the virtual positive cases are synthe-
sized, the random seed must be fixed to reproduce the results.
This parameter has little impact on the classification results
of the baseline model, and any value can be specified.

The specific parameters of this method are shown
in Table 2. Similarly, the specific architecture of the model
is shown in Figure 3 of the Section 4. In this part of the
experiment, the effect of oversampling using the SMOTE
model was tested in detail. Although there were 349 posi-
tive cases in the original training set, any number of virtual
positive cases can be generated in the experiment. In the end,
the proportion of cases generated using the SMOTE to the
total number of positive cases was 0.25, 0.5, 1, 2, 3, 4, 8,
10, 20, 100, respectively. After the cases were generated, they
were combined with the original training set for training.

TABLE 2. SMOTE model parameters.

In the training process, there are a total of 70 iterations.
In each iteration, the test set is input in batches. The classifi-
cation results are stored every 100 steps, and the classification
results are stored 30 times per iteration. We use the average
value of a single iteration of five indicators. After the training,
the results of [40, 60] iterations are selected for analysis and
comparison.

The test results of SMOTE are shown in the box plot
of Figure 4. The horizontal axis in the figure represents
the different training sets used in training. The vertical axis
represents the proportion of the injected virtual data relative
to the positive data in the training data D0. The ordinate
shows the numerical size of the relevant metrics. The value
range of the metrics is [0, 1], the larger the value, the better.
It can be found that with the increase of the virtual data
injected into the training set, the sensitivity first increases
rapidly and then goes up smoothly. It starts to increase rapidly
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FIGURE 4. After the original training set is injected with different numbers of positive sample data generated by SMOTE, the baseline effect
changes. The data is the average value of 20 iterations after the test results converge. (a)Precision. (b) F-measure. (c) Sensitivity. (d) Accuracy.

again when the data is 2 times and then goes up smoothly.
It starts to keep decline greatly when the data is 8 to 20 times,
and has a huge rebound when the data is 100 times. Among
other metrics, the precision first drops slowly, then starts to
maintain plummets hugely when the data is 2 time. It starts to
maintain a slow decline speed when the data is 10 times until
the end of the test. F measure and accuracy had a slightly
increase at the beginning and then showed the same decline
as precision. The possible reasonmay be that when the virtual
positive data is limited, a small amount of noise will produce
a benign deviation to the reference model classification.

C. GAN APPROACH
Table 3 reports the parameters of the GAN. In the experiment,
the model hyperparameters were measured and determined.

TABLE 3. GAN model parameters.

The network of the generative model and the discriminant
model in the GAN is two layers. The GAN is an improvement
from the original model, which is basically the same as the
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FIGURE 5. After the original training set is injected with different numbers of positive sample data generated by GAN, the baseline effect changes.
The data is the average value of 20 iterations after the test results converge: (a)Precision. (b) F-measure. (c) Sensitivity. (d) Accuracy.

model adopted by Fiore et al. [17]. The specific architecture
of the model is shown in Figure 3.

Figure 5 shows the experimental results based on the over-
sampling of GAN. It can be found that with the increase of
the virtual data injected into the training set, the sensitivity
first increases hugely and then drops, then increases again
hugely and drops. Sensitivity maintain a wave-like change
and present an overall rising trend. Among other metrics,
the precision first drops slowly, then drops hugely. Similarly,
precision maintain a wave-like change and present an overall
decline trend until the end of the test. F measure and accu-
racy had a greatly increase at the beginning, and then drop
hugely,and then increases greatly again. After that, they kept
drop until the end of the test.

D. VAE APPROACH
Unlike GAN, the VAE model is not only easy to converge,
but can also generate very diverse cases. The method of VAE
combines the generating model with the useful algorithm ele-
ments in deep learning technology. There are three difficulties
in the application of VAE in credit card fraud detection,
which differ from its application to image generation. First,
because the final output of the model is not image data,
using a convolution network as the neural network module of
VAE can’t achieve better performance. Second, the positive
data in the training set is very scarce and is not suitable for
batch training. Finally, the number of positive training cases
is small, which leads to big fluctuations in the value of the
loss function in the model output, and which is used to judge
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FIGURE 6. After the original training set is injected with different numbers of positive sample data generated by VAE, the baseline effect
changes. The data is the average value of 20 iterations after the test results converge. (a)Precision. (b) F-measure. (c) Sensitivity. (d) Accuracy.

the convergence of the model. We address these difficulties
as follows: First, we use the full connection network as the
neural network module of VAE. Second, in the experiment,
instead of batch processing, we use the input data one by one
for training. Third, our approach uses the average value of
the loss function of each iteration of the model to judge the
convergence of the learning algorithm.

Our VAE model parameters are shown in Table 4. In the
experiment, the decoder and encoder in VAEwere a two-layer
neural network. After extracting the positive cases from the
original training set, we input the data one by one for training.
At the same time, we observed the average value of the loss
function of the model to determine the convergence result.
The specific architecture of the VAE is shown in Figure 2(b).

The experimental results of the proposed method are
shown in Figure 6. Compared with the benchmark model,

TABLE 4. VAE model parameters.

the performance of the VAE model in precision, F-measure,
recall rate and accuracy rate are all suitable for fraud detec-
tion. The overall results show a wave-like fluctuation, first a
sharp increase, then a downward trend, then a short rise, and
finally a slight decline. However, even when the experimental
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TABLE 5. Data Sources.

TABLE 6. Precision and F-measure as the number Ng of generated examples is varied.

results of the model fell to the lowest point, the value was
still higher than the benchmark model. Coincidentally, when
the number of virtual positive samples generated by VAE
was about 175, the performance of the classifier reached the
optimal values for four of the indicators.

E. RESULTS COMPARISON AND ANALYSIS
Due to space limitations, the baseline model, SMOTEmodel,
GAN model and VAE model box line map of different posi-
tive samples of each index is omitted here. The average values
of the specific results are shown in Table 6 and Table 7.

First, from Table 6 and Table 7, it can be seen that the use of
oversampling methods to differentially increase the number
of positive cases does have different degrees of impact on the
classifier. The recall rate of the SMOTE and GAN methods
has increased by 0.02 and 0.03 respectively, reaching 0.85

and 0.86, which is a significant improvement compared to
the baseline of 0.83. However, the improvement of these two
methods on the other four indicators is not ideal, and there
is basically no improvement compared with the baseline.
For example, the optimal performance of the GAN model in
the F measure is 0.87070, which is only 0.005 higher than
the baseline, while the optimal performance of the SMOTE
model in the Fmeasure is 0.86997, which is only 0.004 higher
than the baseline.

Second, the performance of the VAE model in the five
indicators is better than that of the benchmark model, and its
performance for precision, F-measure, specificity and accu-
racy is the best among the four models. The performance
of precision and F-measure are especially significant. The
optimal values of these two aspects are not only larger than
the baseline, but also improved by about 3% than the optimal
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TABLE 7. Sensitivity, Specificity and Accuracy as the number Ng of generated examples is varied.

values of the other two methods. In the experiment, when
the number of positive cases injected into the baseline by the
VAE model reached 175, the performance of the classifier
in all five indicators was significantly improved, and the
best results were achieved at the same time. For example,
the accuracy of the algorithm at this time reached 0.93, which
is higher than the baseline value of 0.02, and also higher than
the optimal values of SMOTE and GAN of 0.9.

Finally, when the number of injected positive cases exceeds
the optimal number, the overall performance of the three
models on five indicators worsens. As shown in Table 6 and 7,
when the number of injected positive cases reached 100 times
the number of positive cases in the original training set, none
of the three models performed as well as the optimal values
in the experiment. At this time, in addition to the recall rate
indicators, the performance of the SMOTE andGANmethods
is worse than the baseline method. One possible reason may
be that the diversity of the positive cases is different. After all,
among the three models, with the increase of the number of
generated cases, the VAE has the best diversity of generated
cases, followed by the GAN and SMOTE methods.

VI. CONCLUSION
This paper proposed a new method for detecting credit card
fraud, namely an oversampling method based on the VAE.
From the training set, cases of minority groups were extracted
for training, and finally a large number of cases of minority
groups are generated. From the experimental results, we can
see that, as expected, the comprehensive samples generated
by the model are not all positive data, so the injection of
comprehensive samples in the training set will causes an
increase in false negatives. Obviously, in an environment with
relatively high false negative costs, this may be a limiting
factor.

The contribution of this paper is the documentation and
testing of a new supervised oversampling method, which is
desirable when the application data is characterized by a
significant imbalance in class sizes.

Although our method has achieved encouraging results,
there are limitations. First, this method cannot be applied to
the unsupervised environment. Second, although our model
is not inferior to the baseline model in terms of recall index
performance, it compares less well with the excellent recall
performance of the SMOTE and GAN methods. Finally,
because the proposed method belongs to the category of
supervised learningmethods, themodel could perform poorly
when it deals with completely novel fraud data.

In the open dataset, we tested the method proposed in
this paper, and found that the baseline model had the best
performance in the five indicators and the best threshold point
of the model performance when the positive sample data
generated by VAE reaches 0.5 times the number of positive
cases in the original training set. At the same time, compared
with the other two models, the recall index value showed the
smallest difference. In the future, the focus of our research
will include improving the recall rate of the model while
increasing the precision and F-measure, to achieve a recall
performance comparable with that of the SMOTE and GAN
methods.
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