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Design publicity of black box 
algorithms: a support to the epistemic 
and ethical justifications of medical 
AI systems
Andrea Ferrario

ABSTRACT
In their article ’Who is afraid of black box 
algorithms? On the epistemological and ethical 
basis of trust in medical AI’, Durán and Jongsma 
discuss the epistemic and ethical challenges raised 
by black box algorithms in medical practice. The 
opacity of black box algorithms is an obstacle to 
the trustworthiness of their outcomes. Moreover, 
the use of opaque algorithms is not normatively 
justified in medical practice. The authors introduce 
a formalism, called computational reliabilism, 
which allows generating justified beliefs on the 
algorithm reliability and trustworthy outcomes 
of artificial intelligence (AI) systems by means of 
epistemic warrants, called reliability indicators. 
However, they remark the need for reliability 
indicators specific to black box algorithms and 
that justified knowledge is not sufficient to justify 
normatively the actions of the physicians using 
medical AI systems. Therefore, Durán and Jongsma 
advocate for a more transparent design and 
implementation of black box algorithms, providing 
a series of recommendations to mitigate the 
epistemic and ethical challenges behind their use 
in medical practice. In this response, I argue that a 
peculiar form of black box algorithm transparency, 
called design publicity, may efficiently implement 
these recommendations. Design publicity encodes 
epistemic, that is, reliability indicators, and ethical 
recommendations for black box algorithms by 
means of four subtypes of transparency. These 
target the values and goals, their translation 
into design requirements, the performance and 
consistency of the algorithm altogether. I discuss 
design publicity applying it to a use case focused 
on the automated classification of skin lesions 
from medical images.

In the paper ‘Who is afraid of black box algo-
rithms? On the epistemological and ethical 
basis of trust in medical AI’,1 Durán and 
Jongsma stress out the necessity of solid epis-
temology of algorithms as a basis for the 
investigation of the ethical challenges arising 
from their use.1 If it is not possible to 

entrench reliable knowledge from medical 
AI, physicians follow the AI predictions 
based on ill- posed reasons.1 Moreover, they 
claim that transparencyi is unfit at coping 
with the epistemic desiderata of those using 
medical AI (i.e. generating reliable outputs) 
and that epistemic opacity of the black box 
algorithms makes ‘it impossible to ground 
the reliability of the algorithm and, conse-
quently, on whether researchers, physicians 
and patients can trust the results of such 
systems’.1 The lack of ‘epistemic warrants’ 
due to opacity of algorithms is an obstacle to 
their trustworthiness and the ethically justi-
fied use of medical AI systems. In fact, 
without epistemic warrants physicians are 
not justified to include inputs from opaque 
algorithms in their decision- making. There-
fore, the introduction of methods aiming at 
justifying beliefs on the algorithms is sought 
after to generate trustworthy results. This 
affects the trust in the medical AI, as well.ii

Durán and Jongsma claim that compu-
tational reliabilism allows discussing ‘the 
epistemic conditions for the reliability of 
black box algorithms, and the trustworthi-
ness of results in medical AI’.1 The authors 
argue that computational reliabilism offers 
reasons to justify the beliefs in the results 
generated by the AI system. As an outcome, 

i The term ‘transparency’, i.e. ‘algorithmic 
procedures that make the inner workings 
of a black box algorithm interpretable to 
humans’1 is used in the sense originally 
introduced by Lipton7. On the other hand, 
“post- hoc interpretability” refers to the 
provision of explanations of the algorithm 
outcomes.3 7

ii I note that trust and trustworthiness are 
distinct concepts. The former refers to 
a process leading to the decision to rely 
on a person’s (or a machine’s) action to 
achieve a predetermined goal, while the 
latter is a property of whom (or what) is 
potentially trusted. I also note that there 
is no consensus on whether it is possible 
to define the concept of trust in medical 
AI and discuss its trustworthiness (as 
opposed to sheer reliance and reliability). 
I refer to Hatherley and Ferrario et al.’s 
contributions for a recent debate on this 
point8 9 and Jacovi et al10 for a discussion 
on trust and trustworthiness from the 
human- machine interaction perspective.

this allows fostering trust in the medical 
AI by the justified trustworthiness of the 
algorithm outcomes. However, compu-
tational reliability is originally defined in 
the context of computer simulations, and 
not of black box algorithms.2 Therefore, 
as noted by Durán and Jongsma, reliability 
indicators specific to black box algorithms 
have still to be introduced to efficiently 
tackle the epistemic challenges arising 
from their use in medical AI systems.

Moreover, Durán and Jongsma note 
that having conditions that justify epis-
temic beliefs on black box algorithms is 
a necessary but not sufficient condition 
for the moral justification of physicians’ 
actions.1 In fact, they argue that algorithms 
should contribute to decision making by 
providing inputs, only.1 As physicians face 
the process of interpreting the algorithmic 
outputs for their decision making, this 
may lead to different outcomes and moral 
consequences.1 Therefore, it is important 
to assess the alignment (or the lack of) 
between the values built in the algorithm 
and those expressed by the patient, for all 
possible decision- making scenarios.1

The authors suggest that the provision of 
information on the way in which algorithms 
are designed, implemented and maintained 
may support the applicability of black box 
algorithm in medical practice, given the 
aforementioned epistemic and ethical chal-
lenges.1 They advocate for a close collabo-
ration between physicians and informatics 
experts. Moreover, they argue that the 
algorithmic recommendations should be 
presented with different interpretations, 
highlighting decision- making options that 
reflect different medical scenarios.1 These 
recommendations should be discussed with 
the patients, to identify which option would 
align the best with their values.

I argue that it is possible to combine the 
aforementioned epistemic and ethical desid-
erata of black box algorithms in an account 
of transparency, called ‘design publicity’.3 
As opposed to algorithmic transparency or 
post hoc interpretability,iii design publicity 
supports both (1) the introduction of reli-
ability indicators specific to black box algo-
rithms and (2) the disclosure of the values 
behind the design of the algorithm and their 
implementation. It allows fostering collab-
oration between engineers and physicians 
along the end- to- end development of the 
medical AI. In fact, design publicity provides 
justifications of the (1) epistemic knowledge 
and (2) use of the algorithm by means of 

iii See foot note one for a definition of 
transparency and post hoc interpretability 
of black box algorithms.
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four components: value, translational, 
performance and consistency transparency.

Value transparency aims at disclosing the 
‘the standards, norms, and goal that were 
implemented in the system’.3 In particular, 
it allows discussing these normative stan-
dards with those eventually affected by 
its outcomes, that is, patients. Therefore, 
value transparency supports the choice of 
normative standards and values as a result 
of discussions involving different stake-
holders, as opposed to the implementa-
tion of values relevant to machine learning 
engineers, only.3 It offers the possibility 
to discuss the ethical trade- offs and value 
scenarios stemming from shared decision 
making with medical AI systems. Transla-
tion transparency refers to the disclosure of 
the criteria behind the implementation of 
a given algorithmic goal in machine code.3 
This is relevant for the case of AI systems 
as a given goal and its accompanying values 
may be implemented in different ways 
through value- sensitive design procedures.4 
Performance transparency allows discussing 
the limits of the algorithm performance, 
the error types and their epistemic implica-
tions.3 In particular, it discloses the condi-
tions granting the epistemic authorityiv of 
the algorithm, contributing to the evalu-
ation of its epistemic reliability.5 Finally, 
consistency transparency tackles an often 
neglected challenge of deployed algorithms: 
their dependence on time and algorithm 
retraining.3 It discloses the necessity to 
ensure consistency in the provision of algo-
rithm outcomes, by explaining the effects of 
retraining on the outcomes and the physi-
cians’ decision making.

As an example, let us consider Loi et al’s 
design publicity account for the Esteva el 
al’s skin cancer deep learning classifier.6 This 
medical AI system uses a deep learning algo-
rithm and expert knowledge (a taxonomy 
of skin diseases) to classify skin lesions in 
medical images across 757 disease classes.6 In 
this example, value transparency explains the 
goal, standard and norms of the skin cancer 
classifier. The system is conceived to provide 
a reliable classification of a skin lesion from a 
medical image, returning a confidence score 
and a label as input for dermatologists to 

iv Bjerring and Busch discuss the challenges 
behind the epistemic authority of medical 
AI systems.5 Here, I note that the authority 
is often stemming from in- vitro assess-
ments of the performance of the medical 
AI, where the AI and human experts are 
given the same type of information in a 
controlled environment.6 I argue that 
discussions supporting performance trans-
parency may contribute to the introduc-
tion of more realistic settings to test the 
epistemic authority of medical AI systems.

determine the best treatment. The system has 
to be reliable to avoid unnecessary treatments 
and false negatives. More importantly, it is 
conceived to provide ample segments of the 
population with a self- diagnosis tool in their 
mobile devices, fostering patients autonomy 
beyond the clinic.6 Translation transpar-
ency explains how the aforementioned goal 
and values are implemented by providing 
a description of how data are curated, an 
overview of all possible lesions in training 
data, and their variability (eg, luminosity 
conditions and the inclusion of different 
ethnic groups). Moreover, it supports the 
explanation of how the reliability goal is 
achieved, by means of reliability indica-
tors (eg, by fostering transparency and post 
hoc interpretability). It describes how the 
expert knowledge is encoded within a skin 
lesion taxonomy. Performance transparency 
supports the justification of the use of in vitro 
assessments of the performance of the classi-
fier and the resulting epistemic authority of 
the medical AI, by disclosing the details and 
limitations of the performance assessment 
setting, including the choice of the binary clas-
sification use cases: keratinocyte carcinomas 
versus benign seborrheic keratoses, and 
malignant melanomas versus benign nevi.6 
Finally, consistency transparency advocates 
for explanations of the dependence on time 
of the algorithm outcomes and its impact on 
patients’ treatments. These explanations may 
provide patients with ‘histories’ of outcomes 
for their skin lesions, using old versions of 
the algorithm and of the taxonomy. An anal-
ysis of the ‘time robustness’ of the classifica-
tion of a lesion may act as a mean to increase 
trustworthiness in a given outcome and trust 
in the AI system.v

As a result, I argue that design trans-
parency may support the applicability 
of black box algorithms in medical prac-
tice by the combination of epistemic and 
ethical justifications, without necessarily 
searching for alternatives, such as the use 
of interpretable models (only),7 or black 
box algorithms without warrants.1

v For a patient with a skin lesion it would 
be probably of no interest to know that the 
algorithm that automatically classifies the 
lesion from its medical images has been 
designed through transfer- learning from 
a Google proprietary algorithm trained 
on millions of images from 1000 object 
categories.6 On the other hand, knowing 
that the algorithm combines high quality 
medical imaging information with expert- 
knowledge to classify skin lesions is of rele-
vance, as it provides the (correct) picture 
of a composite system that leverages the 
knowledge of experts in dermatology and 
oncology, on top of state- of- the- art algo-
rithms for image classification.
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