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ABSTRACT High-resolution remote sensing images are abundant in texture information, and the detection
method of the change of pixel-level mainly analyzes the spectral information of the image, which has certain
limitations. In this paper, a high-resolution remote sensing image change detection method combining pixel
and object levels is proposed to solve the problem that many pepper and salt phenomenon and false detection
in the change detection of pixel-level and object-level change detection method are cumbersome for image
segmentation process. We integrate the multi-dimensional features of high-resolution remote sensing images
and use random forest classifiers to classify to obtain the pixel-level change detection results. Then, we use
the improved U-net network to semantically segment the post-phase remote sensing image to obtain the
image object segmentation result. Finally, the consequences of pixel-level change detection and image object
segmentation result are fused to obtain the image changing area and the unchanging area. The experimental
results demonstrate that the algorithm has a higher accuracy rate and detection precision.

INDEX TERMS Change detection, random forest, remote sensing, semantic segmentation, U-net.

I. INTRODUCTION
In a rapidly changing modern society, urban expansion, land
degradation, forest reduction, illegal land use and other phe-
nomena occur all the time. In order to realize a modern smart
city, it is necessary to grasp the current situation and change
of land use [1], [2]. Remote sensing image change detection
refers to the use of remote sensing images and related data
in the same region at different periods, and compares them
with image processing and mathematical models to analyze
and judge the changes between the images to extract signifi-
cant changes in the contrast images and generate the chang-
ing images, so as to obtain accurate ground object change
information [3]. The change detection of remote sensing
image can monitor the surface change, which has important
and far-reaching significance for agricultural investigation,
urban development research, forest resources monitoring and
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disaster relief work. However, if the method of manually plot-
ting the changing areas in remote sensing images is adopted,
it will consume a lot of manpower, material resources, and
financial resources, and it will become less efficient.

In recent years, with the development of sensors and tech-
nology, the resolution of satellite remote sensing images has
been constantly improved [4], [5]. Compared with remote
sensing images with medium and low resolution, the spectral
difference of similar ground objects in the remote sensing
image with high resolution increased, which will show more
details [6]. The traditional method of change detection based
on spectral information reduces the separability between
the changing and unchanging regions, and the difficulty of
change feature extraction increases. Therefore, a more accu-
rate change detection method is required.

According to the granularity unit of change detec-
tion analysis, the existing high-resolution remote sens-
ing image change detection methods can be divided into
pixel-based change detection and object-oriented change
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detection [7], [8]. The pixel-based change detection takes pix-
els as processing unit, and generally adopts direct comparison
or classification first and then comparisonmethods, including
difference method [9], ratio method [10], classification detec-
tion method [11], principal component analysis [12], [13]
and so on. Such methods are simple and easy to operate,
and are widely used. But the processing only considers the
characteristics of a single pixel and lacks the spectral features
of the surrounding pixels and spatial feature information of
adjacent pixels, and the detection accuracy is low. However,
the details of ground objects in current high-resolution remote
sensing image are clear and the target details are richer,
Moreover, background features sometimes exhibit color and
texture features similar to the target. It is difficult to obtain
ideal change detection results only by using low-level features
such as color, texture and edge in the image [14]. In order to
improve the accuracy of change detection and better to avoid
‘‘pepper and salt phenomenon’’, the object-oriented change
detection method was proposed and gradually improved. The
object-based method processing unit as an object. Based on
the image segmentation, the image is divided into several
regions with homogeneity of shape and spectral properties,
and then the change detection is carried out [15].

Traditional object-oriented change detection algorithms
rarely consider the correlation between the neighborhood of
the object. In the process of object-oriented change detec-
tion, image segmentation is a very important step, but the
existing image segmentation algorithm still has certain lim-
itations, which will cause the ‘‘over-segmented’’ or ‘‘under-
segmented’’ of the object.

With the continuous development of deep learning, neural
networks are gradually applied to the field of remote sens-
ing. Semantic segmentation combines both tasks of image
segmentation and target recognition to identify the category
of each region and obtain an image with semantic labeling.
Therefore, semantic segmentation has become a hot issue in
the field of computer vision and pattern recognition. Tra-
ditional deep convolutional classification networks such as
AlexNet [16] and VGGNet [17] usually contain full con-
nected layer, so the size of the input image is required to be
fixed. These network models have the disadvantages of high
storage cost, low computational efficiency and the limited
size of the sensing region.

In 2014, Jonathan Long et al. [18] proposed a fully convo-
lutional network. The FCN uses the framework of end-to-end
segmentation method, which takes into account both local
information and global information so that the segmentation
can be performed on images of any size to achieve semantic
segmentation results for pixel-level annotation. U-net is an
extension of FCN and a fully convolutional network with
good expansibility at present [19]. The shallow layer of the
network is used to solve the problem of pixel positioning,
while the deeper layer is used to solve the problem of pixel
classification. By combining low-level feature mapping and
constructing high-level complex features, the image segmen-
tation problem is solved. The use of deep learning can greatly

improve people’s ability to process high-resolution remote
sensing images, change the disadvantages of traditional
remote sensing data processing, such as time-consuming and
low efficiency, and realize an intelligent, large-scale and
real-time remote sensing information production.

In this paper, we propose a method combining pixel-level
change detection and object-level change detection based on
deep learning semantic segmentation. The remainder of this
paper is organized as follows. Section II introduces relevant
research on recent change detection methods. Section III
shows the change detection method of merging pixel-level
and object-level. Section IV describes the experimental
results and analysis of the change detection experiment.
Finally, conclusions are presented in Section V.

II. RELATED WORK
In the early pixel-level change detection, spectral and pixel
information of high-resolution remote sensing images are
mostly used to detect changes by extracting image differ-
ence maps or features of image shape and texture [20].
Dian et al. [21] uses the mean-shift segmentation algo-
rithm to obtain the gray feature information of geographic
objects with different phases. Combined with the change vec-
tor analysis, the maximum mathematical expectation algo-
rithm is used to automatically extract the change region.
Gong et al. [22] proposes a neighborhood-based ratio method
to generate difference maps. Although the algorithm is supe-
rior to the traditional method of generating the difference
map, the change detection result is severely affected by noise
and the denoising effect is not ideal.

Recently, object-oriented change detection methods have
been constantly improved. Although they improve the accu-
racy and reduce the noise compared with the pixel-oriented
methods, there are still shortcomings. A scale-driven
object-oriented change detection model is proposed to ana-
lyze the scale uncertainty existing in the segmentation results,
so as to weaken the impact of segmentation uncertainty on the
change detection results [23]. Thismethod has the uncertainty
of segmentation scale, which is easy to introduce noise in the
process of change detection and reduce the reliability of the
change detection results.

The object-oriented change detection methods can also
take advantage of various features of the images, such
as texture features, shape features, and context features.
An object-oriented multi-feature adaptive fusion change
detection method is proposed, which combines texture fea-
tures such as contrast, correlation and homogeneity, as well
as shape features such as edge, compactness, density and
shape coefficient [24]. The false detection rate and missed
detection rate is reduced and the accuracy of detection is
improved through constructing a neural network to merge
the features. Wang et al. [25] uses the object-based variation
vector analysis method, correlation coefficient method, etc.,
to comprehensively utilize the various features of the object
to participate in the analysis, which can improve the detec-
tion accuracy of the change compared with using only one
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FIGURE 1. The schema of proposed approach.

single feature. However, the abovemethods have a significant
dependence on several aspects such as the quality of feature
selection and feature weight distribution.

Due to the shortcomings of both pixel-based change detec-
tion and object-oriented segmentation, the fusion of the two
methods has become a research hotspot in recent years.
For example, Cao et al. [26] extracts pixel-based variation
features and object-based variation features, and carries out
change detection in high-resolution remote sensing images by
means of horizontal set evolution and support vectormachine.
Tang et al. [27] uses spectral and texture information to build
a single Gaussian model, and then used pixel-level detection
results as seed regions. Simultaneously growing on the image
area before and after the change at the same time, and the
growth region is taken as a union to segment the change
object. Xiao et al. [28] takes the super pixel as the basic
unit of change detection, uses the entropy rate-based method
to segment the image. Extracts the change intensity image
and slope difference image in the spectral space and slope
space, and use the weighted fusion of these two kinds of
difference information according to a certain weight to obtain
the final change and unchanged area. From the perspective
of entropy rate superpixel segmentation algorithm, it only
considers the spectral information of remote sensing image,
and has a certain disadvantage to the segmentation quality of
the image.

Deep learning model can be used to improve the qual-
ity of high-resolution remote sensing image segmenta-
tion. Girshick et al. [29] proposes a segmentation method of
region-based CNN (R-CNN), which selects multiple can-
didate image regions from the image as input samples
to be learned in CNN. Compared with traditional image

segmentation methods, it can implement semantic segmen-
tation tasks better. However, this method only realizes the
image-level classification and cannot directly recognize the
semantics of each pixel in the image. Shu et al. [30] tries to
find the possible object center point of the detection object
first, then use the model combined with R-FCN and ResNet-
101 to segment the image according to the center point.
Kampffmeyer et al. [31] conducts semantic segmentation of
remote sensing images in urban areas, modeling uncertain
information, and focuses on solving the problem of inaccu-
rate segmentation caused by low priority of small objects.
Semantic segmentationmethods based on deep learning often
require large-scale or even super large-scale data sets, days of
training time, and precise manual marking.

To solve the above problems, we propose a method com-
bining pixel-level change detection and object-level change
detection based on semantic segmentation. There are two
innovations in this paper. In the pixel-level change detec-
tion part, we use the spectral features and texture features
of the image to construct the feature vector. The random
forest algorithm is used to improve the accuracy of pixel
level change detection. In the object-oriented segmentation
part, we propose an improved semantic segmentation network
structure of high-resolution remote sensing images based on
the u-net network for semantic segmentation of images.

III. METHOD OF THIS PAPER
The flow chart of the change detection algorithm proposed
in this paper is shown in Figure 1, which mainly includes
the following three steps: (1) Perform spectral feature differ-
ences and texture feature extraction on two-phase images, and
merge the two features. Perform random forest classification
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on the merged features to obtain initial pixel-level detection
results. (2) Use the improved U-net network to carry out
semantic segmentation on the post-phase image; (3) Merge
the pixel-level detection result with the semantic segmenta-
tion result, and the detection result graph is obtained after
removing isolated and noise points.

A. PIXEL-LEVEL CHANGE DETECTION
1) SPECTRAL FEATURES DIFFERENCE
The spectral feature is a common image feature in remote
sensing image analysis. In high-resolution remote sensing
image, besides the panchromatic band, color information
of four bands including red, green, blue, and near-infrared
is also included. The changing intensity of remote sensing
images with multiple bands can be calculated according to
the difference of each band. Assuming that x1 and x2 are
two pixels of the position corresponding to the image S1 and
the image S2, respectively, the spectral feature vectors of the
two images are respectively composed of their pixel values
p1 and p2 in the respective bands. By calculating the intensity
change of each pixel, the spectral intensity change figure C of
two remote sensing images can be obtained. The calculation
formula is as follows:

C =

√√√√ n∑
i=1

(p2i− p1i)2 (1)

where n is the number of bands of two remote sensing images.
If the changing intensity of a pixel in spectral difference fig-
ure C is greater than the change threshold value δ, it indicates
that the positions of pixel x1 and x2 are changed, otherwise
there is no change.

2) EXTRACTION OF TEXTURE FEATURE
The texture feature is a worldwide feature that depicts the
repeated local patterns in the image and their arrangement
rules. It describes the surface properties of the scene corre-
sponding to the image or image region and is closely related
to the dynamic detection of pixel gray values. As a kind
of statistical feature, texture features are often invariant in
rotation and have a strong resistance to noise. The integra-
tion of texture features into the change detection method
can significantly improve the change detection accuracy of
remote sensing images [32]. Texture features have been
extensively applied in image retrieval and image classifica-
tion. The Gray-level Co-occurrence Matrix (GLCM) method
is a widely used extraction method with strong adaptabil-
ity and robustness. Therefore, in this paper, the gray level
co-occurrence matrix is utilized to extract texture features of
remote sensing images for change detection.

The gray level co-occurrence matrix was originally pro-
posed by Robert M., which is a matrix function of pixel
distance and angle. It reflects the comprehensive information
of the image in the direction, interval, change range and
speed by calculating the correlation between the grayscale of
two points with a certain distance and a certain direction in

the image. The gray level co-occurrence matrix can derive
14 kinds of gray level co-occurrence matrix features by cal-
culating the texture direction, texture scale, window moving
distance and other parameters [33]. Due to a large amount of
redundancy between these features, we select four less corre-
lated features with small correlation to extract image texture
features, namely Mean, Homogeneity, Contrast, Correlation.
The calculation formulas are as follows:

Mean =
N∑

i,j=1

i× (Pi,j) (2)

Hom =
N∑

i,j=1

Pi,j
1+ (i− j)2

(3)

Con =
N∑
i=1

N∑
j=1

(i, j)2 Pi,j (4)

Correlation =

N∑
i=1

N∑
j=1

(ij)Pi,j−µx µy

σx σy
(5)

where N is the number of gray levels of the image, i and j are
the row and column elements of the matrix elements respec-
tively.Pi,jis the element of GLCM, amongwhichµxandµyare
the mean value, σxand σyare the standard deviations.
Texture scale is one of the crucial parameters in extracting

texture features. Appropriate texture scale can more accu-
rately display the texture features of the target and improve
the accuracy of remote sensing image change detection. If the
window is too small, the calculation of texture feature extrac-
tion is too large, while if the window is too large, the image
texture feature extraction is not obvious, resulting in low
precision. We choose 5×5 window to extract GLCM texture
features.

3) RANDOM FOREST CHANGE DETECTION METHOD
Pixel-based remote sensing change detection is to select the
features of remote sensing images and judgewhether the pixel
points have changed through these features. Therefore, it can
be regarded as a classification problem. Random forest (RF)
is a non-parametric classification method driven by data.
Multiple decision trees are integrated as a classifier, and
each decision tree is a classifier. Random forest integrates
all classification voting results and takes the category with
the most votes as the final output result. Compared with
other machine learning algorithms, the random forest has
the advantages of high accuracy, few parameters, and strong
robustness by learning and training with a given sample
without prior knowledge [34].

In this paper, spectral features and texture features are com-
bined with the random forest model to propose a pixel-based
remote sensing image change detection algorithm using the
random forest. The main processes of the pixel-based change
detection method proposed in this paper include:
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(1) Extract spectral difference features and GLCM texture
features of corresponding pixels in two-phase high-resolution
remote sensing images and construct the feature vector.

(2) N training samples are selected according to the prin-
ciple of sample selection. The Bootstrap self-help method
is used to randomly extract k sample subsets. Each sample
subset has N samples, and the unsampled samples are used
for prediction to evaluate errors.

(3) Determine sample feature dimension M, randomly
select M features from it, and establish a decision tree model
Tk (x)for k sample subsets.

(4) Use the decision treemodel to classify the classification
feature vector.

(5) Take all decision tree voting results, use the majority
voting method for each pixel to obtain the final classification
result and obtain the pixel level change detection result.

When samples are extracted by the Bootstrap method,
the unsampled samples are called OOB (out-of-bag) data.
According to the convergence of the random forest classifi-
cation algorithm, with the increase of the number of sample
subsets k, the OOB gradually decreases until it converges to a
constant. At this time, the model constructed has the strongest
generalization ability and the highest classification accuracy.
Therefore, k in this paper takes the number of sample subsets
when OOB begins to converge.

B. SEMANTIC SEGMENTATION BASED ON U-NET
Semantic segmentation refers to the classification of the cate-
gories to each pixel on the image belongs. Recently proposed
full convolutional neural network for semantic segmentation
of images can be utilized to segment images of any size. The
U-net network used in this paper belongs to the improvement
of the full convolutional neural network. The training of
the improved U-net model is divided into three steps: data
enhancement, network model training, and result optimiza-
tion. After the U-net model is trained, the posterior phase
remote sensing image that needs to be change detected is
divided semantically using this model to obtain the segmen-
tation results of objects in the image.

1) DATA ENHANCEMENT
The dataset used for the u-net model training in this paper
is the data provided by the CCF Big Data Competition.
This data set is the high-resolution remote sensing image
of a city in south China in 2015, which contains 5 large-
size RGB remote sensing images with labels, ranging from
3000×3000 to 8000×8000. The dataset samples are labeled
with 5 types of objects, namely vegetation (mark 1), architec-
ture (mark 2), water (mark 3), road (mark 4) and others (mark
0). Cultivated land, forest land and grassland are all classified
as vegetation.

Since the image of the original data set is 5 large-sized
remote sensing images, the number of images is small and the
sizes are different, therefore, the dataset should be enhanced.
First, the original image and label are cut into 256×256 small
images by random cutting. Then, the image after cutting is

FIGURE 2. Part of the Cut sub graph.

flipped up and down, flipped left and right and rotated by
90◦ to enhance the generalization ability of the model. Part
of the cutting graph is shown in Figure 2. After cutting,
the operation of adjusting the light intensity and increasing
the noise is implemented on some images. Through the above
operation, we obtain 100,000 256×256 images, of which
70% were used for training, 20% for verification and 10%
for testing.

2) U-NET NETWORK MODEL TRAINING
The U-net network adopts a network structure including
convolutional layers, downsampling layers and upsampling
layers, which is U-shaped as a whole. The original U-Net
network consisted of 19 convolutional layers, 4 downsam-
pling layers and 4 upsampling layers, and Relu is used as
the activation function. The downsampling layer is used to
gradually display the environmental information, while the
upsampling process is combined with the downsampling
layer information and the upsampled input information to
restore the detail information, and restores the image preci-
sion gradually. In order to improve the accuracy of network
segmentation, we improve the U-net network structure. The
improved network structure is shown in Figure 3. Compared
with the original U-net model, the number of convolution
layers is increased to extract features, and the batch normal-
ization layer and dropout layer are added. The number of
downsampling layers and upsampling layers is unchanged,
and there is no full connection layer. The input image of the
network is the cut subgraph of the training data after data
enhancement, and the output image is the same size as the
input image. The value of each pixel point represents the
predicted category value of this point.

The left half of the network is a typical convolutional neural
network structure, which extracts feature through convolu-
tion and downsampling operations. In this part, there are
four sets of convolution operations and four down-sampling
operations, among which each set of convolution operations
adopts three consecutive convolution operations, one more
convolution operation than the original structure. The size of
the convolution kernel is 3×3. The step size is set at one,
and zero padding is used. Each set of convolution opera-
tions is dimensioned by a downsampling operation and the
Relu function is used as the activation function. The depth
of the original U-net convolution gradually increases from
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FIGURE 3. Schematic diagram of the network structure.

64 to 1024. In this paper, the number of convolution kernels
is increased from 32 to 512, which makes the network easier
to converge and the segmentation precision is higher.

The right half of the network consists of 4 sets of deconvo-
lution operations and 4 upsampling operations. First, the fea-
tures obtained by the up-sampling operation of the upper
layer are merged with the same number of channels corre-
sponding to the left side of the network, and then deconvo-
lution is performed twice. The size of the convolution kernel
used is also 3×3, unit step size, and zero padding is used.
In addition, the dropout layer is added to randomly hide the
50% node weight, which can prevent over-fitting to some
extent. The final layer of the network is a 1×1 convolutional
layer that converts the feature vector into the number of
classification results required and uses softmax as the clas-
sification function. The original U-net network does not have
a batchnorm layer, and there will be problems such as slow
learning speed, learning effect depending on the initial data
distribution, and gradient explosion in the backpropagation
process. In order to solve the above problems and accelerate
the convergence speed of the model, the model proposed
in this paper adds batch standardization layer before con-
volutional layer and deconvolution layer and normalizes the
features of each layer. The batchnorm process formula is as
follows:

µB =
1
m

m∑
i=1

xi (6)

σ 2
B =

1
m

m∑
i=1

(xi−µB)2 (7)

xi =
xi−µB√
σ 2
B +ε

(8)

yi = γ xi + β (9)

where the meaning of parameters is shown in table 1. The
normalization process destroys the feature distribution to a
certain extent, so a reverse operation is required to extend and
translate the normalized data.

In the back propagation of the neural network, a loss func-
tion is needed to represent the error between the real value
and the predicted value, so as to optimize the network weight
during the training process. The loss function in this paper
uses a cross entropy function with the following formula:

loss = −
∑
n

y ln a+ (1− y) ln(1− a) (10)

where y is the real value of the sample, and a is the actual
output result. The optimizer used in this article is AdamOp-
timizer, and the learning rate is set to 0.001.

3) RESULT OPTIMIZATION
If only one network model is employed for training, the prob-
lem of selection preference will appear. Inspired by the voting
majority of random forest, we use the integrated learning
method to fuse the results of multiple networks to determine
the final segmentation results. The results of FCN, the orig-
inal U-net and the network in this paper are fused, and the
voting strategy is still adopted to predict the category of
each pixel. The category with the highest number of votes
among the three network prediction results is the category of
this pixel. Comprehensive consideration of the segmentation
results of the three models can avoid the phenomenon of
noise, remove the pixels with obvious classification errors,
and improve the prediction ability.

C. OBTAIN THE RESULT OF CHANGE DETECTION
After the improved U-net network training, semantic seg-
mentation is carried out for the last phase image that needed
change detection. And then the pixel-level change detection
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TABLE 1. The meaning of the parameters.

result is fused with the semantic segmentation result. Finally,
the false detection result is eliminated by combining the
statistical principle to obtain the final change detection result.
In this paper, the method in literature [14] is used for result
fusion, and the principle is as follows:

label =

1, (
∑
i∈�

pi)
/
Area > T

0 , else
(11)

where label represents the label of a pixel in the object �
after the result fusion, pi represents the prediction label of the
pixel i in the object �, its value is 1 or 0. The area represents
the pixel area of the object �, and T is the adaptive fusion
threshold. The calculation formula of T is as follows:

T =
1

2− Area
/
MaxArea

(12)

where MaxArea represents the pixel area value of the object
of the largest area in the image. There are still a few isolated
points, cavities and other noise in the obtained results. In this
paper, methods such as hole filling and the deletion of the
small area false alarm area are used to optimize the prediction
results so that the change detection results are more accurate.

D. ACCURACY EVALUATION
In order to evaluate the change detection accuracy of the
proposed method, the confusion matrix is used to calculate
the accuracy of the change detection result. The overall accu-
racy OA, false alarm rate FA and missed detection rate MA
calculated by the confusion matrix are the commonly used
evaluation indexes for the change detection accuracy. The
overall accuracy represents the proportion of the correctly
detected changing region and unchanged region in the real
changing region and unchanged region, and the calculation

formula is as follows:

OA =
Cc+ Uu

T
(13)

where Cc represents the number of pixels that the changing
pixels are correctly detected as changes, Uu represents the
number of pixels that the unchanged pixels are correctly
detected as unchanged, and T is the total number of pixels
of the detected image. The overall accuracy can reflect the
detection accuracy as a whole. The false alarm rate indicates
the proportion of unchanged region detected as the changed
region in the real unchanged region. The calculation formula
can be expressed as:

FA =
Cu

Cc+ Cu
(14)

where Cu represents the number of pixels inwhich unchanged
pixels are detected as changed pixels, and virtual detection
can be evaluated by the false alarm rate. The missed detection
rate indicates the proportion of the unmeasured area in the
real change area to the real change area. The calculation
formula is as follows:

MA =
Uc

Cc+ Uc
(15)

where Uc is the number of pixels in which changing pixels
are detected as unchanging pixels, and the missed detection
rate can reflect the degree of missed detection of the change
detection.

IV. EXPERIMENT AND ANALYSIS
In order to verify the effectiveness of the proposed method,
we use two sets of high-resolution remote sensing images
including different phases to conduct experiments to evaluate
the accuracy of the change detection. Compared and analyzed
with the detection accuracy of two traditional pixel-level
change detection methods and this paper’s pixel-level change
detectionmethod+ the original U-net network, so as to verify
the effect of this paper’s method.

A. DATASETS DESCRIPTION
In this paper, two sets of data are used for the change detection
experiment. The two sets of experimental datasets have been
registered in advance, and the relative radiation correction
and other operations have been performed on them.

The first set of data is high-resolution remote sensing
images of a certain place obtained in 2006 and 2007. The
image size is 725×941, and the image resolution is 2.5/m.
The main land categories include buildings, farmland, and
other vegetation and roads. As shown in Figure 4, where
Figure 4 (a) is the image acquired in 2006, Figure 4(b) is
the image acquired in 2007, Figure 4(c) is the ground truth,
where white is the changing area and black is the area without
change.

The second set of data is the high-resolution remote sens-
ing image of a certain place obtained in 2000 and 2005, with
the image size of 640×952 and the image resolution of 1.5/m.
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FIGURE 4. The first test dataset. (a) Remote sensing image in 2006;
(b) Remote sensing image in 2007; (c) Ground truth for reference.

FIGURE 5. The second test dataset. (a) Remote sensing image in 2000;
(b) Remote sensing image in 2005; (c) Ground truth for reference.

The main features include buildings and roads. As shown
in Figure 5, where Figure 5(a) is the image acquired in 2000,
Figure 5(b) is the image acquired in 2005, and Figure 5(c) is
the change reference figure.

B. COMPARISON AND ANALYSIS OF CHANGE
DETECTION RESULTS
The method in this paper is compared with the method
of difference method, principal component analysis and
the method of combining the pixel-level change detection
method proposed in this paper and the original U-net network.

Figure 6 and Figure 7 are the results of the change detec-
tion results of the two groups of experiments, respectively.
Among them, figure (a) (b) (c) (d) show the detection result
of the difference method, principal component analysis and
the method of combining the pixel-level change detection
method proposed in this paper and the original U-net network.
Compared with the first two methods of change detection,
the method in this paper has higher precision and improves

FIGURE 6. The change detection results of the first test dataset.
(a) Difference method; (b) Principal component analysis method;
(c) Pixel-level method in this paper + original U-net; (d) Method
proposed in this paper.

FIGURE 7. The change detection results of the second test dataset.
(a) Difference method; (b) Principal component analysis method;
(c) Pixel-level method in this paper + original U-net; (d) Method
proposed in this paper.

the pepper and salt phenomenon in the pixel-level detec-
tion method. The changing area is more continuous, which
reduces the pseudo-changes such as isolated noise. As for
the improvement of the U-net network, the result of the
method in this paper is more accurate than the original U-net
network in the aspect of edge processing, and the changing
region segmentation is more complete. The results of the two
experiments show that the method proposed in this paper can
improve the detection accuracy.

In order to compare the experimental results more intu-
itively, the quantitative analysis results of the two groups of
experiments are shown in table 2 and table 3 respectively.
Through these two tables, it can be seen that the method in
this paper has higher accuracy, and it reduces the false alarm
rate and the missed detection rate of detection results. In table
3, the false alarm rate of the median difference method and
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TABLE 2. Evaluation of change detection of the first dataset.

TABLE 3. Evaluation of change detection of the second dataset.

the principal component analysis method are very high. The
reason is that part of data set 2 is the change from a green
land to cultivated land, and these two methods analyze the
difference of the band information of the image, so this part
will be detected as the changing area. In this paper, both cul-
tivated land and green land are marked as vegetation. When
the image is segmented, this part is divided into one category.
Since the labels are the same, they will not be segmented,
so they are ultimately determined as unchanged areas.

The reason why false alarm and missed detection still
exist in the method in this paper is that when the semantic
segmentation is carried out, the segmentation of part of roads
and cultivated land and wasteland is not accurate enough,
resulting in the segmentation error of test objects. Although
the MA of the method proposed in this paper is closer to
method three, the FA is better than method three. It can be
seen that the change detection performance of the algorithm
in this paper is more superior.

V. CONCLUSION
In this paper, a remote sensing image change detection
method combining pixel-level and object-level is proposed,
which combines the advantages of the two methods and

solves the problem of salt and pepper phenomenon existing
in the traditional pixel-level method, and the changing area
is more complete. In this paper, the advantage of simple and
easy operation of the pixel-level method is utilized to obtain
the preliminary change detection results by using the random
forest algorithm, and then the post-phase image semantic
segmentation result is merged with the pixel-level change
detection result to obtain the change region. Experiments
were carried out on two sets of high-resolution remote sensing
image datasets. The results demonstrate that the proposed
method has a high detection accuracy. However, the method
proposed in this paper still has some shortcomings and can
only detect the changing area. The next step is to continue to
improve the U-net model based on the work of this paper to
improve the accuracy and achieve the ‘‘from-to’’ detection of
the changed object.
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