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Abstract
Biometric recognition is a broad and dynamic field of research but the main problem of this field is spoofing attack or pres-
entation attack “use of fake biometric in place of the real biometric sample from original user”. Liveness detection is the 
prime countermeasure to spoofing attacks, which is based on the principle that some additional information can be obtained 
to verify that the produced data is genuine or not by a standard verification system. It utilized anatomical signs of life, such 
as facial expression, blinking of eyes, movement of the head, etc. This paper presents a comprehensive review of various 
liveness detection techniques based on a multimodal biometric system, in which physiological and behavioral properties 
are used to differentiate between genuine and fake biometric traits. Multimodal systems utilize two or more biometric traits 
which makes them more secure as compared to unimodal systems. These systems overcome the limitations of the unimodal 
system such as spoof attack, noisy data, non-universality, distinctiveness, and intra-class variations, etc. Hence to make the 
biometric systems more secure and robust, multimodal techniques are used. In this paper, we categorized and discuss the 
various multimodal biometric techniques proposed by various researchers in the last decade, and a new classification is also 
developed for the same. This paper covers theories, methodology, evaluation datasets, and aims at future work in this field 
of research.
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Introduction

Biometrics is taken from the Greek word in which “bio” 
refers to the “life” and “metric” refers to the “measure”, 
which tries to identify or to verify individuals based on 
physiological characteristics (e.g., face, fingerprint, iris) 
or behavioral characteristics (e.g., signature, voice, gait). 

Presently, the biometric recognition system is widely used 
in many security systems but presentation attack or spoofing 
attack “use of fake biometric in place of the real biometric 
sample from original user” is still the main issue for these 
systems. However various methods exist to find out that the 
person available in front of the biometric sensor is an arti-
fact or live but the problem of spoofing attacks is remained 
[1]. There are mainly two types of attacks that take place 
in a biometric recognition system, one is, direct attack and 
another indirect attack. Direct attacks take place at the bio-
metric sensor level (Fig. 1, Point1) and these attacks are 
made on the biometric system by representing the human 
characteristics or an artifact in front of the biometric capture 
subsystem. The attacks, which are performed inside the sys-
tem by invaders, are known as indirect attacks. These attacks 
are made by escaping the feature extractor (Fig. 1, point 3) 
or matcher (Fig. 1, point 5), in the database by manipulating 
templates (Fig. 1, point 6), and in the communication chan-
nels by exploiting possible weak points (Fig. 1, points 2, 4, 
7, and 8) [2]. The figure shows the possible attack point’s in 
the general biometric system.
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Liveness detection is also known as Presentation attack 
detection, is the prime countermeasure to spoofing attacks, 
which is based on the principle that some additional informa-
tion can be obtained to verify that the produced data is genu-
ine or not by a standard verification system. Some examples 
of liveness detection are facial expressions, blinking of eyes, 
movement of the head, blood pressure, and electrical heart 
signals (ECG), brain wave (EEG), etc. [3]. In this review, we 
discuss the various liveness detection techniques based on a 
multimodal biometric system. In a unimodal system, only a 
single trait (e.g. face, iris, etc.) is used which can be spoofed 
easily and therefore it has the following limitations: distinc-
tiveness, spoof attack, noisy data, intra-class variations, non-
universality, etc. The multimodal system utilized two or more 
biometric traits (such as face and iris, face and fingerprint, 
face, fingerprint, and iris, of a person) which make it more 
secure and robust as compared to the unimodal system against 
the spoofing attack. Also, these systems overcome the limita-
tions of the unimodal system.

In this survey paper, various liveness detection techniques 
based on the multimodal biometric system are discussed, 
for user authentication. This survey is organized as follows: 
“Introduction” gives the formal introduction to liveness 
detection techniques followed by the proposed classification 
in “Proposed classification of presentation attack detection 
techniques based on multimodal biometric system”, the dif-
ferent methods proposed are presented as: multiple traits in 
“Multiple traits”, multiple sensors in “Multiple sensors”, mul-
tiple representations in “Multiple representations”, behavio-
ral techniques in “Behavioral techniques”, and image quality 
based techniques in “Image quality based techniques”. Lastly, 
concluding remarks are mentioned in “Conclusion”.

Proposed Classification of Presentation 
Attack Detection Techniques Based 
on Multimodal Biometric System

Nowadays to increase the performance of biometric sys-
tems and to make them more secure against spoofing or 
presentation attacks, multimodal systems are considered 
better than the unimodal biometric system (Fig. 2).

The main limitations of the unimodal system are spoof 
attacks, noisy data, distinctiveness, intra-class variations, 
and non-universality which can be overcome by a mul-
timodal system. Also, apart from the liveness detection, 
these systems provide better security against spoof attacks 
as compared to the unimodal system. In [4] a prototype 
design was proposed for a multimodal biometrics system 
in which ring fingerprints and left/right index, left/right 
near-infra-red dorsal hand vein patterns, etc. were taken. 
The main advantage of adding these modalities was in live-
ness detection. In [5] two novel approaches were proposed, 
in which one was the extension of likelihood ratio-based 
fusion and the second was the use of fuzzy logic against 
spoofing attacks. In this work impact of spoofing attacks 
was analyzed on the multimodal biometric systems and it 
was observed that this scheme was more robust against the 
spoofing attacks as compared to the likelihood ratio and 
weighted sum. Jiang et al. [6] have been proposed a video-
based multimodal biometric approach that utilized face 
and speech fusion in the Laplacian subspace for speaker 
recognition. Fusion using the presented approach achieved 
better accuracy as compared to the single face or audio 
modality. Barrero et al. [7] presented the software-based 

Fig. 1  Attack points in the gen-
eral biometric system [2]
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attack against multimodal systems in which face and iris 
were used to check the performance. Das et al. [8] pro-
posed a structure for software-based liveness detection in 
multimodal ocular biometrics. The proposed scheme is uti-
lized for direct attack detection. The authors also include 
class level liveness detection in their work. Kavitha et al. 
[9] proposed a multimodal biometric framework that uti-
lized feature level fusion to fuse the extracted features and 
support vector machine (SVM) classifier to detect the fake 
face.

Multiple Traits

In this method, two or more biometric characteristics such 
as face and iris, face, fingerprint, and iris, etc. are used to 
know about liveness. To make the system more robust mul-
tiple traits are used, as a single trait can be spoofed easily. 
In [10] a multimodal system that overcomes the limitations 
of a unimodal system was proposed. The authors utilized 
fingerprint, face, and speech for the identification of the user. 
For the fingerprint and speech verification, they used the 
minutiae matching algorithm and left to right hidden Markov 
model respectively. To recognize the face the author’s uti-
lized used Eigen face-based method. Komeili et al. [11] pro-
posed a framework that utilized ECG and fingerprint for user 
authentication as well as liveness detection. Also, a criterion 
was proposed based on the averaging and correlation that 

evaluate heartbeat consistency. In [12] a multimodal bio-
metric system was presented based on optimal score level 
fusion that can differentiate between real and fake subjects. 
To optimize the performance of the system backtracking 
search optimization algorithm was used. Chetty and Wag-
ner [13] proposed a multilevel liveness verification frame-
work based on multimodal fusion and feature extraction for 
a secure face-voice biometric authentication system. In this 
framework, face information was obtained from speaking 
faces. Akhtar et al. [14] have been proposed a mobile biom-
etric liveness detection (MoBio LivDet) method for analyz-
ing the structures of the face, fingerprint, and iris images 
by utilizing decision level fusion and feature descriptors. In 
[15] optimized score level fusion was presented that utilized 
a grasshopper optimization algorithm to enhance the perfor-
mance of the multimodal biometric system. The proposed 
system shows high performance and reliability, and robust-
ness against the dynamic environment.

Multiple Sensors

In these various sensors are used on one biometric trait to 
know the liveness of the system. Wei Bao et al. [16] have 
proposed an optical flow field method to recognize and 
find out the liveness of the face.The main limitation of 
this method was the assumption that fake face will be on a 
plane. Sahidullah et al. [17] proposed a throat microphone 

Fig. 2  Proposed classification for presentation attack detection techniques based on the multimodal biometric system
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and body-conducted sensor for automatic speaker verifi-
cation, liveness detection, and enhance security against a 
replay attack. In [18] an RF sensor-based liveness detection 
approach was proposed for the capacitive fingerprint system. 
In [19] a study was presented to assess the liveness detection 
of 3D cameras. The authors presented a system that utilized 
Kinect sensor for testing and comparing the effectiveness of 
depth data in spoof detection. Also, to recognize the faces 
that appear on the screen Haar Cascade algorithm was used. 
Wang et al. [20] presented a theoretical model to present 
the relationship between the oral airflow pressure and the 
characters in users’ speech. The airflow sensor is used to 
measure the consistency between the actual and estimated 
pressure signals to determine whether the given command 
is live or artificial (Table 1).

Multiple Representations

It utilized a representation of minutiae points and image 
texture to detect the liveness. In [21], the authors presented 
an approach based on texture analysis for iris recognition in 
which spatial filters are utilized for differentiating the texture 
features. In [22] a method based on the extraction of multiple 
features from multispectral images was presented for iris 
liveness detection. This method provides high accuracy of 
classification between fake iris and live iris. Parveen et al. 
[23] have been proposed a dynamic local ternary pattern that 
removes the manual threshold setting in local Ternary pat-
tern by utilizing Weber’s law. Also, the comparison between 
the dynamic local ternary pattern and the local ternary pat-
tern was performed. Boulkenafet et al. [24] utilize the color 
texture analysis approach for face spoofing detection. The 
authors utilized joint color texture information obtained 
from the chrominance and luminance channels. The infor-
mation is obtained from different color spaces by extracting 
complementary low-level feature descriptors. Agarwal et al. 
[25] proposed a method for liveness detection in which spa-
tial analysis of the fingerprint pattern and statistical texture 
features were used to differentiate between fake and real 
images. For the effectiveness of the method, the authors also 
used the fusion of fingerprint and texture features of iris. 
Dempster–Shafer approach was used for the fusion at the 
decision level.

Behavioral Techniques

In a multimodal system, behavior includes the movement 
of the face, hand, eyes blinking, voice, etc. and by mak-
ing the use of these traits liveness is identified. Sun et al. 
[26] have been proposed a Conditional Random Fields 
(CRFs) method to detect the liveness of the face for which 

they utilized blinking of eyes. They also compare the CRFs 
model with the cascaded Adaboost and Hidden Markov 
(HM) model, which provides better results as compared 
to these models. Zhao et al. [27] proposed an approach to 
recognize the dynamic texture. To deal with the dynamic 
events, for example, facial expression, a block-based method 
was developed. Also, the authors have been developed a vol-
ume local binary pattern (VLBP) to combine motion and 
appearance. In [28] a face live detection method that utilized 
physiological motion was proposed. The authors utilized a 
conventional active shape structure to recognize the local 
appearance around each landmark. In [29] a fuzzy fusion 
approach was presented for liveness detection that was based 
on mutual dependency models. These models extract the 
Spatio-temporal correlation between face and voice. Komog-
ortsev et al. [30] proposed an oculomotor plant characteris-
tics (OPC) based liveness detection method which utilized 
eye movement signals for the identification of people. The 
live data is taken from 32 individuals. In [31] liveness detec-
tion measure was proposed to recognize and find the liveness 
of the face that was based on the challenge and response 
method. The author’s utilized eye and mouth movement to 
generate random challenges and observe the response of 
users. Haar classifier was used to identify eye and mouth 
movements. Somasundaram et al. [32] have been proposed 
a Spatio-temporal feature detector based on the sparse rep-
resentation length of the Spatio-temporal patches measured 
by residual error. The authors suggested a classification 
framework based on a bag of features that provide a better 
result on KTH and UCF sports action datasets. Nagrani et al. 
[33] proposed a convolution neural network architecture for 
cross-modal matching between voices and faces, which 
was used for both binary and multi-way cross-modal face 
and audio matching. In [34] face liveness detection method 
was presented, in which deep features are extracted through 
convolution neural network and to extract the color features 
rotation invariant local binary patterns were utilized. To dif-
ferentiate between genuine and fake faces support vector 
machine was used. Schardosim et al. [35] have been pro-
posed a method that integrates the imaging features with 
liveness features and used to distinguish between real access 
and spoofing attacks. These are based on the models learned 
by an artificial neural network.

Image Quality Based Techniques

Many techniques have been developed to differentiate 
between fake and genuine face, image quality assessment 
is one of them. Properties of texture or image quality are 
used in the image quality-based method. These are catego-
rized into two main parts reference-based and non-refer-
ence-based. In the reference-based method, an undistorted 
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Table 1  Liveness detection techniques used in the multimodal biometric system

References Features Attack Database Description

Li Ma et al. [21] Iris Spoof attack CASIA Iris Proposed a method based on 
texture analysis for iris recog-
nition

Sun et al. [26] Face Presentation attack Self-constructed Proposed a conditional random 
fields (CRFs) method

Shahin et al. [4] Hand vein and Fingerprint Spoof attack Self-constructed Proposed a new prototype 
design for multimodal biom-
etrics

Rodrigues et al. [5] Face, Fingerprint Presentation attack FVC2004DB1, FERET-b 
series

Proposed two novel schemes, 
the extension of the likelihood 
ratio based fusion and fuzzy 
logic

Liting et al. [28] Face Presentation attack Self-constructed Presented a face live detection 
method which utilized physi-
ological motion

Bao et al. [16] Face Photo-attack Self-constructed Proposed optical flow field 
method to recognize the live-
ness of face

Chetty [29] Face and voice Spoof attack VidTIMIT, DaFeX Corpora Proposed a new fuzzy fusion 
technique for liveness detec-
tion

Komogortsev et al. [30] Eye Spoof attack Self-constructed Proposed Oculomotor Plant 
Characteristics (OPC) based 
liveness detection method

Barrero et al. [7] Face, Iris Indirect Attack BioSecure Presented and evaluated the first 
software-based attack

Singh et al. [31] Face Spoofing attack Self-constructed Proposed a liveness detection 
measure to recognize and find 
the liveness of face, based on 
challenge and response method

Akhtar et al. [14] Face, iris fingerprint, Spoofing attack ATVS-Flr, ATVS-FFp Proposed mobile biometric live-
ness detection (MoBio LivDet) 
method

Wild et al. [42] Face and Fingerprint Direct attack LivDet 2013, CASIA FASD Proposed 1-median filtering as a 
spoofing resistant

Das et al. [8] sclera and iris Direct attack Self-constructed Proposed a framework for 
software-based liveness detec-
tion

Boulkenafet et al. [24] Face Presentation attack MSU-MFSD,CASIA-FASD Proposed an approach based on 
color texture analysis for face 
spoofing detection

Lee et al. [37] Finger-vein Spoof attack Self-constructed Proposed a finger-vein biometric 
recognition system based on 
image quality assessment

Parveen et al. [23] Face Presentation attack UPM, CASIA FASD, NUAA A dynamic local ternary pattern 
has been proposed which 
utilizes Weber’s law

Sollinger et al. [40] Iris, face fingerprint, and 
finger vein

Presentation attack ATVS-Flr, ATVS-FFp, IDIAP Proposed non-reference image 
quality measures (IQM) to 
differentiate between fake and 
real data

Kavitha et al. [9] Face Fake face attack CASIA FASD, MSU MFSD Proposed multimodal biomet-
ric framework to detect face 
spoofing

Sahidullah et al. [17] Voice Replay attack Self-constructed Proposed a body conducted sen-
sor and throat microphone for 
automatic speaker verification
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reference image is utilized to estimate the quality of the test 
image while in the non-reference-based method pre-trained 
statistical models are utilized to estimate the quality of the 
test image [36]. In [22] the authors presented a method for 
iris liveness detection by utilizing multispectral images 
which can differentiate between real and fake images. Lee 
et al. [37] have been proposed a finger-vein biometric rec-
ognition system based on image quality assessment in which 
edge detection algorithm and two-dimensional mask-based 
entropy algorithm were used. In this work, a near-infrared 
(NIR) image quality assessment module was implemented 
and the proposed model was a prototype on an embedded 
field-programmable gate array prototyping (FPGA) plat-
form. Akhtar et al. [38] proposed a face spoof recognition 
algorithm based on discriminative image patches in which 
frames were selected randomly from a given face video. The 
author’s utilized seven new methods to obtain discriminative 
patches from a face image, and then features were selected 
and fed to a classifier for the final classification of real and 
spoof faces. Xia et al. [39] proposed a feature extraction 
method that utilized circularly symmetric.

Gabor feature and weber local binary pattern for live-
ness detection. Fingerprint images were analyzed in the 
spatial domain and frequency domain and final features 
were decided by the co-occurrence probabilities. In [40] 
non-reference image quality measures were proposed to 
distinguish between genuine and fake data. In this method, 
accurate classification of real versus fake iris, fingerprint, 
face, and finger vein data was achieved. In [41] a sparse 
representation-based blind image deblurring algorithm was 
proposed which helps to learn smaller sub-dictionaries from 
the patches clustered based on dominant orientation instead 
of learning a single large dictionary.

Conclusion

In this manuscript, we have presented a structured overview 
of the most relevant work carried out so far in the field of 
liveness detection. We also proposed a new classification for 
liveness detection methods based on multimodal biometrics 
and a review of the existing spoofing attacks. Further, a new 
classification has been developed for the multimodal biom-
etric system based on liveness detection techniques into the 
following types namely (1) multiple traits based techniques, 
(2) multiple sensor-based techniques, (3) multiple repre-
sentation-based techniques, (4) behavioural techniques, (5) 
image quality-based techniques. As the review has shown, 
several approaches have been achieved in the development 
of countermeasures against spoofing attacks. But, due to the 
development of new attacking methodologies every day, 
there is still the need to devote further efforts to the design 
of new and more efficient liveness detection approaches that 
may increase the reliability of biometric technology.
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