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ABSTRACT Multi-task learning (MTL) is a learning paradigm which can improve generalization perfor-
mance by transferring knowledge among multiple tasks. Traditional collaborative filtering recommendation
methods suffer from cold start, sparsity and scalability problems. The latest research has shown that applying
side information of knowledge graph can not only solve the problems above, but also improve the accuracy
of recommendation. However, existing multi-task methods for knowledge graph enhanced recommendation
expose obvious issues of disclosing the private information of training samples. In order to solve these
problems, we put forward a privacy-preserving multi-task framework for knowledge graph enhanced
recommendation. In specific, Laplacian noise is added into the recommendation module to guarantee the
privacy of sensitive data and knowledge graph is utilized to improve the accuracy of recommendation.
Extensive experimental results on three datasets demonstrate that the proposed method can not only preserve

the privacy of sensitive training data, but also have little effect on the prediction accuracy of the model.

INDEX TERMS Recommendation system, differential privacy, multi-task learning.

I. INTRODUCTION

Recommendation system (RS) is a branch of information
filtering systems, which can find out connections between
users and items [1], and is widely used in mobile applica-
tions, e-commerce, and even robotics. Specifically, it seeks
to predict the rating or preference that a user would give to an
item. Recommendation system links users with items through
user behavior, such as clicking, browsing, collecting or pur-
chasing [2], which can not be separated from the detailed
acquisitions of users’ personal information, such as medical
diagnostic records, personal consumption habits, user prefer-
ences and so on. After obtaining the scoring results based on
large datasets, recommendation system recommends proper
products to users accurately. However, in the process of
obtaining user behavior, the training process is easy to be
cracked because the large dataset involves a large number
of personal privacy information, and the framework of train-
ing recommendation system is mostly based on a single-
task mode. Once the training parameters are disclosed, the
user’s privacy can not be guaranteed. Preserving privacy in
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recommendation system has practical significance in various
fields. Integrating differential privacy into the framework of
recommendation system based on knowledge graph is one of
the most effective ways to solve the current information over-
load problems and guarantee the information security [3].
Traditional recommendation system only employs explicit
or implicit feedbacks of historical interaction information
between users and items as input [4], which brings two prob-
lems. One is that in the actual scenario, the interaction infor-
mation between users and items is particularly sparse [5]. For
example, a movie application may contain tens of thousands
of movies, while a user may overplay only a few dozen
movies on average. Using such a small amount of observed
data to predict a large amount of unknown information will
increase the risk of overfitting of the algorithm significantly.
The other is that for new users and items, the system cannot
recommend accurately due to the lack of historical interaction
information. Previous research has shown that multi-task
learning can improve the performance of recommendation
system by transferring information between related tasks [6].
A common way to solve sparsity and cold start problems
is to introduce additional auxiliary information into input in
recommendation algorithms, such as social networks [7], user
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personality [8], item attributes [9], and context [10]. Knowl-
edge graph [11] is an effective kind of auxiliary informa-
tion, which provides potential features for recommendation
systems. Knowledge graph enhanced recommendation sys-
tem is an alternative learning method that combines knowl-
edge graph feature learning with recommendation system.
Integrating knowledge graph into recommendation system
can improve the accuracy of recommendation through the
enhancement of semantic information.

In previous studies, the vague concept of privacy lacks the
corresponding theoretical basis, which affecting the credibil-
ity of recommendation results. With the development of infor-
mation security, existing methods have proposed a variety of
privacy-preserving frameworks, such as k-anonymity [12],
I-diversity [13], t-closeness [14] and e-differential privacy
[15]. Differential privacy, which is defined by strict mathe-
matical formulas, provides a quantitative evaluation method
to compare the level of privacy preservation under differ-
ent parameters. Moreover, the differential privacy preserva-
tion model can still handle with all kinds of attacks even
the attacker has strong knowledge backgrounds. In general,
differential privacy is usually implemented by Laplacian
mechanism or Exponential mechanism to realize differential
privacy preservation. Laplacian mechanism [16] is utilized
to add random noise which obeys Laplacian distribution to
the query results, and differential privacy preservation is
realized. Exponential mechanism is used to protect discrete
results for non-numerical functions [17]. Boutet et al. [18]
proposed an algorithm by applying differential privacy to
matrix factorization, which adds noise that satisfies dif-
ferent privacy conditions in the user rating data and in
the process of random gradient descent [19]. However,
the recommendation results of this method is applied to a
single-task recommendation system. Motivated by this, we
design a provable differential privacy model, which can pro-
vide strict privacy guarantee for multi-task recommendation
system.

In our model, the carefully designed noise perturbation
is added to the gradient descent process and correlative
training parameters of the multi-task model. This method
can effectively improve the security of the recommenda-
tion system, while ensuring the diversity and accuracy of
the recommendation results. More specifically, we add the
differential privacy mechanism to the recommendation task
which has a large amount of private personal data. In order
to reduce noise, sensitive data can not be used directly in the
knowledge graph module. In theory, adding noise to user’s
privacy data generally reduces the accuracy of recommended
results. However, the performance of multi-task recommen-
dation system can be improved when knowledge graph is
used as an auxiliary task. Therefore, the proposed method
regards feature learning of knowledge graph and recommen-
dation algorithm as two independent tasks with relevance and
compensates the noise perturbation. Our contributions can be
summarized as follows:
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« We propose a privacy-preserving framework for multi-
task recommendation system, which can protect the pri-
vacy of sensitive data by adding noise in the process of
model training.

o We add Laplacian noise to the recommendation module
of our multi-task framework, which ensures the accu-
racy of the recommendation results on the premise of
preserving sensitive data privacy.

« Extensive experimental results show that our algorithm
enhances the performance of the recommendation algo-
rithm. Meanwhile, it guarantees the privacy of individual
data.

The rest of this paper is organized as follows. The
next section reviews related works on the knowledge
graph enhanced recommendation system and the privacy-
preserving recommendation system. Section 3 describes the
proposed approach in detail. Section 4 introduces the exper-
iment and analyses the experimental results of our approach.
Section 5 concludes the paper.

Il. RELATED WORKS

In this section, we review the existing works of knowl-
edge graph enhanced recommendation system and privacy-
preserving recommendation system.

A. KNOWLEDGE GRAPH ENHANCED RECOMMENDATION
SYSTEM

Inspired by the successful application of knowledge graph
in multi-task learning, researchers has attempted to improve
predictive performance in recommendation systems by
adopting the advantages of knowledge graphs recently.
RippleNet [20] takes knowledge graph as the source of
side information, and solves the limitations of existing
embedding-based and path-based knowledge graph enhanced
recommendation methods. Particularly, an end-to-end Ripple
network framework is proposed, which incorporates knowl-
edge graph into recommendation system naturally. This net-
work automatically and iteratively expands users’ potential
interests along the links in the knowledge graph, and stimu-
lates users’ preferences to propagate on the knowledge entity
set. DKN [21] proposes a deep knowledge perception net-
work which combines knowledge graph representations with
news recommendation. PER [22] studies entity recommen-
dation in heterogeneous information networks. In detail, it
suggests integrating heterogeneous relationship information
of different users, and provide high-quality recommendation
results by using users’ implicit feedback data and the person-
alized recommendation model. However, this kind of method
cannot be applied in scenarios where entities do not belong
to the same field (such as news recommendation scenarios),
because it cannot predefine meta-path or meta-graph for such
scenarios. In addition, it also has certain limitations in extend-
ing to practical application. To solve these problems, MKR
[23] proposes a deep end-to-end framework, which adopts
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knowledge graph embedding to assist recommendation tasks.
Multi-task learning can automatically share potential fea-
tures and learn the high-order internal relations among items,
which can make feature vectors more accurately to describe
the complete knowledge graph.

B. PRIVACY-PRESERVING RECOMMENTATION SYSTEM
Differential privacy provides a rigorous and quantitative
paradigm to ensure data security. Differential privacy [24]
can preserve users’ privacy by minimizing the possibil-
ity of privacy disclosure and maximizing the accuracy of
queries in the case of making statistical queries to databases.
Gupta et al. [25] studied a novel differentially private multi-
task learning algorithm that builds a privacy-preserving vari-
ant and learns relationship of tasks based on a covariance
matrix. They also developed an attribute-wise noise addi-
tion scheme in their algorithm. Xie et al. [26] proposed a
distributed multi-task framework for privacy preservation to
preserve sensitive data and private information that may be
contained in the distributed data. The proposed method is a
privacy-preserving proximal gradient algorithm which asyn-
chronously updates models of the learning tasks and solves a
general class of multi-task learning formulations.

Recommendation system combined with knowledge graph
is one of the most popular recommendation strategies nowa-
days. However, there is a potential risk of privacy disclosure
in the recommendation process [27]. Calandrino et al. [28]
incorporated a differential privacy mechanism to the tradi-
tional recommendation algorithm by adding Laplacian noise
to the covariance matrix. Friedman er al. [29] addressed
the problem of privacy-preserving matrix factorization by
utilizing differential privacy, which is a rigorous and prov-
able approach to preserve privacy in statistical datasets.
What’s more, it proposes a generic framework of private-
preserving singular value decomposition (SVG) to deal
with the privacy problem in matrix factorization based rec-
ommendation systems. Liu er al. [30] proposed a hybrid
method that combines differential privacy with random per-
turbation. It can not only hide users private data from
the server, but also prevent privacy inference from public
users.

The existing methods can integrate auxiliary information
in recommendation system, but suffer from the problem of
privacy leakage. Our model is proposed for the multi-task rec-
ommendation system, and the differential privacy preserva-
tion mechanism is added in the training process. The sharing
of model parameters is not easy to be cracked. Meanwhile,
the original information is extracted as feature vectors in
the knowledge graph, which solves the shortages of high-
dimensional auxiliary information, such as heavy load and
low security.

lll. METHODOLOGY

This section outlines the definition of related problems and
notations. Next, we introduce the proposed framework in
detail.
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A. PRELIMINARIES

1) RECOMMENDATION SYSTEM

Typically, a recommendation system inputs a set of M
users U = {uj,up,...,uy} and a set of N items V =
{vi,va2,...,vn}. The implicit feedback of users to items
reflects users’ behavior. For an user-item interaction matrix
Yyuxn, Yoo = 1 means user u has engaged in item v, and
otherwise, y,, = 0. The inputs of recommendation system
are the information of users and items, and the output is the
predictive score of items without users’ rating.

2) KNOWLEDGE GRAPH

We define a knowledge graph G consisting of entity rela-
tional triads (h, r, t). Here h, r and ¢ represent the head,
the relation and the tail of the knowledge triad respectively.
In the recommendation scenario, an item v € V may be
associated with one or more entities in . Similar to the rec-
ommendation module, for a given knowledge triad (&, r, t),
we utilize interactive units and nonlinear layers to process
the raw feature vectors of head 4 and relation r (including
ID, types, textual descriptions, etc.), respectively. These latent
features are then concatenated together, followed by a K-layer
multi-layer perception for predicting the tail #. Combined the
definition of user-item interaction matrix ¥ with knowledge
graph G, we aim to predict whether user u has potential
interests on item v without interactions.

3) DIFFERENTIAL PRIVACY PRESERVATION

Differential privacy, proposed by McSherry er al. [31],
defines a notion of privacy for a learning algorithm. Given
a dataset D, a set of queries is represented by F =
{f1,f2, ...fn}. In order to satisfy the condition of privacy
preserving, we define the algorithm M to process the query
results. The formal definition of differential privacy is as
follows:

Definition 1 (Differential Privacy): M is a random algo-
rithm with dataset D as input and ¢ is a positive real number.
Py is a set of all possible outputs of M. For any two adjacent
datasets, and any subset Sy; of Py, the algorithm M satisfies:

P, [M(D) € Syl < e x PR[M (D') € Su] (1)

where the parameter ¢ is the privacy budget and P, denotes
the probability of an event occurring.

Definition 2 (Sensitivity): Given a function f : D — R
over a dataset D where d is the dimension of the feature set
R, the sensitivity of f is defined as:

S(f) = max |If (D1) —f (D) @)

where || - ||; denotes the Li-norm. Dy and D; represent a pair
of adjacent datasets, which have the same attribute structures,
and there is only one individual record difference between
two datasets [30]. Sensitivity S(f) essentially reflects the
amount of the change in the algorithm M made by a single
data point after adding noise:

Definition 3 (Laplace Distribution): In Laplace distribu-
tion, A is an important parameter, which determines the
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TABLE 1. Notations and symbols.

Notations Descriptions

U = {u1,uz2,...up} | The setof M users

[—i] The index set with index ¢ removed
V ={v1,v2,...0on} The set of N items

Yvxn User-item interaction matrix
(hyr,t) The triad of head, relationship and tail
F={f1,f2,...fn} | A setof queries

€ Privacy budget

Af Sensitivity

A A parameter of Laplacian noise

v The predicted probability

J The cross-entropy function

variance of distribution. The privacy budget ¢ is a positive
real number which is a measure used to control privacy, and
A is a randomized algorithm that takes a dataset with user
information as input. The following computation maintains
e-differential privacy:

Ha(x) = f(x)+Y 3)
Y ~ Lap(}) )

S
o) = % (5)

As can be seen from the definition above, Hs(x) can be
considered as a continuous random variable and Q(f) can be
considered as the privacy budget €.

The notations and symbols used in this paper are summa-
rized in Table 1.

B. FRAMEWORK

In this subsection, we propose a privacy-preserving
multi-task framework for knowledge graph enhanced recom-
mendation system, not only aiming at solving the privacy
leakage problem in recommendation system, but also try-
ing to improve the prediction accuracy of recommendation
results. We preserve privacy by adding Laplacian noise to
sensitive data in recommendation system. The framework is
shown in Figure 1, which consists of two main components:
a multi-task recommendation module and a privacy preserva-
tion module.

As the central module, the multi-task recommendation
module takes advantages of knowledge graph embedding to
improve recommendation system. The task of recommen-
dation has at least three layers of multi-layer perceptions:
input layer, hidden layer and output layer. Multi-layer percep-
tions extract compact and dense features for users and items.
Each layer of multi-layer perceptions outputs the extracted
feature information to the next layer, and finally outputs
the prediction probability. Knowledge graph has the head
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and the relationship of the knowledge triad. Othermore, it
also extracts features from the head and the relationship of
multiple levels, and finally obtains the prediction tail. The
interaction unit interacts with the feature information of items
and entities between the two tasks [32], which breaks down
the independent interaction assumption by linking items with
their attributes [33].

The privacy preservation module preserves the sensitive
input data and adds noise through Laplace transformations.
In one dataset D, there has basic information and fea-
ture attributes extracted by the recommendation algorithm.
Adding Laplacian noise can preserve privacy of sensitive
information and attribute ratings.

1) MULTI-TASK RECOMMENDATION MODULE

In our model, we use the L-layer multi-layer perception
to pass the sensitive information of user u and extract its
potential features. The multi-layer perception can be seen as
a directed graph, which consists of multiple node layers, and
each of nodes is fully connected to the next layer. In addition
to the input layer, each node is a processing unit with a non-
linear activation function. Knowledge graph embedding is
an effective way to parameterize entities and relationships
into vector representations. knowledge graph feature learning
method is used to process the triads of knowledge graph,
which can obtain the low-dimensional dense vector represen-
tation of entities and relationships, and naturally interact with
the recommendation system. Here we employ interaction unit
to associate with the entities of knowledge graph correspond-
ing to the items and extract their latent features.

In the multi-layer perception, we first vectorize
{uy,ur ... uy} into a set U and define the weight W; and
the bias b; between layer / and layer (I 4+ 1) in the multi-
layer perception. W, is vectorized into W[;}, where subscript
[1] represents the weight of layer /. The L-layer multi-layer
perception is defined as:

Ziy1 = WU+ b (6)
M1 = o(Z141) @)

where Z is the linear combination of the input. In the layer
[, it can be seen that the input is U and the output is M
which corresponds to the input of the next layer. The calcu-
lation propagates forward, and finally the output of L layer is
obtained.

For users’ feature vector u, we use the multi-layer percep-
tion represented by Formulas 6 and 7 to extract its condensed
features. For the item v, we employ an interaction unit to
extract features. In the interaction unit, we firstly model latent
feature vectors between items and entities. We define d as the
dimension of hidden layers and construct the cross-feature
matrix /7, of the layer L:

1 (1 (1 _(d)
Vi€ i

v, e

IL=vel =| ... ®)
V;d)egl) V;d)egd)
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FIGURE 1. A privacy-preserving multi-task framework for knowledge graph enhanced recommendation.

This cross-feature matrix can be embedded into the latent
representation space of the items and entities at the next
layer to obtain feature vectors. Through multiplying on I
and / LT by their respective weights, the cross-feature matrix
is conversed along both horizontal and vertical directions.
The output of the interaction unit is denoted as I(vy, e;). The
correlation between two tasks can be calculated by adjusting
the weight of knowledge transfer through interactive units.

After obtaining user u’s latent feature u; and item v’s
latent feature v; by the L-layer multi-layer perception and
interactive units respectively, we predict the matching score
of user and item representations by inner product operation.
Combining the latent features u; and v; with a predicting
function f, the final predicted probability of user u engaging
item v is:

R =0 (fr (41 v1)) ©)

2) PRIVACY PRESERVATION MODULE

The datasets for recommendation system usually contain a
large amount of user information, such as age, location,
friendly relationship, historic behavior which reflects product
preferences and so on. In this paper, we involve the Laplacian
mechanism for constructing private-preserving recommenda-
tion system. For a large recommendation dataset, we traverse
each row of the dataset and read the attributes column by
column. According to the Laplacian mechanism in Definition
3, we take different values of privacy budget ¢ in the privacy
module to compare the different effects in the case of adding
noise.
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For a given privacy budget ¢, the parameter X is calculated
as:

A= — (10)
€
where Af is sensitivity and refers to Formula (2).

In addition to obtaining the value of the parameter A,
Laplacian noise also has randomness to guarantee differential
privacy. We take two random numbers between zero and one,
and denote them as w1 and w, respectively. For the different
values of random variable,

Af .
——o(. — ), if0<pu; <05
£

A
& o(p2),
I

n(Alu) = (11

if0.5<p <1

where ¢(-) is the log function. Thus, the result of adding noise
can be defined as:

A=A+ n(ipw) 12)

where A is the sensitivity data.

3) LEARNING ALGORITHM
For a given triad (h, 1, t), its plausibility score is formulated
as normalized inner product function:

score(h, r,t) = o(t'7) (13)

where 7 represents the prediction tail in the knowledge graph.
A lower score of the triad (h, r, t) suggests that the triad is more
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likely to be true, and vice versa. The overall loss function of
our framework is as follows:

»CR = Z J(y\uv’v)’uv)

uelU,veV

— B Z (score(h, r,t") — score(h, r, 1))
(h,r,t,t)eT

+ BollW 3 (14)

where T = {(h,r,t,t)|(h,r, 1) € G, (h,r,t') ¢ G} In
the previous formula, Lg is the loss of the multi-task rec-
ommendation module, where ©' and V' are the set of users
and items after adding noise. Lg contains the loss function of
the main recommendation task and the auxiliary knowledge
graph task. 7 is the cross-entropy function. In our learning
algorithm, we use cross-entropy function to measure the loss
of recommendation system. In order to reduce the training
time, the sigmoid function is utilized as the activation func-
tion of neurons and the cross-entropy cost function is utilized
to replace the variance cost function. The third term is a
regularization term, which aims to avoid overfitting. 81 and
B> are the balancing parameters.

In each training iteration, we optimize two tasks
alternatively and sample a minibatch of positive/negative
interactions from Y and true/false triples from G [34]
following the negative sampling strategy to make the com-
putation more efficient [35]. Specifically, after the initial-
ization of the parameters, when optimize the parameters
of knowledge graph feature learning, the parameters of the
recommendation system task are invariable. Similarly, when
optimize the parameters of recommendation system task,
the parameters of the knowledge graph feature learning are
invariable. Finally, the output of the learning algorithm is
the prediction probability. The loss function in Formula 14
traverses all possible user-item pairs and knowledge triads.
One training sample updates only a part of weights at a time,
while all other weights are invariant to reduce the amount of
calculation. To some extent, the negative sampling strategy
can also increase randomness. We pay more attention to
the main task of recommendation system. In each epoch,
we train the recommendation task ¢ times (usually # > 1),
and then train the knowledge graph task one time in each
epoch.

IV. EXPERIMENTS

In this section, we evaluate the effectiveness of privacy
preservation and the accuracy of the recommendation results
on a multi-task knowledge graph enhanced recommenda-
tion system. The experiments are conducted on three com-
monly recommendation system datasets: MovieLens-1M
[36], Book-Crossing [37] and Last.FM [38]. The exper-
imental results show that our multi-task recommenda-
tion system with differential privacy guarantee is feasible
without significant impact on the prediction accuracy of
recommendation.
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TABLE 2. Basic statistics of the three datasets.

Datasets Users Items Ratings  Range
MovieLens-1IM 6040 3952 1,000,000 1....,5
Book-Crossing 278,858 271,379 1,149,780 1,...,10
Last.FM 1892 17,632 92,834  Implicit
A. DATASET

The experiments are conducted on three recommendation
system datasets: MovieLens-1M, Book-Crossing, Last.FM.
Table 2 shows the statistics of the three datasets and the basic
information of the three datasets is as follows:

MovieLens-1M': MovieLens-1M is a virtual community
for movie recommendation. It has the group of 1 million
ratings for 4,000 movies provided by 6,000 MovieLens
users. Movie ratings that are submitted by users are on a scale
of 1/2 a star to the maximum of 5 stars. The dataset contains
movie scores, users’ information and movie profiles.

Book-Crossing”: Book-Crossing is a dataset of the book
recommendation system. The Book-Crossing dataset con-
tains 1, 149, 780 ratings about 271, 379 books provided by
278, 858 users and comprises 3 tables. BX-Users contains the
users’ information. Books are identified by their respective
ISBN in BX-Books. BX-Book-Ratings contains the book
rating information.

Last.FM?: Last.FM is a music social network site, which
allows users to create user profiles and contains informa-
tion about users’ historic records in Last.FM. Specifically, it
includes two-way friends, artists, information (with weight)
of users listening to the artist, users to artists tag information,
artists tag information.

B. EXPERIMENTS SETUP

The above three datasets have explicit feedback, including
user ratings and personal information. In our model, explicit
feedback is transformed into implicit feedback, which can
improve the prediction accuracy of recommendation system
effectively. In three datasets, the score which is greater than
or equal to 3 can be marked with 1 and else is 0. For
MovieLens-1M, the threshold for positive evaluation is 4,
while for Book-Crossing and Last.FM, thresholds are not set
due to their sparsity.

C. EVALUATION METRICS

In click-through rate prediction scenarios, we use Area Under
the ROC Curve (AUC) and accuracy (ACC) to evaluate the
performance of prediction. AUC is a model evaluation index.
The value of AUC is equal to the area formed by the curve
and the False Positive Rate (FPR) axis. As a probability value,
AUC can directly evaluate the quality of a classifier. A larger
AUC value means that the current classification algorithm

1 https://grouplens.org/datasets/movielens/
2http://www2.informatik.uni—freiburg.de/ cziegler/BX/
3 http://millionsongdataset.com/lastfm/
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(a) MovieLens-1M Dataset.

FIGURE 2. Effect of AUC and ACC on three datasets when ¢ = 1.

can classify more accurately. The evaluation index AUC is
defined as follows:

M(1+M)
> cPositiveClass Tanki — ——5—
icPositiveClass 2 (15)

M x N
where M is the number of positive class samples and N is the
number of negative class samples. In the sample combination,
the score of a positive sample is always larger than that of a
negative sample, and the rank value in the formula represents
the number of combinations that can produce such score.

In top-N recommendation scenarios, prediction accuracy
is generally measured by precision/recall@N. Given a list of
top-N predicted items for a user, denoted ﬁl;N(u) and a list
of user behaviors on test sets, denoted R(«). Then the preci-
sion/recall@N of the recommendation results are defined as:

IR(t) N Ry.y ()]

AUC =

Precision@N = — N (16)
Ru) N Ry

Recall@N = RO Rin @] 17)
|R(u)]

Another application scenario of recommendation system is
score recommendation. The error of score recommendation
is usually calculated by RMSE (Root Mean Square Error).
RMSE is defined as:

vV Z?:]G’t - yt)2
RMSE = 7 (18)

where y; is the prediction score, y; is the real score and
n denotes the number of samples. RMSE measured errors
between the real score and the prediction [39], which can
reflect the precision of prediction results effectively. The
smaller RMSE represents the smaller prediction error and the
better performance of the recommendation system.

D. EXPERIMENT RESULTS

To compare the intensity of differential privacy and its impact
on the prediction accuracy of recommendation systems, we
take different values for privacy budget in experiments. In
the definition of differential privacy, the parameters ¢ refers
to the privacy budget [40] and controls the level of privacy
guarantee. A smaller ¢ represents a stronger privacy level.
In order to deviate from the test data and evaluate the model
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(b) Book-Crossing Dataset.

5 6 7 8 9 0 1 2 3 4 5 6 7 8 9

Epoch Epoch

(c) Last.FM Dataset.

better, we use AUC/ACC and precision/recall @N to evaluate
our algorithm at the same time.

Furthermore, it can be noted that privacy requirements
inevitably degrade the performance of recommendation sys-
tem, but knowledge graph as auxiliary information increases
the accuracy and diversity of recommendation results. The
noise added to the multi-task recommendation system in this
paper is determined by the parameter €. In our experiment,
we investigate the effect of adding noise on the original
model in two recommended scenarios, and select the appro-
priate evaluation index according to the different scenarios.
ACC/AUC and precision/recall@N are used to evaluate the
click-through rate prediction scenario and the top-N recom-
mendation scenarios, respectively. We also empirically show
the relationship between the value of the click-through rate
and different ¢ values with respect to the number of iterations.

1) EVALUATION OF CLICK-THROUGH RATE PREDICTION

In the click-through rate prediction, we use the Laplacian
noise training model to test each interaction in the dataset
and output the predicted click rate. In Figure 2, we set the
privacy budget ¢ = 1, and draw functional images based
on the performance of three datasets and iterations of mul-
titask learning. Figure 2 shows the effect of adding Lapla-
cian noise on the click-through rate prediction of multi-task
recommendation system. Our model is executed under the
e-differential privacy. Obviously, the accuracy decreases on
all three datasets.

Table 3 is the decreasing amplitude of AUC and ACC on
three datasets in our experiments. When the privacy budget
& = 1, the accuracy after adding Laplacian noise decreases by
1.362% in the Last.FM dataset, 0.99% in the Book-Crossing
dataset and 1.585% in the MovieLens dataset respectively. In
this experiment, the same amount of noise is added to coefti-
cients of the objective function. A smaller value of ¢ achieves
stronger privacy protection for sensitive information, and the
accuracy of the model is worse, which is due to the fact that
more noise is added.

2) EVALUATION OF TOP-N RECOMMENDATION
In the Top-N recommendation scenario, we train the privacy-
preserving multi-task recommendation model (¢ = 1) and the
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FIGURE 3. Effect of precision/recall@N on three datasets when ¢ = 1.
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TABLE 3. Decreasing amplitude of AUC and ACC on three datasets when ¢ = 1.

Dataset MovieLens-1M Book-Crossing Last FM
AUC ACC AUC ACC AUC ACC
The average of AUC&ACC 0.93069 0.85205 0.87022 0.74611 0.85871 0.76155
0.91292 0.83646 0.86172 0.73988 0.85879 0.74793
Decreasing amplitude 1.777% 1.5559% 0.85% 0.993% 0.892% 1.362%
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FIGURE 4. The effect of different privacy budgets on AUC and ACC on three datasets.

multi-task recommendation model without privacy preser-
vation respectively. According to the user’s behavior on
the training set, we predict N items with the highest click
probability for each user in the test set. We choose preci-
sion/recall@N to compare and evaluate the recommendation
effect. Figure 3 shows how precision/recall@N change as N
increases on the three real datasets [41]. From figure 3, it
can be seen that the curve of precision@N and recall@N
shows the opposite trend. On the three datasets, the preci-
sion/recall@20 converge faster, reaching more than 50% of
their maximum value. In addition, for the training time of
the top-N recommended scenario, with the increase of the
number of users, the elapsed time to calculate top-N relevance
users will increase significantly. Compared with the multi-
task recommendation model without privacy preservation,
the experimental results of the proposed model show that the
difference values of precision/recall@N on the three datasets
are less than 2.56%, 2.58% and 1.91% respectively.
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3) PRIVACY-ACCURACY TRADE-OFF

Recall that a smaller ¢ leads to more noise but stronger
privacy [42]. We can also draw this conclusion from Figure 4.
In Figure 4, to compare the intensity of differential privacy
and the impact on the prediction accuracy of the recom-
mendation system, we set different values of privacy budget
in this experiment. We include ¢ = {0.1,0.5, 1,5, 10} to
see how much accuracy was lost due to Laplacian privacy
noise. Figure 4 shows the performance comparison of our
model with different values of the privacy budget . We
also conducted experiments on the above three datasets. The
parameter settings are the same as the experimental settings
provided in Section 4.2. When we vary privacy budget in the
set of {0.1,0.5, 1,5, 10}, the accuracy of the model drops
with the decrease of ¢. However, when the private budget is
larger than 1, the accuracy remains stable at about 90% in
the MovieLens dataset, at about 75% in the Last.FM and the
Book-Crossing dataset, and then slightly decreases. Overall,
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TABLE 4. The result of RMSE on multiple epoch for three datasets when ¢ = 1.

ACC&AUC

(c) Last.FM Dataset.

Epoch 0 2 4 6 8
. RS 0.5320 0.4871 0.4959 0.4447 0.4244
MovieLens-1M
RS+KG 0.5206(-1.14%) 0.4783(-0.88%) 0.4237(-7.22%) 0.3589(-8.58%) 0.3608(-6.36%)
. RS 0.5223 0.5207 0.5205 0.5232 0.5260
Book-Crossing
RS+KG 0.5069(-1.54%) 0.4853(-3.54%) 0.4652(-5.53%) 0.4469(-7.66%) 0.4891(-3.69%)
Last FM RS 0.6535 0.6830 0.6931 0.6630 0.6839
ast.
RS+KG 0.5825(-7.10%) 0.5735(-10.95%) 0.5826(-11.05%) 0.5786(-8.44%) 0.5683(-11.56%)

the results of experiments show that adding Laplacian noise
has little effect on the accuracy of multi-task recommendation
system in our method.

E. COMPARISON

We first compare our method with another multi-task-
privacy-preserving method to verify the effectiveness of our
framework. In order to investigate whether the knowledge
graph module enhances the privacy-preserving recommenda-
tion system, we also train the privacy-preserving recommen-
dation system module independently and compare the results
with the alternative training multi-task model.

1) COMPARISON WITH BASELINES

We compared our approach with a recently proposed multi-
task recommendation approach: RippleNet [20]. Although
this approach was not designed specially for the multi-task
privacy-preserving recommendation system, it seems to be
the closest method in the current literature on the aspect of
the application scenarios and practical operations.

Different from the alternative training in this paper,
RippleNet is a joint training network of knowledge graph
enhanced recommendation system. It simulates a spreading
process of user’s interest in knowledge graph: user’s interest
is centered on its historical records, spreads out layer by layer
through the knowledge graph and decays continuously in the
spreading process. We adapt RippleNet to differential privacy
setting and show the results on three datasets. The comparison
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result of ACC and AUC on three datasets is shown in Figure 5,
where RippleNet-P denotes RippleNet with privacy preser-
vation. Specifically, our method outperforms the baseline by
0.99% to 4.32%, 2.45% to 8.51%, 4.91% to 12.44% on ACC
in movie, book, and music recommendation, respectively.

As can be seen from Figure 5, our method achieves better
ACC and AUC than RippleNet and particularly has the advan-
tages in sparse scenarios. RippleNet preforms best in the
movie recommendation. Figure 4 shows the little gap between
Ripple and our method in ACC on the MovieLens dataset. In
the experiments, RippleNet is more sensitive to the density
of datasets so that it can capture users’ information better
when the user-item interaction is intensive. After adding
noise, this feature can still be retained. In the book and music
recommendation scenarios, our method can still maintain a
decent performance even when the user-item interaction is
more sparse.

2) RESULTS ON THE ENHANCEMENT OF KNOWLEDGE
GRAPH

The aim of the proposed multi-task model is to use the
auxiliary information of knowledge graph to assist privacy-
preserving recommendation system maintain a good predic-
tion accuracy. Therefore, it is necessary to verify whether
the knowledge graph task can enhance the privacy-preserving
recommendation system in the experiment. We use RMSE to
evaluate the root mean square error between the predicted and
real scores of the recommendation system output.
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Table 4 shows the RMSE results of the independent
training recommendation task and the alternative training
knowledge graph task when the privacy budget is 1. “RS”
represents the single recommendation task of independent
training and ‘“RS+4KG” represents the multi-task model of
alternative training with knowledge graph. In Table 4, we
select the results of 5 epoch from a large number of exper-
iments to illustrate. We found that the method of alternative
training multi-task model can reduce the prediction RMSE of
the recommendation system by 0.88% - 11.56%. The results
show that the knowledge graph can improve the recommenda-
tion performance for the privacy-preserving recommendation
system as an auxiliary task.

V. CONCLUSIONS AND FUTURE WORK
In this paper, we aim to protect sensitive data in
recommendation system and enhance prediction accuracy
of multi-task recommendation system. We propose a novel
framework for privacy-preserving multi-task knowledge
graph enhanced recommendation, which explores Laplacian
mechanism for differential privacy in the recommendation
task. As an auxiliary task, knowledge graph utilizes entities
of triads corresponding to items in recommendation systems,
which provides the latent feature embeddings and interacts
with the recommendation system. We not only compare
the accuracy of noise-added training and original training
on three datasets, but also contrast the impact of different
privacy budget on the prediction accuracy. Experiments on
three datasets commonly used in recommendation systems
show that our method can preserve privacy of the multi-task
recommendation systems, and the effect of adding noise on
accuracy is controlled at about 1 to 2 percent.

For future work, we will explore more effective privacy-
preserving model, and further promote the performance of
multi-task recommendation system.
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