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ABSTRACT Medical imaging and analysis are useful to visualize anatomic structure. However, analysis of
the pathologic substrate is difficult and inefficient when using simple imaging tools. The manual detection
and classification of brain abnormality is particularly tedious. Moreover, the currently used methodology
suffers from interobserver variability during image interpretation. Magnetic resonance imaging (MRI) is
an efficient imaging technique for revealing complex anatomical architecture, and it is highly efficacious
for precise brain imaging. Herein, we describe a novel computer aided diagnosis method for automated
processing of brain MRI images. The performances of two decomposition techniques, namely, bidimensional
empirical mode decomposition and variational mode decomposition (VMD), are compared. Thereafter, bis-
pectral feature extraction and supervised neighborhood projection embedding are implemented to represent
each feature in a new subspace, for the automated classification of various categories of disease. A support
vector machine classifier is used to train and test the performance accuracy. The level of classification
accuracy of 90.68%, 99.43% sensitivity and 87.95% specificity is obtained using the VMD technique. Hence,
the developed system can be used as an adjunct tool by radiologists to confirm their screening.

INDEX TERMS Bispectral feature, brain pathology, neighborhood projection embedding, support vector

machine, variational mode decomposition.

I. INTRODUCTION

One of the largest and most complex organs in the human
body is the brain, which is contained in the skull of verte-
brates, and it functions as the control center for sensation, and
intellectual and nervous activity. The brain acts automatically
and rapidly when it is healthy. Disorders of the center of the
nervous system can simply be characterized as brain disease.
Brain disease can be categorized into four types: cerebrovas-
cular: It refers to an assembly of conditions which affects
blood supply to the brain, degenerative: It is a process which
results in change in cells, effects organs or tissues, neoplastic:
It is a condition which supports tumor growth inside the
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brain, and infectious: It is a group of diseases created by
organisms [1]. Currently, diagnosis of brain disease has been
on the increase worldwide. It can affect individuals at any
age. Early detection is assistive to maintain a healthy lifestyle
through currently available treatment modalities. Medical
imaging produces a visual depiction of the interior substrate,
and it is highly assistive for diagnostic purposes. Magnetic
resonance imaging (MRI), computed tomography (CT), and
positron emission tomography (PET) are ubiquitous imaging
techniques. MRI lacks ionizing-radiation hazard, it is fast,
and it is a non-invasive imaging technique [2], [3]. The vis-
ibility of brain, soft-tissues, nerves, ligaments, and muscles
are often clearer via MRI as compared to CT and X-ray
analysis [3]. Hence, it is typically used in clinics and hospital
settings for medical diagnosis.
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In recent years, computer aided diagnosis (CAD) has
become an important research topic, as it has the capability to
improve medical diagnostics. CAD combines medical exper-
tise with computational means. Computerized output can
serve as a decision verification tool for the radiologist [4], [5],
[73]-[76]. In the past decade, investigators have suggested
pathological brain detection approaches using MRI images.
Often, the discrete wavelet transform (DWT) is incorporated
by researchers with the Haar and Daubechies-4 wavelets.
In [2], DWT is used for classification. Both self-organizing
maps (SOM) and the support vector machine (SVM) are
applied to obtain an accuracy of 94% and 98%, respec-
tively. Accuracies of 95.7% and 98.6% were obtained using
the feed-forward back propagation artificial neural network
(ANN) and k-nearest neighbor (k-NN) classifiers. They have
used DWT with Haar for feature extraction, followed by
data reduction via principal component analysis (PCA) [6].
In [7], a neural network based normal versus abnormal clas-
sification method was proposed; it achieved 100% accuracy
with only 66 input images used for training. DWT was
utilized in combination with PCA based features and an
adaptive chaotic particle swarm optimization (ACPSO) [8],
with a scaled chaotic artificial bee colony (SC-ABC) [9],
with kernel SVM (KSVM) [10], and with PSO-KSVM [11].
PCA in combination with linear discriminant analysis (LDA)
has also been used with DWT, and reached a 99.22% accuracy
level with a random forest classifier for dataset-255 [12].
In [13], the stationary wavelet transform (SWT) and PCA
were combined with a generalized eigenvalue proximal SVM
(GEPSVM) and RBF kernel, to obtain a maximum accuracy
of 99.41% for dataset-255. Authors have proposed various
CAD tools using the ripplet transform [14], fractional Fourier
entropy (FFE) [15], and the dual-tree complex wavelet trans-
form (DTCWT) [16]. To select features, Welch’s t-test can
be employed [15]. In [16], GEPSVM and twin SVM clas-
sifiers were combined with variance and entropy (VE) to
achieve an accuracy of 99.57% using twin SVM. Use of FFE
and adaptive real-coded biogeography-based optimization
(ARCBBO) with multi-layer perceptron (MLP) has also been
proposed [17]. Classification techniques such as the naive
Bayes classifier [18], fuzzy SVM [19], and AdaBoost with
random forest (ADBRF) [20] were also implemented in
prior studies. In [20], a probabilistic PCA is used, which
improves classification accuracy as compared to PCA. Fea-
tures such as entropy [15]-[17], [19], [21], energy, and vari-
ance [21], a scale invariant feature transform and histogram
of oriented gradient [22], and the gray-level co-occurrence
matrix [23], [24] are also described for brain abnormality
detection. The fast discrete curvelet transform (FDCT) fea-
tures are extracted and feature size is reduced using PCA,
followed by a least-squares SVM implementation for clas-
sification [25]. In [26], a reduced feature set using PCA +
LDA was classified using a combination of modified differ-
ential evolution (MDE) and extreme learning machine (ELM)
algorithms. The same research group has used the discrete
ripplet-II transform and a combined modified PSO and ELM
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for segregation tasks [27]. In [77], pseudo zernike
moment and kernel SVM is used to achieve an accuracy
of 99.45 £ 0.38%. Recently, a large brain MRI dataset
has been analyzed [28]. The authors made a comparative
study based upon a multiresolution analysis, and achieved
a satisfactory result for the combination of shearlet trans-
form (ST) with PSO-SVM. Since deep learning is attractive
methodology in recent years, the convolutional neural net-
work (CNN) is proposed by the authors. The model such
as AlexNet [78] and ResNet34 [79] are used to achieve the
highest accuracy of 100%. However, in [80] the attempt of
multi-class categorization of brain pathology was made by
considering total image of 200 and achieved 93% for multi-
class dataset by extracting entropy over curvelet subbands
(i.e., FCEntF-I and FCEntF-II).

In most published works, the authors have proposed seg-
regation of brain MRI into normal versus abnormal (two-
class problem). The dataset typically used for brain image
analysis consists of datasets D: 66 (normal: 18, abnormal:
48), D: 160 (normal: 20, abnormal: 140), D: 255 (normal:
35, abnormal: 220), and D: S (different normal and abnormal
count). Many methods have been proposed for improved clas-
sification accuracy, which has reached approximately 100%.
From the literature, it is evident that promising results have
been achieved by considering brain pathology identification
as two-class classification problem. The existing approaches
using handcrafted features and CNN s have attained a promis-
ing result for the identification of normal and abnormal cases.
However, a multi-class categorization with a greater input
pool of varying images could be highly efficacious to improve
diagnostics. Hence there is a scope to improve the existing
approach into a multi-class categorization problem.

In this respect, the goals of our study were three-fold:

« Generation of efficient descriptors to address nonlinear-

ity in brain anatomy, using spectral features.

o Understanding the data distribution of brain pathology

by using embedded graphs and labeling information.

o Use of a large dataset, considering differing types of

brain pathology as distinct classes.

Il. FRAMEWORK OF THE PROPOSED METHODOLOGY
Healthy brain MRI, and pathological brain MRI belonging
to several categories, were used for analysis in this study.
The image dimension is 256 x256 pixels, the MRI mode is
T2-weighted, and the data were acquired along the axial
plane. The images are available from the Harvard Medical
School Database: http://www.med.harvard.edu/AANLIB/.
The brain disease categories were: cerebrovascular, neoplas-
tic, degenerative and inflammatory. A total of 612 images
were analyzed: 83 normal, 187 cerebrovascular, 96 neo-
plastic, 132 degenerative and 114 inflammatory. A detailed
description of the dataset used can be found in [28]. Exam-
ples of brain MRI are portrayed in Figure 1. The categories of
brain disease were treated as a multi-class categorization task.
Figure 2 depicts an overview of the proposed pipeline
structure to categorize multi-class brain MRI. It consists of
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FIGURE 1. Samples of various brain MRI images.
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FIGURE 2. Outline of the proposed pipeline architecture.

stages for generation consisting of a compound descriptor,
graph embedding, and classification. We adaptively decom-
posed brain MRI and their spectral information using the
bispectrum method, and evaluation was done to determine the
presence of nonlinearity. The extracted spectral and entropy
features were pooled together to form a compound descriptor.
The underlying nonlinear data structure was detected with
a graph embedding criterion. A supervised neighborhood
preserving embedding (SNPE) was incorporated, thus creat-
ing a projection space for 5 classes. Finally, the class label
was predicted using machine learning algorithms to identify
brain abnormality. For statistical evaluation, the dataset was
randomly partitioned into ten training-testing sets.

A. EXTRACTION OF COMPOUND DESCRIPTORS

The generation of compound features is shown in Figure 3,
which includes three sequential steps i.e.: 1) image decom-
position, 2) extraction of spectral features and entropy, and
3) feature appending.

1) IMAGE DECOMPOSITION

Generally, decomposition of digital images in various spec-
tral bands provides unique patterns and can act to con-
tract redundant information. Bidimensional empirical mode
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FIGURE 3. Generation of compound features.

decomposition (BEMD) and variational mode decomposition
(VMD) are used for this purpose.

Bidimensional empirical mode decomposition

BEMD is the 2D extension of empirical mode decomposi-
tion. BEMD finds image local extrema points and estimates
the lower and upper envelope of the data by interpolation [29].
Hence, image components are extracted in various fre-
quency bands. BEMD decomposes the image into bidimen-
sional intrinsic mode functions (IMFs) and a bidimensional
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FIGURE 4. BEMD (IMF2) and VMD coefficients of normal and abnormal classes.

residue (RES), which subsequently provide the higher and
lower frequency components, respectively. These compo-
nents are generated using a sifting process. The result of
BEMD for healthy and diseased brain MRI inputs are
shown in Figure 4. It results in the components IMFI,
IMF2, IMF3 and RES, i.e., three IMF components and one
residue [30].

Variational Mode Decomposition

2D-VMD is an adaptive and non-recursive technique for
sparse image decomposition with minimal parameters [31].
The 1D-VMD is adapted to two-dimensions, which is suit-
able for image analysis. In 1D the negative frequencies are
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suppressed in order to obtain the analytic signal, while in 2D
one half-plane must be set to zero in the frequency domain.
Furthermore, the analytic signal can be defined using its
Fourier property, as described in [32]. 2D-VMD for healthy
and diseased brain MRIs are shown in Figure 4, while keeping
the number of modes at 5.

2) FEATURES EXTRACTION

Higher-order spectral analysis (HOS) is a technique useful
for improved spectral representation of images, and finds
wide application in pattern recognition and medical image
analysis [33]-[35]. In the time domain, HOS is related to
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the higher-order moments of the signal [36]. Generally, the
bispectrum of the 1D discrete signal is the 3rd order spectrum,
which is 2D in nature (i.e., (f1, f2)), if fo = 0, then B(f1, 0) is
a power spectrum. Unlike the power spectrum (i.e., related
to signal variance), HOS provides additional insight con-
cerning signal statistics. In particular, the bispectrum of a
2D signal is 4D, and the original image can be reduced
to a set of 1D scalar functions using the Radon transform
(RT) [37], [38]. The RT performs a successive projection
at an angle 6 (in this work every 10° of rotation is consid-
ered). For every resultant 1D function the bispectrum is com-
puted. Differently configured bispectral features are extracted
from the bispectrum plot, for example the normalized Ist,
2nd, and 3rd bispectral entropies. Furthermore, the bispec-
trum plot orientation is analyzed by computing its phase
entropy [34], [39]. As aresult, a total of 18 x 4 = 72 features
are calculated for a single decomposed image.

Since entropy is a measure of system structure [40], it is
utilized in signal analysis and pattern recognition [41], [42].
In our study, we have incorporated seven entropy measures:
Fuzzy [43], Kapur’s (2 types) [42], [44], Maximum [45],
Renyi’s [46], Shannon’s [40], and Yager’s [47]. These mea-
sures are assistive in gauging the degree of randomness in
the pixel distribution. Hence, the global texture pattern of an
image can be extracted.

3) FEATURE APPENDING

Initially, bispectral features and entropies are stacked for
every decomposed image and they are then appended
together. This results in a high dimensional feature vector
for each decomposed image. Finally, a different fea-
ture set is generated for BEMD and VMD decomposed
images (i.e., feature set 1: using BEMD and feature set 2:
using VMD). As a result, we have generated feature sets 1
and 2 of size 316 x 612 and 395 x 612 respectively.

B. GRAPH EMBEDDING AND CLASSIFICATION

Subspace learning is the most popular technique to reduce the
dimension of the generated feature vector [48]. For the recog-
nition or categorization task, the input should contain the rich
structural details of the data points. In this respect, neighbor-
hood preserving embedding (NPE) is proposed to maintain
local information [49]. NPE addresses the ‘““out of sample”
problem and produces a linear projection matrix [49]. The
basic steps for NPE are: i) the construction of a neighborhood
graph G, ii) computation of the weight matrix, and iii) compu-
tation of the projection matrix. However, the discrimination
capability of NPE is restricted by its unsupervised nature [50].
Since it uses the nonclass specific for neighborhood creation,
the manifolds may overlap. Hence, in this work we have used
supervised NPE to process new unknown data using class
information [51]. The Euclidean distance matrix is gener-
ated using labeling information. Furthermore, the new G is
constructed from the k—nearest neighbors of a data point x;
with x;, if it shares the same label.
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Let X = {x € RV}, where i=1,2,...... M, a projection
matrix S can be found by solving,
min STXLXTS,
such that STXx7$ =1 1)

where L = (I — W)T (I — W), and I and W are an identity
and weight matrix, respectively [49].

Furthermore, the graph embedded features between groups
are analyzed using analysis of variance (ANOVA) [52]. The
obtained F-value is used to organize the features according
to their weightage. These features provide for a success-
ful classification of brain MRI. In the current study, the
classifiers: linear discriminant analysis (LDA) and quadratic
discriminant analysis (QDA) [53], [54], naive Bayes (NB)
[55], [56], and support vector machine (SVM) [57], [58] are
used. Figure 5 shows the necessary steps required to generate
the feature vector, and its arrangement.

Ill. RESULTS

The algorithm is executed under a MATLAB environment
without the need of a graphics processing unit. Initially,
to maintain uniformity, images are resized to 128 x 128 pix-
els, and then two different feature sets are generated. During
feature generation the IMFs are created using a sifting pro-
cess and the IMF cost function is calculated by using ¢ =
1 x 1078, The time required to compute the features based
on BEMD is 8 seconds per image. The used parameters for
VMD are: number of modes K = 5, bandwidth constraint
o = 5000 and tolerance for convergence is K x 107°.
The time required to compute the features based on VMD
is 39 seconds per image. The SNPE is used for a total of
five classes, and the feature size is reduced to a dimension
of 30. The value k = 5 is a priori information used for graph
construction. The resultant features are classified to cate-
gorize brain abnormality. To avoid the overfitting a 10-fold
cross validation scheme is adopted and repeated for 10 times.
In the current study multiclass categorization is treated as
a multiple binary categorization task using one-against-all
strategy. The statistical measures of specificity, sensitivity,
and accuracy are used for evaluation. It is observed from the
experimental results that the maximum classification accu-
racy (CA) obtained by BEMD is 84.47%, with a sensitivity
and specificity of 99.62% and 75.9%, respectively, using
28 features, shown in Table 1.

The VMD results in a maximum CA of 90.68%, and a
sensitivity and specificity of 99.43% and 87.95%, respec-
tively, using 29 features, shown in Table 2. Performance of
the combined features (BEMD+VMD) is shown in Table 3.
Performance is reduced due to the combined features. Our
results indicate that, the VMD based features (Table 2) have
yielded the highest classification performance compared to
the BEMD and BEMD+VMD features.

IV. DISCUSSION

In the present study, we have developed a system with
the capacity to categorize brain abnormality. Initially, well-
known decomposition techniques such as BEMD and
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FIGURE 5. The representation of flow of proposed methodology.

TABLE 1. Multiclass categorization result using BEMD.

TABLE 2. Multiclass categorization result using VMD.

Classifier #Features CA (%) Sensitivity (%) Sp;‘(:;/f: )c it Classifier #Features CA (%) Sensitivity (%) Sl;e‘(:;/f: )c it
LDA 29 67.15 94.13 67.46 LDA 30 67.97 95.65 78.31
QDA 29 66.50 90.17 83.13 QDA 30 61.92 93.76 92.77

NB 29 66.50 90.17 83.13 NB 30 61.92 93.76 92.77

SVM:P1 28 61.11 85.44 92.77 SVM:P1 30 64.86 87.33 98.79

SVM:P2 24 77.45 92.81 86.74 SVM:P2 25 87.58 96.03 95.18

SVM:P3 28 84.47 99.62 75.90 SVM:P3 29 90.68 99.43 87.95

SVM:RBF 8 68.30 94.89 71.08 SVM:RBF 10 80.88 99.05 86.74

* SVM:P1, P2, P3, and RBF are the polynomial 1,2,3, and radial basis
function kernel respectively.

VMD are used. Without decomposition, the method achieved
a75.49% accuracy using 30 features. The image with decom-
position achieved improved results as compared to without
decomposition. It is noted that VMD achieved a CA of 6.2%
greater than BEMD (please refer to Figure 6). Methods such
as Gabor filtering [59], and wavelet [60], curvelet [61], and
shearlet [62] analysis, contain the various image components
in several bands [31]. However, sparsity is addressed with the
VMD component, hence revealing detailed brain structure.
Moreover, obscure brain features can be extracted using
a bispectrum plot. HOS invariants are derived from the set
of projected 1D data. Since RT is used to obtain the 1D
data, the detailed inner structure of the brain is employed for
the bispectral moments. Hence the extracted features exhibit
the necessary local discriminatory shape characteristics of
the brain. Thus HOS analysis is beneficial in nonlinearity
identification. Along with these features, entropy features are
also contributed, to obtain the pixel distribution of various
portions of the brain. Feature reduction is carried out to
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TABLE 3. Multiclass categorization result using BEMD + VMD.

Classifier #Features CA (%) Sensitivity (%) S;;ez:/t: )c t
LDA 27 74.18 96.40 77.10
QDA 29 64.86 92.43 85.54
NB 29 64.86 92.43 85.54
SVM:P1 28 68.13 88.84 96.38
SVM:P2 22 76.79 93.38 92.77
SVM:P3 28 83.00 99.05 79.51
SVM:RBF 9 79.41 97.35 87.95

further reduce HOS invariants and entropies, using threshold
and SNPE. These graph embedded features are organized
according to the F-value, which is generated from ANOVA,
as shown in Table 4. The main intention of this step is to
combine the most significant features for successful classi-
fication. The F-values of the first ten highly ranked features
yielded high classification performance.

Graph embedding produces uncorrelated features by pre-
serving large interclass separations. The class separability
when using SNPE is evident using highly weighted features
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FIGURE 6. Graph of # features versus CA (%) for the 5-class problem using SVM classifier.
TABLE 4. Highly weighted features arrangement (only the starting ten features are shown).
SNPE2 SNPE18 SNPE1 SNPE17 SNPE26 SNPE4  SNPE20 SNPE10 SNPE8 SNPE13
Features
65.53 23.11 20.75 14.12 11.84 11.79 11.77 11.68 9.54 9.18
F-value
SNPE 18 .
" degenerative - —_—
. . . cerebrovascular
e neoplastic SNPE 2

FIGURE 7. Plot of SNPE2 versus SNPE18 for the 5-class problem.

(Figure 7). Thus suitable information can be obtained
for learning local architectural properties. Since it uses
the same class samples for embedding, a small intra-
class separation is produced. As a result, jumbled feature
regions for foreign class neighbors are present (Figure 7).
In order to investigate the within-class versus between-
class structure, locality sensitive discriminant analysis [63]
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was implemented, with a CA of only 50% for 30 features.
Hence, the SNPE is advantageous, although it uses local
neighbors.

To determine the learning ability of SNPE, the entire
problem is treated as a binary classification (class 0: normal
and class 1: abnormal). The SNPE should be able to clus-
ter the classes appropriately. In Figure 8 the satisfactory

VOLUME 7, 2019



A. Gudigar et al.:

Automated Categorization of Multi-Class Brain Abnormalities

IEEE Access

SNPE 2 . .8 * .
L= o -.‘ =
. L . a® L
| abnormal . . i
L] .l. :
= . - . ) i'-__ _D‘I_'_._._. = :: :.' N . a . .‘.:: -
Lo oL A
FIGURE 8. Plot of SNPE17 versus SNPE2 for the 2-class problem.
100 A DU V— 99.43%
..::.-- -0 98.20%
- P >
£ 9 B e 90.36%
= 7] \ o . ~ _\/ «.f‘-..h‘, Bl
2 = / \/
2 1\ /\ /
3 N
- 80 A
®  accuracy
0 - & sensitivity
1 =—o— specificity
¥ T T T T . T
15
10 5 20 15 30
# features

FIGURE 9. Graph of # features versus performance measure (%) for 2-class problem using SVM classifier.

discriminative power of SNPE for the 2-class problem
is evident. Hence, using our proposed method, we have
achieved highest CA of 98.20%, and sensitivity and speci-
ficity of 99.43% and 90.36% respectively, using only 25 fea-
tures (please refer to Figure 9). Hence, this method is able to
work with an imbalanced data distribution. In order to test the
performance of combined features (BEMD 4 VMD), we
have concatenated both features and tested the performance.
The maximum accuracy is 83.00% for twenty-eight features.
This confirms that VMD features are more discriminative
than BEMD.
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The methodologies adapted and the obtained results in
the literature are concisely summarized in Table 5. It should
be noted that our proposed method has achieved the best
result for two classes, with a sensitivity reaching approxi-
mately 100%. To the best of our knowledge, the proposed
method is the first to categorize four different brain patholo-
gies using MRIL

The advantages of the proposed system are:

o The system addresses the 2-class as well as the 5-class

problem effectively by studying the topological structure
of the spectral feature space.
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TABLE 5. Comparison using state-of-the-art approaches.

. Accuracy (%)
Paper Methods Classifiers/(dataset) D:S D:66 D:160 D:255
2-class categorization
SOM 94
[2] DWT SVM 98
(images:52= 6 + 46)
ANN
[6] DWT+PCA k-NN 2228
(images:70 =10 + 60) ’
[7] DWT+PCA Back propagation neural network 100
[8] DWT+PCA ACPSO with FNN 98.75
[9] DWT+PCA SCABC with FNN 100
[10] DWT+PCA KSVM with GRB 99.38
[12] DWT+PCA+LDA Random forest 99.22
[13] SWT+PCA GEPSVM with RBF 100 100 99.41
[14] Ripplet transform type-1 Least square SVM (LS-SVM) 100 100 99.39
[15] FFE Twin SVM 100 100 99.57
[16] DTCWT + VE Twin SVM 100 100 99.57
[17] FFE MLP + ARCBBO 100 99.75 99.53
Naive Bayes
[18] Wavelet entropy (images:64 = 18+46) 92.60
[19] Tsallis entropy Fuzzy SVM 100 100 99.49
[20] DWT ADBRF 100 100 99.53
[25] FDCT+PCA LS-SVM 100 100 99.61
[26] 2DPCA + PCA+LDA MDE-ELM 100 100 99.65
PSO-SVM
+
(28] ST+ Texture (images:612= 83 + 529) 97:38
. 99.75 99.45
[77] Pseudo Zernike moment kernel SVM 100 1032 £038
[78] AlexNet (images: 291=resampled 114+177) 100
[79] ResNet34 (images: 613) 100
[80] FCEntF-II kernel ELM 100 100 99.65
SVM:P3
MD+SNPE+A A 2
Proposed v S Nov (images:612= 83 + 529) 98.20
5-class categorization
kernel ELM
(80] FCEntF-II (images:200=40+160) 93
SVM:P3
+ + .
Proposed VMD+SNPE+ANOVA (images:612= 83 + 529) 90.68

* images: total= normal + abnormal

o Reduced parameter tuning is needed to generate the
graph embedded feature space.

« Since it uses a minimum number of features, computa-
tional demand is less. Hence the system may be used in
a portable device.

« Since the system has a high degree of sensitivity, it can
be implemented as a supportive tool for physicians,
to begin early patient treatment.

e The paradigm can be generalized to address other
types of pattern recognition and medical image analysis
problems.

A. FUTURE DIRECTIONS

A recent development in the healthcare field is the introduc-
tion of Smart Health technology. This has enabled patients
and their doctors to gain access to real-time data transfer,
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and it has assisted doctors and researchers in making the
healthcare diagnostics sector more efficacious, by reducing
the evaluation time and monetary costs. Smart Health has
assisted patients to monitor their own health, and it enables
them to gain a deeper knowledge and understanding con-
cerning their personal situation and the disease management
process. Recently, there has been an advance in healthcare
technology, in that clinicians can acquire data even via a bed
mattress or a wrist-wearable device, with direct parameter
transfer [64]. A future application of the proposed CAD tool
would be integration with a virtual cloud, to segregate brain
MRI under the Smart Health context, as shown in Figure 10.
Such MRI data would be acquired in-hospital, and the par-
ticular patient’s data would then be uploaded to the virtual
database. It would further be sent to the CAD network, prefer-
ably via CNN architecture at the cloud, for early prediction of

VOLUME 7, 2019



A. Gudigar et al.: Automated Categorization of Multi-Class Brain Abnormalities

IEEE Access

Web server

1|11l

MRI images

smart phone

CAD Tool

warning to patient :
detected abnormality is
multiple sderosis

b o y

abnormality
detected

FIGURE 10. Integration of mobile application with virtual cloud analysis.

brain abnormality as CNN outperform most of existing tech-
niques [65]-[72]. Once a prediction is made, a corresponding
report would be sent to the patient via smart phone, as well as
to any consultants, so that doctor and patient can coordinate
further treatment modalities accordingly. A main intention
behind this virtual cloud model would be to maintain a trans-
parent doctor - patient relationship. Computational methods
can also reduce the possibility of error or bias. The future
implementation of the proposed cloud model may identify
brain diseases at a very early stage.

V. CONCLUSION

Brain MR imagery has been utilized for automated catego-
rization of brain disease into five different classes. From the
obtained results, we conclude that a combination of VMD and
bispectral feature techniques is useful to efficiently describe
subtle image variation, which is useful for classification. The
proposed methodology accurately identifies the presence or
absence of pathology, which should be assistive to clini-
cians and researchers for diagnostics. A larger dataset includ-
ing other pathologies may be used in future work to form
an improved feature extraction and classification paradigm.
Furthermore, integrating our system in a Smart Health
application using CNN, a virtual cloud, and smart phone
technology, can establish a transparent and minimal error data
communication conduit between doctors and their patients.
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