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ABSTRACT Multivariate Time Series Forecasting (MTSF) has recently emerged its growing importance
in many industries. However, how to reduce the influence of the noise components existing in time series
on prediction and extract features effectively are still two challenges in MTSF. This paper focuses on those
two challenges and proposes a new prediction method based on decomposition-ensemble framework called
adaptive sub-series clustering-stacked residual LSTMs-multi-level attention mechanism (ASC-SRLSTMs-
MLALttn). The method consists of three stages: decomposition, prediction, and ensemble. In the decompo-
sition stage, the target series is decomposed by Ensemble Empirical Mode Decomposition into multiple
sub-series, which will be clustered and reconstructed by the ASC algorithm to reduce the complexity and
the time consumption of prediction. In the prediction stage, the sub-series and correlation series will be fed
into SRLSTMs-MLAttn for sub-series prediction. The model is based on the encoder-decoder architecture
with stacked residual LSTMs as the encoder, which can effectively capture the dependencies among multi
variables and the temporal features from multivariate time series. Besides, a multi-level attention mechanism
(MLALttn), which makes full use of the encoding information of the encoder, has been introduced to further
improve the prediction performance of the model. In the ensemble stage, the predicted values of each
sub-series will be summed to obtain the final prediction of the target time series. We also demonstrate the
superiority and effectiveness of our proposed method on four public datasets via the conducted comparison
experiment and ablation study.

INDEX TERMS Multivariate time series forecasting, decomposition-ensemble framework, adaptive
sub-series clustering algorithm, stacked residual long short-term memory, multi-level attention mechanism.

I. INTRODUCTION

The recent increasing attention attracted towards multivari-
ate time series forecasting (MTSF) roots from its potential
application into many fields. For example, in the field of
energy, wind speed forecasting can help wind power plants
to effectively dispatch power resources [1]. In the field of
traffic engineering, accurate road traffic flow forecasting as
part of intelligent transportation system can solve the traffic
problems caused by high load [2]. In the field of environment,
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research on air quality forecasting is also an important means
to guide the scientific decision-making of severe air pollution
warning and air pollution control [3]. However, MTSF is
not a simple matter. How to deal with the noise components
and extract features from multivariate time series are the two
major challenges to obtain accurate prediction.

As multivariate time series is non-stationary and often
contain noise components, data preprocessing is necessary
to reduce the impact of noise on prediction [4]. Existing
methods mainly include two types: elimination and separa-
tion, which are both based on the idea that noise are mainly
concentrated in the high frequency part of data to locate
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and process the noise components. As for the elimination
method [5], [6], the general approach is to decompose the
time series into several sub-series with frequency from high to
low, then eliminate the noise in the high frequency sub-series
according to a certain strategy (such as threshold denoising),
and finally reconstruct the sub-series to get the de-noised time
series for prediction. As for the separation method [7], [8],
also called as decomposition-ensemble framework based pre-
diction method, it consists of three stages: decomposition,
prediction and ensemble. In the decomposition stage, the tar-
get series is first decomposed into several sub-series by
means of time series decomposition methods. Then, in the
prediction stage, each sub-series is modeled and predicted
by a prediction model individually. Finally, in the ensemble
stage, prediction results of all sub-series are reconstructed
to obtain the final prediction results. Among all time series
decomposition methods, Ensemble Empirical Mode Decom-
position (EEMD) [9] is widely used because of its remark-
able self-adaptability and time-frequency resolution. In spite
of the fact that noise can be effectively eliminated by the
elimination method, it may also lead to the loss of use-
ful information in time series. Especially in MTSF prob-
lems, components seem to be noise in a single variable
time series may be driven by other variables. By contrast,
the separation method can not only avoid the information
loss, but also simplify the difficulty of time series model-
ing by dividing a single complex forecasting task into sev-
eral relatively simple sub-tasks, and reduce the impact of
noise on the overall prediction effect [10]. However, as it
needs to model several sub-series obtained by decompo-
sition, separation type method is suffering from problem
of time-consuming. To address this problem, we propose
the Adaptive Sub-series Clustering algorithm (ASC) based
on decomposition-ensemble prediction framework. Sample
Entropy [11] is introduced to describe the complexity of
sub-series and K-means is used to adaptively cluster and
reconstruct sub-series with approximate complexity into new
sub-series for further analysis in the prediction stage, which
can ensure the effective separation of noise components and
reduce the total time consumption of prediction.

How to effectively extract temporal features and capture
dependencies among multiple variables is also an important
issue for MTSF. As a data-driven method with strong nonlin-
ear fitting capability, Artificial Neural Networks (ANNs) [12]
have shown great performance in many fields and have been
regarded as a good alternative to process-based and statisti-
cal approaches for MTSF. Among various types of ANNs,
Recurrent Neural Networks (RNNs) have been proved to
be very suitable for time series modeling because of their
excellent ability for sequence processing. Encoder-decoder
architecture based models [13], by introducing two RNN
as the encoder for feature extraction and the decoder for
feature analysis, which shows better prediction performance
than a single RNN. However, they are still lack of capacity
to capture complex dependencies among multiple variables.
Although it can be improved by adding CNN [14], [15]
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or auto-encoder (AE) [6], [16] to the model, the parameter
settings of CNN such as the size of convolution kernel and
the number of convolution layers are closely related to the
number of variables, making CNN difficult to be applied
in different datasets. Besides, the training process of AE
and the predictor is separated, which also easily leads to
unsatisfactory prediction results. It is widely known that
deeper neural network have higher performance [17]. There-
fore, by stacking several LSTMs in the vertical direction to
form a deep structure similar to feedforward neural network,
it can obtain more complex feature learning ability. However,
as the activation functions in LSTM are saturated, stacked
LSTMs is difficult to train as the number of layers increases
due to the degradation problem. To solve the above prob-
lem, we introduce residual connection mechanism [18] for
stacked LSTMs (SLSTMs), which improves the efficiency of
gradient propagation between layers and eases the network
optimization. In this paper, we proposed a prediction model
based on the encoder-decoder architecture. The model uses
stacked residual LSTMs (SRLSTMs) as the encoder to extract
the temporal features and capture the dependencies among
multiple variables effectively.

Although encoder-decoder architecture based models
achieve good performance, as the encoder can only encode
information into fixed-length vectors, the performance of the
model decreases rapidly with the increase of the length of
input sequence or output sequence. To tackle this problem,
the attention mechanism [19] is proposed. It enables the
decoder to adaptively select the hidden states of the past
and extract the useful information. In this paper, to further
improve the prediction performance of the model, we propose
anew attention mechanism called multi-level attention mech-
anism (MLAttn). Based on the traditional temporal attention
mechanism, it also fully considers the semantic information
extracted by SRLSTMs.

The main contributions of this paper are as follows:

1) A prediction method based on decomposition-ensemble
prediction framework named ASC-SRLSTMs-MLAttn is
proposed for MTSF. It has achieved superior performance in
experiments on multiple datasets.

2) To alleviate the efficiency problem of decomposition-
ensemble framework, the Adaptive Sub-series Clustering
algorithm (ASC) is proposed to ensure the separation of noise
and reduces the time consumed by the whole prediction.

3) To capture the dependencies among multiple variables
and temporal features effectively, a prediction model based
on the encoder-decoder architecture is proposed. Stacked
LSTMs is used as the encoder, and the introduction of residual
connection solves the degradation problem of SLSTMs.

4) To further improve the performance of the prediction
model, the multi-level attention mechanism (MLAttn) is pro-
posed. It can alleviate the information loss and fully considers
semantic features across all levels of SRLSTMs.

The remainder of this paper is organized as fol-
lows: Section II will introduce the related work of time
series forecasting and the related methods using the
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decomposition-ensemble prediction framework. Section III
gives the definition of the multivariable time series fore-
casting problem to be solved in this paper. Section IV
introduces the proposed method ASC-SRLSTMs-MLAttn in
detail. Experiment results and discussion are provided in
Section V. Section VI will give conclusions and our future
research work.

A. RELATED WORK

In the past, most of the time series prediction meth-
ods are based on mathematical statistics models, such as
ARIMA [20], ARIMAX [21], VAR [22] and GARCH [23].
However, since most of these models are based on fixed math-
ematical formula, they are not sufficient to fully represent
the characteristics of time series. Moreover, almost all time
series are complex and volatile in the real world, making these
models difficult to obtain ideal prediction results.

By treating time series forecasting as a generalized regres-
sion problem with time-varying parameters, machine learn-
ing methods such as Support Vector Regression [24], Kalman
filter [25], Random forest [26], Ridge Regression [27]
and LASSO regression [28] can also be applied. Although
these methods perform well on simple datasets, they still
difficult to capture the complex non-linear relationship
between multi-variables on large datasets, resulting in poor
performance.

Recent years, more and more studies focused on the use
of Artificial Neural Networks (ANNs) to solve complex
time series forecasting problems because of their power-
ful non-linear feature extraction ability. Feedforward Neu-
ral Networks (FNNSs) are the first neural network structure
used for time series forecasting, and many studies have
shown their performance. Paoli et al. [29] constructed a
multi-layer perceptron (MLP) for solar radiation intensity
prediction, and demonstrated its superiority over statistical
models. Chen et al. [30] employed an extreme learning
machine (ELM) for electricity price forecasting and achieved
better results than traditional machine learning approaches.
However, due to their simple structure, FNNs are lack of
temporal feature extraction ability. Therefore, many studies
start to turn to Recurrent Neural Networks (RNNs).

RNN is a kind of neural network for sequence data process-
ing and has outstanding long and short-term dependencies
capture capacity. RNN and its variants, including LSTM [31]
and GRU [32], have been widely applied for time series
forecasting. Coulibaly et al. [33] used vanilla RNN for multi-
variate reservoir inflow forecasting and obtained better per-
formance than MLP. Kong er al. [34] employed LSTM as
the predictor for electric load forecasting and achieved the
best results comparing to BPNN and ELM. Che et al. [35]
developed a model based on GRU for MTSF with missing
values and obtained better prediction results. The models
mentioned above are all based on a single RNN, which
only have limited temporal feature extraction ability. As a
result, some researches introduced encoder-decoder architec-
ture based models for MTSF, which consists of two RNNs
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for feature encoding and decoding respectively. For example,
Mukhoty et al. [36] used two LSTM as the encoder and the
decoder respectively to build a seq2seq model for multi-step
solar irradiation forecasting and got excellent prediction
accuracy. Liang er al. [37] demonstrated the superiority of
the encoder-decoder architecture over single RNN by com-
parison experiments on two environment quality datasets.

Despite the fact that RNNs based models do well in
temporal feature extraction, they are still difficult to cap-
ture dependencies among multiple variables. Thus, many
researches are devoted to solve this problem and further
improve performance of these models. For instance, Sagheer
and Kotb [38] proposed a prediction model named DLSTM,
which enables LSTM at different levels to capture different
levels of information by stacking LSTMs vertically, proving
the effectiveness of stacked LSTMs. Tank et al. [39] com-
bined RNNs with sparsity penalties on weights to identify
non-linear casual variables and enhance their ability to cap-
ture long-range dependencies between series. Bao et al. [16]
utilized stacked auto-encoders (SAEs) for unsupervised mul-
tivariate relationship learning to extract high level features
and help to train the predictor based on LSTM more effi-
ciently. Lai er al. [40] proposed LSTNet, which uses CNN
and RNN to extract short-term local dependencies between
variables and find long-term patterns of time series trends,
respectively. Qin et al. [41] proposed a dual-stage attention-
based recurrent neural network (DA-RNN) for MTSF. The
model is based on the encoder-decoder architecture, and uses
input attention mechanism and temporal attention mecha-
nism to adaptively select input features and hidden states
of the encoder. Guo and Lin [42] proposed MV-LSTM
with tensorized hidden states to give rise to mixture tem-
poral and variable attention. Chang et al. [43] proposed the
MTNet model, which includes a large memory component
composed of multiple LSTMs, three independent coders and
attention mechanism to capture spatial and temporal features.
Munkhdalai et al. [44] proposed AIS-RNN framework, which
combines RNNs with an adaptive input selection mechanism
to improve prediction performance.

In addition, many works are based on the decomposition-
ensemble framework to simplify the complex data, provide
satisfactory results for capturing inner factors and improve
the prediction accuracy. For example, Conejo et al. [45]
applied Wavelet Transform (WT) for time series decom-
position and ARIMA for individual prediction of sub-
series, which outperformed the direct use of ARIMA.
Prasad et al. [46] introduced Ensemble Empirical Mode
Decomposition (EEMD) to decompose original time series
data of monthly soil moisture, and used ELM as predictors
to produced better prediction results. Zhang et al. [47] pro-
posed a hybrid approach which combines EEMD and LSTM
for daily land surface temperature forecasting to reduce the
difficulty of modeling and to improve prediction accuracy.
Zhu et al. [48] proposed VMD-BiGRU for rubber futures time
series forecasting, in which Variational Mode Decomposi-
tion (VMD) is utilized to capture the tendency and mutability
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FIGURE 1. The prediction flowchart of our proposed method.

information of time series, and BiGRU is to make one-day-
ahead prediction. All of these works have proved that hybrid
models applying decomposition technology can achieve bet-
ter performance.

Il. NOTATIONS AND PROBLEM STATEMENTS

A. NOTATIONS

Univariate time series is a sequence of observations with
continuous timestamps for a variable over a period of time.
Multivariate time series is a set of multiple univariate time
series and can be expressed as X = {Xl, XZ, ...,XN} €
RVXT 'where X' = {xi,x}, ..., x5} €RT is the time series
of the i-th variable, x/€R is its observation value at time ¢,
N 1is the number of variables, and T is the size of the time
window. In this study, we choose X! as the target series to
predict, and other series as correlation series which provide
relevant features to assist the prediction.

B. PROBLEM STATEMENTS

Given a multivariate time series X = {Xl, X2, ... ,XN} €
RV*T  multivariate time series forecasting is aimming at
predicting the values of target series at the next P time stamps
according to X:

X =FX) 1)
where X = {#.%),...,%}} €R” is the sequence of pre-
dicted values of the target series, T is the look back size of
the prediction, P is the horizon of prediction and F'(-) is the
nonlinear function we aim to find.

llIl. PROPOSED METHOD

Figure 1 shows the prediction flowchart of our method pro-
posed in this paper, which consists of three stages: decompo-
sition, prediction and ensemble. In the decomposition stage,
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EEMD is utilized to decompose the target series into mul-
tiple sub-series, and ASC algorithm is applied to cluster
and reconstruct sub-series into several new sub-series to
reduce the total time consumption of prediction. In the pre-
diction stage, sub-series and correlation series are fed into
SRLSTMs-MLAttn to get predictions for sub-series. In the
ensemble stage, all the predicted values of sub-series are
accumulated to obtain the final prediction of the target series.

A. EEMD DECOMPOSITION
We first introduce Ensemble Empirical Mode Decomposi-
tion (EEMD) to decompose the complex target series into
M simple sub-series to simplify the modeling complexity.
EEMD is a data-driven and adaptive tool for non-linear and
non-stationary signals analysis, which is proposed by Wu and
Huang [9]. It can adaptively decompose time series into mul-
tiple sub-series called Intrinsic Mode Functions (IMFs) and
Residue (R) with frequency from high to low. As noise mainly
concentrates in the high-frequency domain, EEMD can effec-
tively separate the noise from useful components. Assume
that the original time series is X = {x,,x,,...,x;} €R” and
o eRT (i=1,...,1I) is the white Gaussian noise added at
i-th time. The detailed procedures of EEMD are as follows:
Step 1: Add white Gaussian noise @' to X and obtain the
noisy series X':

X'=X+0o (2
Step 2: ‘I_Jse EMD to decompose X i and then obtain 'M -1
IMFsc¢v e RT(j=1,...,M — 1) and one Residue ¥ € R”:
M-1
X'=) i+ 3)
j=1
Step 3: Repeat Step 1 and Step 2, and add different white
noise each time until the number of iterations reaches the
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maximum /. In this study, we set I to 200 considering the
tradeoff between effect and time consumption.

Step 4: Calculate the mean of the ensemble IMFs and R,
and obtain the final decomposition results:

1
o -
IMFJZTZc‘J G=1,....M—1) 4)
i=1
[
R= 130 )
i=1

where IMF € RT(j =1,...,M — 1) are the final M — 1
IMFs and R € R7 is the final Residue. M is related to the
length of the original time series X.

For simplicity, we denote IMFs and Residue as s ¢
RT(1 < m < M), and the set of sub-series can be expressed
as:

S:{sl,sz,...,sM}eRMXT 6)

Figure 2 shows an example of EEMD decomposition
applied to a time series with length of 1024 taken from the
Traffic dataset. It can be seen that the original complex time
series is simplified after being decomposed into 10 sub-series
(9 IMFs and one Residue). However, the overall computation
time will be greatly increased if each sub-series is modeled
directly. Therefore, clustering and reconstruction are neces-
sary to reduce the number of sub-series and improve the
prediction efficiency.
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B. ADAPTIVE SUB-SERIES CLUSTERING
1) SUB-SERIES COMPLEXITY CACULATION
We adopt Sample Entropy (SE) [11] to measure the com-
plexity of each sub-series. The larger the sample entropy
is, the higher the complexity of the time series is, and
time series with approximate sample entropy contain similar
amount of information. In general, for time series X =
{xl,x2, ...,xT} €R7, the principle of sample entropy is
below:

Step 1: Form X into a group of m-dimension vectors as
follows:

o Xigmo1} €RT (i=1,..., T —=m+1)
)
Step 2: Define the d(X iX/ ) as the maximum difference of
corresponding elements between X* and X/:
dX', X)) = max  (Ixitx — x4) ®)
k=0,...,m—1

,,,,,

X' = {xi, xig1, -

Step 3: Count the total number of (X', X’) < r of every i
value and denote it as B}":

7 1 i vj
B = i mumy [dX XD <1} )
and get the mean value of B}":
1 T—m
m_ m
B" = T —m B; (10)

i=1
Step 4: Replace the m as m + 1, repeat Step 1-3 and get the
mean value of B"*!:
1 T—-m—1
Bm+1 . Bm+l 11
T—m—1 21: ! an
=
The sample entropy of X can be expressed as
follows:
m+1

Bm
According to the general recommendation, the value of

the initial dimension m is set to 2 and the similarity toler-
ance r is set at the 0.1 — 0.25xstd(X) range, where std(X)

SE(m,r,X)=—1In 12)
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Algorithm 1 The Adaptive Sub-Series Clustering Algorithm
Input:
The set of sub-series S = {s!,s%, ..., sM};
Sample Entropy of all sub-series E = {eg, ea, . ..
The number of cluster K ;

semts

1: Select K values from E at a fixed interval d = L%”J as
initial mean values {1, Uz, ..., ug};

2: repeat

30 LetC; = @(1<i<K) and C} = g(1<i<K);

4 forj=1,2,...,M do

5: Calculate the distance between e; and each mean
value w;: disj; = |ej — wil;

6: Determine the cluster index of §/ according to the
nearest mean value: A; = arg min;e(1,2,... k) disji;

7: Add s/ into the corresponding cluster: C;; = Cy; U
s/

8: Add ¢; into the corresponding cluster: C ’Aj =C /kj U
¢,

9:  end for
10 forj=1,2,...,K do

11: Calculate the new mean value: u1; = \CLH > ecC} &
12: if 1) # u; then

13: Update the current mean value ji; to j};

14: else

15: Keep the current mean value unchanged;

16: end if

17:  end for
18: until Current mean values are not changed

Output:

The set of sub-series clusters: C = {C{,C», ..., Ck};

is the standard deviation of X. In this study, we set the
m to 2 and the r to 0.12xstd(X) after applying a grid
search.

Sample entropy of M sub-series can be caculated according
to Eq(7)-(12):

E={ees,...,ep} eRY (13)

where ¢; = SE(m, r, si)(lgigM ) is the sample entropy of
the i-th sub-series.

Figure 3 shows the sample entropy of each sub-series
shown in Figure 2. It can be seen that its value decreases with
the frequency of the sub-series from high to low, so as the
complexity.

2) SUB-SERIES CLUSTERING

K-means is an unsupervised clustering algorithm widely used
in data mining. It can divide n measurements into K clus-
ters iteratively. In this stage, K-means is utilized to cluster
sub-series into K clusters adaptively according to the values
of their sample entropy. The procedures of the ASC algorithm
are summarized in Alogirhtm 1 and Table 1 shows the result
obtained by applying ASC to sub-series shown in Figure 2
when K = 4.
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TABLE 1. Result of sub-series clustering with ASC when K = 4.

Cluster C, C, C; Cy
Sub-series s',s s

3

X2

X'3

X'4

T
0 200 400 600 800 1000
time(h)

FIGURE 4. New sub-series after recontruction when K = 4.

3) SUB-SERIES RECONSTRUCTION
By accumulating sub-series in each cluster obtained by ASC,
the corresponding new sub-series can be reconstructed:

X”':Zs (i=1,2,....K) (14)

SGC,'

The obtained new sub-series after reconstruction according
to the result show in Table 1 are shown in Figure 4.

C. PREDICTION MODEL

We proposed the prediction model named SRLSTMs-MLAttn
to fully extract features from multivariate time series and
make prediction. As shown in Figure 5, the model is based on
the encoder-decoder architecture, which uses stacked residual
LSTMs (SRLSTMs) as the encoder and single-layer LSTM
as the decoder. When predicting, the encoder extracts features
from input multivariate time series with a time window of size
T and compresses them into context vectors with a fixed size.
Then the decoder decodes information from context vectors
step by step to get P prediction values. In this section, we will
introduce our prediction model in detail.

1) ENCODER

a: LONG SHORT-TERM MEMORY

In order to extract temporal features from multivariate time
series, we use LSTM as the basic unit of the encoder. LSTM
is a variant of Recurrent Neural Network (RNN) with out-
standing sequence modeling ability. Like traditional RNN,
LSTM updates its hidden state according to the current input
to capture long and short-term dependencies of sequence.
The difference between LSTM and traditional RNN is the
introduction of gated structure, which enables LSTM adap-
tively memorize or forget historical information so that it can
avoid the problem of gradient vanishing or gradient exploding
when processing long sequence data. As shown in Figure 6,
an LSTM unit contains a memory cell with the state C; and
three gates: forget gate f,, input gate i; and output gate o;.
The update of an LSTM unit with hidden layer size of H at
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FIGURE 6. Structure of an LSTM unit.

time ¢ is summarized as follows:

Si=0Wys-[hi—1,x]+by) (15)
iy =0W; [h(—1,%]1+D)) (16)
o =0Wg,-[hi—1,x]1+b,) (17)
C; = tanh(W¢ - [hi—1,x:] + be) (18)
C;=Ci10f,+C 0i (19)
h; = tanh(C,; © oy) (20)

where [h;_1, x;] € RETN is the concatenation of the previous
hidden state h;_; € RY and the current input x; € RV,
C‘, € RH is the candidate cell state. C; € R” and h, € R”
are the cell state and the hidden state at time ¢ respectively.
Wi, Wi, Wo, We € REXHN) and b, b, b,, bc € R are
parameters to learn. o and fanh are sigmoid function and
hyperbolic tangent function respectively. © represents the
element-wise multiplication.
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b: STACKED LSTMs

Although LSTM is good at temporal feature extraction, it is
still difficult to capture dependencies among multiple vari-
ables in case of large complex data due to its simple struc-
ture. Inspired by the idea that increasing the depth of the
neural network can effectively improve the network perfor-
mance, we stack multiple LSTMs with the same hidden layer
size vertically to construct the deep structure called stacked
LSTMs (SLSTMs) as shown in Figure 7. In the vertical
direction, SLSTMs is similar to a deep feedforward neural
network with measurements of multiple variables at time ¢
as input, and hidden state output by each layer is the input
of the next layer so that each layer can extract features at a
different level to form a hierarchical representation. At the
same time, in the horizontal direction, LSTM of each layer
can extract temporal features from the information of the cor-
responding semantic level. This stacking structure ensures the
excellent temporal feature extraction capacity of SLSTMs,
and enhances its ability to capture complex relationship of
multiple variables.

¢: RESIDUAL CONNECTION

Even though the performance of neural network can be
improved to a certain extent by stacking multiple layers,
it may also cause degradation problem when it goes deeper.
Unlike gradient vanishing or exploding problem, it makes the
network difficult to converge and even leads to the rise of
learning error. For SLSTMs, this is more obvious due to its
saturated non-linear activation functions. In our experience
with time series forecasting tasks, SLSTMs works poor when
the number of layers is more than three. Motivated by [18],
we introduce residual connection into SRLSTMs to solve the
above problem. As shown in Figure 8, the residual connection
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FIGURE 7. Stacked LSTMs.

FIGURE 8. Residual connection.

is kind of short-cut connection. It shortens the connection
between the input and output of the neural network so that
when the back-propagation algorithm is applied to calculate
the gradient of parameters, the gradient flow can pass to
shallower layers, which guarantees the trainability of deep
networks. The principle of SRLSTMs with L layers is as
follows:

chonl=1stm!  .(C_ Bl x) A<t<T) (1)

encoder
where:
W R B<I<L)
xb={nl"t (I=2) (22)
X, (=1

represents the input of the /th-layer LSTM at time ¢, and
LSTM é coder 18 the lth-layer LSTM unit, which uses the cell
state C,_,, hidden state hLl generated at time + — 1 and xi
as the input, and outputs the cell state Cﬁ and hidden state hi
at time .

The cell state C % and the hidden state h% of the last layer
LSTM at the last time step are the context vectors extracted
by the encoder. They contain interdependencies and temporal
information of the input multivariate time series and will be
fed into the decoder to decode and predict.

2) DECODER
The decoder consists of a single-layer LSTM, a multi-level
attention mechanism (MLAttn), and a linear layer. Firstly,
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LSTM decodes the context vectors extracted by the encoder
and output the hidden state d, € RH step by step. Then,
the MLAttn computes the weights of hidden states at different
semantic levels obtained by the encoder across all time steps,
and outputs the attention vector v, € R Finally, the linear
layer outputs the prediction value by applying a linear trans-
formation to the concatenation of d;, and v,,.

a: SINGLE-LAYER LSTM

The single-layer LSTM decodes the context vectors le and
h%, and outputs the hidden state d,, € R and the cell state
D, e R as follows:

_ LSTMdecoder(dpfl ’ Dp,1 ) )A‘pf 1
LSTM gecoder (B, €%, 0), 0%

2<p<Ph)
1y

dy, D,

(23)

where LSTM gecoder is the LSTM unit of the decoder, d,, D), €
R are its hidden state and cell state at time p respectively,
and %,_1 € R represents the predicted value of the previous
time, which is set to O when p = 1.

b: MULTI-LEVEL ATTENTION MECHANISM
To further improve the performance of the prediction model,
as shown in Figure 9, we proposed the multi-level attention
mechanism (MLAttn). It consists of two kinds of attention
mechanisms: one is temporal attention mechanism and the
other is semantic attention mechanism. Temporal attention
mechanism can adaptively select the relevant hidden states
of each layer of SRLSTMs for temporal attention vectors
computing, which overcomes the information loss caused by
the encoder compressing the extracted features to a fixed size
vector. And semantic attention mechanism can determine the
importance of information of every layer of SRLSTMs for
prediction, which can make full use of the semantic features
of each layer obtained by the encoder.

As for the temporal attention mechanism, the attention
weights are computed as follows:

I
e

N

ol = P

— P 1<i<T) (24)
p.t T 1
2 =1,

and

el , =m' - tanh(U' -d, + 0" - by +b") (25)

where m' € RH, U',0' € RI*H and b' € RH are
parameters to learn.

Then, the temporal attention vector of each layer is calcu-
lated by weighted summation of hidden states across all time
steps:

T

I ! l

=Y a -kl (1<I<L) (26)
i=1

As for the semantic attention mechanism, the attention
weights of the temporal attention vectors obtained by Eq(26)
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FIGURE 9. The proposed multi-level attention mechanism.
can be calculated as follows: TABLE 2. Dataset details.
fp i ) Datasets Total size | No of variables | Sample rate
Bpi=—=—— (A<j<L) 27 Beijing Air Quality 8761 236 1 hour
izt Traffic 17544 862 T hour
Electricity 26304 321 1 hour
and Solar-Energy 52560 137 10 minutes
/ 4 / j /
=m -tanh(U -d, + O - b 28
I U-dp+0 -z, +b) @8 b EnsemBLE

wherem’ € RY, U’ 0' € RT*H and b’ € R¥ are parameters
to learn.

Finally, all temporal attention vectors summed with weight
to get the final attention vector v):

L
V= Bpi-zp (29)
=1

c: LINEAR LAYER

The prediction value at time p can be obtained by feeding the

concatenation of d;, and v, into linear layer:
Xp=W-[dp,v,]1+b (30)

where fcp € R is the predicted value at time p, W € R2Hx1
and b € R are parameters to learn.

3) TRAINING PROCEDURE

We use the Stochastic Gradient Descent (SGD) algorithm and
Adam optimization algorithm to train our prediction model.
Since the proposed prediction model is smooth and differ-
entiable, it can be learned by the standard back-propagation
algorithm. We use the Mean Square Error (MSE) as the
objective function. The overall loss function is as follows:

1 & .
Loss = — Z; (i — &)° (31)
=

where n is the number of prediction values. x; and x; are the
i-th actual measurement and the prediction value respectively.
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The final prediction of the target series X € RP can be
obtained by accumulating all the prediction of sub-series:

K
x=Yx'
i=1
where )A(i € Rp(i = 1,2,..,K) are the prediction of K

new sub-series obtained by ASC and P is the prediction
horizon.

(32)

IV. EXPERIMENTS AND DISCUSSIONS

In this section, we compared our method with other 13 meth-
ods on four public datasets to show its superiority for mul-
tivariate time series forecasting. Besides, an ablation study
is conducted to verify the effectiveness of each part of the
proposed method. Finally, we explored the influence of dif-
ferent parameter settings, including the number of clusters K,
the number of layers of SRLSTMs L and the length of input
dataT.

A. DATA DESCRIPTION
Four publicly available multivariate time series datasets with
a large number of variables are used to validate the perfor-
mance of prediction models. The details of each dataset are
summarized in Table 2.

« Beijing Air Quality dataset contains the hourly air qual-
ity data, including PM2.5, PM10, AQI (Air Quality
Index), SO,, NO;, O3 and CO data of 34 regions in
Beijing in 2018. In this study, we choose the PM2.5 data
of the East Fourth Ring Road as the target series and the
rest as correlation series. In general, the dataset size is
8761, and the total number of variables is 236.

62431



IEEE Access

F. Liu et al.: Hybrid Method With ASC and Attention-Based SRLSTMs for MTSF

« Traffic dataset contains two years (2015-2016) hourly
data provided by the California Department of Trans-
portation, which describes the road occupancy rate
(between 0 and 1) on the San Francisco Bay area
freeways. We choose the occupancy rate of one of
the roads as the target series and the remaining vari-
ables as the correlation series. Overall, the size of the
dataset is 17544 and the total number of variables
is 862.

o Electricity dataset contains three years (2012-2014)
hourly electricity consumption data recorded from
321 clients. We choose the the data from one of the
clients as the target series and the rest as correlation
series. Overall, the size of the dataset is 26304 and the
total number of variables is 321.

o Solar-Energy dataset contains the solar power produc-
tion recorded in the year of 2006, which is sampled
every 10 minutes from 137 PV plants in Alabama State.
We choose the the data from one of the PV plants as the
target series and the rest as correlation series. Overall,
the size of the dataset is 52560 and the total number of
variables is 137.

B. EXPERIMENT DESIGN

As shown in Figure 10, each dataset is divided into several
continuous small datasets by a rolling window with a step
size of P. Each small dataset contains training data and testing
data, and the lengths are denoted as D and P respectively.
Furthermore, the training data is divided into an 80% training
set and a 20% validation set. In particular, when EEMD is
used for data preprocessing, the partition method above is
applied to each sub-series obtained by decomposition. Then,
a rolling window with a step size of 1 is applied to divide
the training set into multiple training samples. Each sample
contains 7 input data points and P data points to predict.
For the validation set, a rolling window with a step size of
P is used to divide the validation set into multiple valida-
tion samples to avoid the overlap of prediction data points.
Finally, when the model finishes training on the training data,
the test data is used to evaluate the prediction results of the
model. In this study, we uniformly set D to 1024, and T
and P are varied according to the corresponding experimental
settings.

We perform all experiments in this study by using Python
programming language with version 3.7, on a PC with Intel
17 8700K CPU, GeForce RTX 2080 GPU and Microsoft Win-
dows 10 operating system. ‘NumPy’ and ‘PyEEMD’ libraries
are used for data processing. Besides, all the deep learning
models were implemented by the ‘PyTorch’ machine learning
library with version 1.2.

C. DATA NORMALIZATION

To ensure the consistency of data distribution and prevent gra-
dient explosions, we use min-max normalization to process
the time series of each variable by scaling the data to a fixed
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range (0-1). The normalization formula is as follows:

X — min(X)
Xscaled = . (3 3)
max(X) — min(X)
where Xcaleq 1S the normalized time series, X is the original
time series, max(X) and min(X) represent the maximum and

minimum value of X respectively.

D. EXPERIMENT METRICS

RMSE and MAE are two indicators commonly used as met-
rics to evaluate the performance of the prediction model. The
definitions of these two metrics are as follows:

« Root Mean Squared Error(RMSE)

RMSE(X, X) = )’ (34)

e Mean Absolute Error(MAE)

N
L .
MAERX, X) = — > " lxi — &l (35)

i=1

where x; and X; are the i-th true value and predicted value
respectively, and N is the total number of test data points.

E. EXPERIMENT 1: MODEL COMPARISON

In order to show the superiority of the proposed method ASC-
SRLSTMs-MLAttn, we compared ASC-SRLSTMs-MLA(ttn
against other 13 methods by a short- and long-term prediction
experiment. In this experiment, the prediction horizon P is
set from {3,6,9,12} and the corresponding input data length
T is set from {3,6,9,12}. In addition, only 720 data points
were predicted taking into account the time consumption. The
comparison models are as follows:

« ARIMAX [21]: Autoregressive Integrated Moving
Average with Exogenous variables, which extends
ARIMA for multi variables input.

« SVR [24]: Support Vector Regression.
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TABLE 3. Time consumption of each phase of ASC-SRLSTMs-MLAttn.

. . D K T P L epochs
Phase Paramters 1024 7 7 W 5 50
EEMD decomposition 2.032+0.184s
Adaptive Sub-series Clustering 12.532+0.926s
Prediction model training 313.263+12.240s
TABLE 4. Prediction results of all models on Beijing Air Quality dataset.
Models Metrics RMSE MAE
Horizon(hour) 3 6 9 12 3 6 9 12h
ARIMAX 23.05 29.44 38.81 48.12 15.27 19.57 26.92 33.16
SVR 21.90 29.78 36.20 45.43 15.08 19.95 25.32 31.46
MLP 20.94 28.80 35.95 43.10 14.06 19.28 25.13 30.88
RNN 19.78 29.53 39.24 52.31 13.37 19.72 28.36 36.87
GRU 19.49 27.53 35.46 42.01 12.87 17.71 25.02 30.58
LSTM 19.60 27.48 35.33 42.03 12.98 17.64 24.92 30.63
cLSTM 19.52 27.10 34.84 41.69 12.61 17.46 23.93 28.52
CNN-LSTM 18.98 26.78 34.66 40.55 12.75 17.39 23.67 25.72
EEMD-ELM 18.80 26.02 3342 38.72 12.36 16.98 21.40 24.90
EEMD-LSTM 18.44 25.37 31.65 37.03 11.96 17.02 20.51 24.17
DA-RNN 18.07 25.26 32.44 37.82 11.70 16.06 20.87 24.68
MV-LSTM 17.91 24.93 31.89 37.43 11.61 15.54 20.76 24.46
AIS-RNN 17.76 24.74 32.04 37.50 11.52 15.27 20.82 24.59
ASC-SRLSTMs-MLA(ttn 16.85 23.16 29.73 33.47 10.87 14.57 19.12 21.76

o MLP: Multi-Layer Perceptron.

« RNN: Simple Recurrent Neural Network without any
gated structure.

o GRU [32]: Single-layer Gated Recurrent Unit.

o LSTM [31]: Single-layer Long-short Term Memory.

o cLSTM [39]: LSTM with sparse regularization on the
weights.

o« CNN-LSTM [15]: A model combining CNN for mul-
tivariate dependency capturing and LSTM for temporal
features extraction.

« EEMD-ELM [46]: A model based on decomposition-
ensemble prediction framework which uses EEMD for
decomposition and ELM as the prediction model.

« EEMD-LSTM [47]: A model based on decomposition-
ensemble prediction framework which uses EEMD for
decomposition and LSTM as the prediction model.

o DA-RNN [41]: The Dual Stage Attention based Recur-
rent Neural Network. A prediction model with input
and temporal dual attention mechanism based on the
encoder-decoder architecture.

e MV-LSTM [42]: Multi-variable LSTM equipped with
tensorized hidden states for individual variables hidden
states learning.

o AIS-RNN [44]: A model combines RNNs with an adap-
tive input selection mechanism.

We use the grid search method to adjust hyparameters of
each model. For ARIMAX (p, d, q), p and g are determined
by the minimum of the Bayes Information Criterion (BIC),
and d is determined by the Augmented Dickey-Fuller (ADF)
test. SVR uses the linear function as kernel, the penalty
parameter is set from {1_10, 17-8,...,18, 110}, and the tol-
erance for stopping criteria is le-3. For the size of recurrent
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and dense layers in the baselines including MLP, RNN, GRU,
LSTM, cLSTM, CNN-LSTM, EEMD-ELM, EEMD-LSTM,
DA-RNN, MV-LSTM and AIS-RNN, grid search is con-
ducted over {16,32,64,128,256}. The 1D-convolution layers
of CNN-LSTM is set to 3 layers with the kernel size of 3 and
max-pooling size of 2 in Beijing Air Quality dataset, which
is set to 5 layers, 5 and 2 in Traffic dataset, 4 layers, 3 and
2 in Electricity dataset, 3 layers, 3 and 2 in Solar Energy
dataset respectively. For AIS-RNN, we choose LSTM as the
recurrent unit. For ASC-SRLSTMs-MLAttn, the number of
clusters K is set from {2, 3,4,5,6, 7, 8,9, 10} considering
both efficiency and performance, the number of LSTM layers
L is set from {3, 4, 5, 6, 7, 8}, and the hidden layer size of
LSTM is set from {16, 32, 64, 128, 256}.

Table 3 shows the actual time consumption of each phase
of ASC-SRLSTMs-MLAttn with a given parameter settings.

Table 4-7 respectively summarize the prediction results of
all the methods on four datasets, in which the best results
in each horizon are highlighted in bold. It can be seen that
with the increase of the prediction horizon, the prediction
error of each method becomes larger, but the proposed ASC-
SRLSTMs-MLAttn still outperforms the others in both met-
rics and has the minimum error growth. Particularly, when the
prediction horizon is 12 hours, ASC-SRLSTMs-MLAL(tn is
10.6% and 11.0% superior than the most comparative method
(MV-LSTM) on RMSE and MAE repectively in terms of
Beijing Air Quality prediction, and shows 3.8% and 4.6%
improvements in Traffic prediction, 2.9% and 3.4% improve-
ments in Electricity prediction and 4.4% and 4.8% on RMSE
and MAE respectively in Solar Energy prediction. Figure 11
visualize the prediction results of ASC-SRLSTMs-MLAttn
on four dataset respectively. The ground truth is indicated by
blue lines, while the prediction is indicated by yellow lines.
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TABLE 5. Prediction results of all models on Traffic dataset.

Metrics RMSE(x1073) MAE(x1073
Models Horizon(hour) 3 6 9 ) 3 A )
ARIMAX 48.54 54.69 57.01 60.97 37.11 43.79 43.09 45.09
SVR 49.21 56.03 62.30 65.40 37.72 45.16 47.99 50.18
MLP 47.85 53.97 56.12 58.39 36.52 41.40 43.05 4472
RNN 46.48 55.82 64.18 73.56 35.61 44.63 50.74 56.37
GRU 46.32 48.21 51.24 52.71 34.63 37.47 38.42 40.42
LSTM 46.13 48.68 51.09 52.62 34.54 37.54 38.16 40.34
cLSTM 45.37 46.93 49.99 51.67 33.46 35.03 36.77 38.95
CNN-LSTM 44.04 46.64 49.12 50.90 31.68 34.25 36.05 38.17
EEMD-ELM 43.86 46.01 48.92 49.21 31.56 33.65 36.05 37.72
EEMD-LSTM 42.05 44.57 46.66 47.35 28.90 31.52 32.20 34.22
DA-RNN 41.87 43.66 44.52 45.97 28.74 31.27 31.46 33.51
MV-LSTM 41.02 42.07 42.99 44.23 27.83 30.84 30.98 31.19
AIS-RNN 40.51 41.83 43.12 44.71 27.31 30.67 31.09 31.35
ASC-SRLSTMs-MLAttn 38.53 40.43 41.64 42.54 26.64 28.47 28.70 29.74
TABLE 6. Prediction results of all models on Electricity dataset.
Models Metrics RMSE MAE
Horizon(hour) 3 6 9 12 3 6 9 12
ARIMAX 95.65 106.74 111.83 121.44 72.40 83.13 86.41 94.2
SVR 93.27 102.92 108.35 116.63 72.36 79.54 84.06 90.38
MLP 88.53 96.29 103.34 110.92 68.74 73.69 80.16 86.31
RNN 87.02 100.64 118.32 132.43 66.12 76.55 90.87 103.28
GRU 85.93 92.04 97.63 103.52 65.19 68.45 75.5 80.36
LSTM 86.12 91.97 97.96 103.82 66.42 71.29 75.69 80.56
cLSTM 84.53 90.04 96.23 100.21 65.72 69.86 74.82 77.74
CNN-LSTM 83.81 88.52 94.22 98.86 65.26 68.77 73.15 76.20
EEMD-ELM 82.13 86.69 92.41 95.12 63.64 67.31 71.76 73.53
EEMD-LSTM 80.08 84.69 88.67 93.04 62.13 65.61 68.52 72.11
DA-RNN 79.24 82.78 84.82 88.93 61.37 64.25 66.21 69.20
MV-LSTM 78.16 81.22 83.11 85.83 60.66 63.09 64.39 66.93
AIS-RNN 76.10 79.88 83.67 86.26 59.24 62.03 64.93 67.12
ASC-SRLSTMs-MLAttn 73.42 77.61 80.23 83.34 56.91 59.52 61.97 64.66
TABLE 7. Prediction results of all models on Solar-Energy dataset.
Models Metrics RMSE(x1072) MAE(x1072)
' Horizon(minutes) 30 60 90 120 30 60 90 120
ARIMAX 80.40 105.27 135.17 148.24 45.05 56.01 75.51 83.75
SVR 76.51 92.57 116.82 127.63 43.97 53.20 63.84 70.91
MLP 73.64 88.62 112.40 120.11 40.59 49.44 62.79 66
RNN 71.90 95.63 127.61 159.14 3943 54.33 70.89 86.96
GRU 71.13 86.52 107.14 118.84 38.66 48.06 56.39 64.24
LSTM 71.65 84.37 106.79 118.16 38.32 46.10 60.68 65.64
cLSTM 69.26 81.98 104.06 115.67 37.53 44.93 58.66 65.22
CNN-LSTM 68.52 80.54 102.35 113.66 36.22 44.25 55.63 64.58
EEMD-ELM 65.61 76.38 96.54 105.89 33.73 43.40 52.18 58.83
EEMD-LSTM 58.37 72.97 93.29 102.23 33.35 41.45 51.54 56.48
DA-RNN 55.10 71.67 94.16 104.71 31.13 40.04 53.20 57.53
MV-LSTM 54.21 68.74 92.61 101.15 29.62 38.19 52.62 55.27
AIS-RNN 53.19 69.31 93.88 103.36 28.75 39.15 50.48 56.70
ASC-SRLSTMs-MLAttn 49.63 64.38 87.85 96.69 27.32 34.80 47.23 52.61

We can see that ASC-SRLSTMs-MLAttn fits the ground
truth well. The results strongly demonstrate the superiority
of ASC-SRLSTMs-MLAttn for short- and long-term multi-
variate time series forecasting.

Meanwhile, we can observe that prediction methods based
on deep learning are better than traditional statistics meth-
ods (ARIMAX) and methods based on machine learning
(SVR). This is mainly because neural networks have strong
feature extraction ability and can handle complex nonlinear
data, while the traditional regression models always tend
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to be over-fitting when the data is large. RNNs are supe-
rior than MLP. However, the performance of simple RNN
decreases when the prediction horizon is large, indicating the
existence of gradient vanishing. It can also be easily seen
that CNN-LSTM shows better performance than single-layer
RNNSs (GRU,LSTM,cLSTM). This is because the addition of
CNN enhanced the feature extraction ability of LSTM, which
reveals the importance of multivariable dependencies captur-
ing for multivariate time series forecasting. Another notable
observation is that both EEMD-ELM and EEMD-LSTM
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FIGURE 11. The prediction results of ASC-SRLSTMs-MLAttn on Beijing Air Quality(a), Traffic(b), Electricity(c) and Solar Energy(d) dataset with

horizon = 12.

achieve preferable results since the data preprocessing with
time series decomposition can reduce the influences of noise
components on prediction. Although DA-RNN, MV-LSTM
and AIS-RNN work well in Traffic and Electricity predic-
tion, it shows deficient long-term prediction capability on the
Beijing Air Quality and Solar Energy dataset which contains
more complex features. It may because of the lack of the noise
processing. ASC-SRLSTMs-MLAttn has the best prediction
performance because of the combination of the noise separa-
tion process and the better feature extraction ability.

F. EXPERIMENT 2: ABLATION STUDY

To demonstrate the effectiveness and explore the influences
of components of the proposed method on prediction per-
formance, we conducted an ablation study on Beijing Air

Quality dataset. By removing or replacing one component in
ASC-SRLSTMs-MLALttn at a time, we can get 5 variants:
o SRLSTMs-MLAttn: ASC-SRLSTMs-MLAttn without
time series decomposition preprocessing.
e ASC-LSTM-MLAttn: ASC-SRLSTMs-MLAttn with
single-layer LSTM as the encoder.
o ASC-SLSTMs-MLAttn: ASC-SRLSTMs-MLAttn with-
out residual connection.
o ASC-SRLSTMs: ASC-SRLSTMs-MLAttn without
attention mechanism.
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o ASC-SRLSTMs-Attn: ASC-SRLSTMs-MLAttn with
normal attention mechanism which calculates the atten-
tion vectors only according to the hidden states of the
last layer of SRLSTMs.

We fix K to 4 and L to 6, and change P and T from {3, 6,
9, 12} in turn. The experiment results are shown in Table 8
and Figure 12, from which we can observe that:

1) ASC-SRLSTMs-MLAttn achieved the best results in
all horizons.

2) The removal of ASC greatly reduces the prediction
accuracy of the model, showing the importance of data
preprocessing.

3) Both ASC-SRLSTMs-Attn and ASC-SRLSTMs-
MLAttn outperform ASC-SRLSTMs, and it is more
obvious as the horizon increases, proving that atten-
tion mechanism can effectively improve the prediction
performance.

4) ASC-SRLSTMs-MLAttn obtaines better results than
ASC-SRLSTMs-Attn, which demonstrates the effec-
tiveness of the proposed multi-level attention
mechanism.

5) ASC-SLSTMs-MLAttn does not perform better than
the ASC-LSTM-MLALttn, which indicates that stacking
LSTM simply may lead to performance degradation.
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TABLE 8. Results of Ablation study.

Dataset Beijing Air Quality
Models Metrics RMSE MAE
Horizon(P) 3h 6h 9h 12h 3h 6h 9h 12h
SRLSTMs-MLAttn 17.72 24.84 31.78 37.36 11.46 15.39 20.73 24.31
ASC-LSTM-MLAttn 18.26 25.13 31.23 36.49 11.67 15.88 20.37 23.96
ASC-SLSTMs-MLAttn 18.38 25.86 33.15 37.62 11.85 16.64 21.15 24.52
ASC-SRLSTMs 17.31 23.95 31.13 3543 11.23 15.14 20.09 22.83
ASC-SRLSTMs-Attn 17.20 23.67 30.46 34.40 11.12 14.99 19.68 22.35
ASC-SRLSTMs-MLA(ttn 16.85 23.16 29.73 33.47 10.87 14.57 19.12 21.76
mEm SRLSTMs-MLAttn 257 mmm SRLSTMs-MLAttn
354 B ASC-LSTM-MLAttn B ASC-LSTM-MLAttn
m SLSTMs-MLAttn N SLSTMs-MLAttn
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307 mmm ASC-SRLSTMs-Attn = ASC-SRLSTMs-Attn
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FIGURE 12. Results of ablation study, RMSE(a) and MAE(b).

6) Compared with the ASC-SLSTMs-MLAttn, the ASC-
SRLSTMs-MLAttn shows significant improvements,
which reveals the important role of residual connection
in SRLSTMs.

The overall conclusion is that each component of the
ASC-SRLSTMs-MLAttn model effectively improves the
prediction performance. This is because ASC decomposes the
difficult single time series prediction task into several simple
sub-tasks and separates the noise from useful components,
which simplifies the modeling difficulty and improves the
temporal feature extraction ability of the model. In addi-
tion, the introduction of residual connection ensures the
performance of the SLSTMs with deep layers and avoids
degradation problems, which provides better optimization
capability for the model and enhances the capacity of the
model to capture dependencies among multiple variables.
Moreover, the MLAttn alleviates the loss of information and
fully considers the semantic information of different levels of
SLSTMs, which makes the model still perform well when the
prediction horizon becomes larger.

G. EXPERIMENT 3: PARAMETER SETTING

In this section, three experiments are conducted to explore
the impacts of difference values of the number of sub-series
clusters K, the number of layers of the SRLSTMs L
and the length of input data 7' on the prediction perfor-
mance respectively. In particular, we choose the Beijing
Air Quality as the dataset and fix the prediction horizon P
to 12.
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1) SETTING OF K
K is the number of sub-series clusters after ASC algorithm.
It affects the prediction performance of ASC-SRLSTMs-
MLALttn, and the total time consumption. In this experiment,
we set K from {1, 2, 4, 6, 8, 10} since the total number
of sub-series is 10 when D = 1024. And T is set to 12.
In particular, when K = 1, it means that the target time series
is not been decomposed. Besides, ASC is not applied when
K = 10. The experiment results are summarized in Table 9.
From Table 9, we can see that the prediction error of the
model decreases with the increase of K. This is because the
larger the K is, the more number of the sub-series is and the
separation of the non-stationary factors is more sufficient,
making the impact of the noise components on the overall
prediction lower. Besides, it is obvious that the time consump-
tion of prediction is proportional to K and increases linearly.
However, it can also be observed that the improvement of
prediction accuracy becomes smaller as K increases, which is
6.24%, 4.45%, 0.39%, 0.18% and 0.06% respectively when
K is equal to 2, 4, 6, 8 and 10. Especially, when K is larger
than 4, the improvement is not significant. In conclusion, for
the case that both prediction accuracy and time efficiency
need to be considered, the appropriate value of K is required
to achieve the best balance, which is 4 in this study.

2) SETTING OF L

L is the number of layers of SRLSTMs, which affects the
training effect and the overall prediction result of the model.
We set L from {1, 2, 4, 6, 8} and T to 12 in this experiment.
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TABLE 9. Results of ASC-SRLSTMs-MLAttn with different K values on
Beijing Air Quality dataset.

Dataset Beijing Air Quality
Horizon(P) 12h
K [ Metrics RMSE MAE Consumed time(Xx%)
1 37.36 2431 100
2 35.03 22.44 240
4 33.47 21.76 415
6 33.34 21.64 640
8 33.28 21.57 810
10 33.26 21.52 1030

TABLE 10. Prediction results of ASC-SRLSTMs-MLAttn with different L
values on Beijing Air Quality dataset.

Dataset Beijing Air Quality
Horizon(P) 12h
L [ Metrics RMSE MAE
1 36.49 23.96
2 35.18 22.84
4 33.69 22.01
6 33.47 21.76
8 33.99 22.13

TABLE 11. Prediction results of ASC-SRLSTMs-MLAttn with different T
values on Beijing Air Quality dataset.

Dataset Beijing Air Quality
Horizon(P) 6h
T [ Metrics RMSE MAE
3 25.64 16.43
6 23.16 14.57
9 2431 14.93
12 25.28 15.73
24 28.16 18.54

In particular, when L = 1, the encoder of the prediction model
is a single-layer LSTM. The experiment results are shown
in Table 10, where the best result is shown in bold.

From Table 10, we can observe that with the increase of
L, the prediction accuracy of the model improves, since the
stacking structure deepens the network and can effectively
improve the feature extraction ability of the model. Compared
with single-layer LSTM, the prediction performance of SRL-
STMs with 2, 4, 6 and 8 layers improve by 3.59%, 7.67%,
8.28% and 6.85% respectively, demonstrating the effective-
ness of SRLSTMs. Howeyver, it can also be seen that when
L reaches a certain limit, which is 6 in this study, stacking
layers continuously will cause performance degradation. This
may be because the parameter space of the model is too large,
leading to over-fitting.

3) SETTING OF T

The length of input data T also affects the performance of
ASC-SRLSTMs-MLAttn. In this experiment, we set T from
{3,6,9, 12,24} and prediction horizon P to 6. Table 11 shows
the prediction results of ASC-SRLSTMS-MLAttn.

When T = 6, ASC-SRLSTMs-MLAttn has the best
performance. In contrast, the prediction performance of
ASC-SRLSTMs-MLAttn when T = 3 is poor, which
indicates that adequate historical data is essential to make
an accurate prediction. In addition, when T is larger
than 6, the prediction error is also increasing. This may
be because the amount of data is too excessive for
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ASC-SRLSTMs-MLAttn to extract useful features to make
prediction. In conclusion, a appropriate value of T is neces-
sary for ASC-SRLSTMs-MLAttn to achieve the best predic-
tion accuracy.

V. CONCLUSION AND FUTURE WORK

In this study, we proposed a novel method for multivari-
ate time series forecasting called ASC-SRLSTMs-MLAttn,
which is based on decomposition-ensemble prediction frame-
work. The Adaptive Sub-series Clustering algorithm (ASC) is
used to cluster the sub-series obtained via time series decom-
position to ensure the prediction accuracy and reduce the
total time consumption. To achieve better prediction perfor-
mance, stacked residual LSTM (SRLSTMs) is used to capture
the time series features and dependencies among variables.
At the same time, MLAttn is also used to further improve
the model performance. Sufficient long- and short-term pre-
diction experiments on four publicly available dataset have
demonstrated the superiority and the effectiveness of the
proposed method.

At present, our approach is only applied to the prediction
of a single variable, that is, only one target series is predicted.
However, as multiple variables of time series are related,
it is possible to predict multiple target series at the same
time. Besides, since the decomposition and prediction stage is
separate, the result of parameter selection may not be optimal.
In the future work, we will further study the feasible methods
of multi-target prediction and find the best way to implement
our method in end-to-end framework.
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