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ABSTRACT Machine learning has been pervasively used in a wide range of applications due to its technical
breakthroughs in recent years. It has demonstrated significant success in dealing with various complex
problems, and shows capabilities close to humans or even beyond humans. However, recent studies show
that machine learning models are vulnerable to various attacks, which will compromise the security of the
models themselves and the application systems. Moreover, such attacks are stealthy due to the unexplained
nature of the deep learning models. In this survey, we systematically analyze the security issues of machine
learning, focusing on existing attacks on machine learning systems, corresponding defenses or secure
learning techniques, and security evaluation methods. Instead of focusing on one stage or one type of attack,
this paper covers all the aspects of machine learning security from the training phase to the test phase.
First, the machine learning model in the presence of adversaries is presented, and the reasons why machine
learning can be attacked are analyzed. Then, the machine learning security-related issues are classified into
five categories: training set poisoning; backdoors in the training set; adversarial example attacks; model theft;
recovery of sensitive training data. The threat models, attack approaches, and defense techniques are analyzed
systematically. To demonstrate that these threats are real concerns in the physical world, we also reviewed
the attacks in real-world conditions. Several suggestions on security evaluations of machine learning systems
are also provided. Last, future directions for machine learning security are also presented.

INDEX TERMS Artificial intelligence security, poisoning attacks, backdoor attacks, adversarial examples,

privacy-preserving machine learning.

I. INTRODUCTION
Machine learning techniques have made major breakthroughs
in recent years and have been widely used in many fields
such as image classification, self-driving cars, natural lan-
guage processing, speech recognition, and smart healthcare.
In some applications, e.g., image classification, the accuracy
of machine learning even exceeds that of humans. Machine
learning has also been applied in some security detection
scenarios, e.g., spam filtering, malicious program detection,
which enables new security features and capabilities.
However, recent studies show that machine learning mod-
els themselves face many security threats: 1) Training data
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poisoning can result in a decrease in model accuracy or lead to
other error-generic/error-specific attack purposes; 2) A well-
designed backdoor in the training data can trigger dangerous
consequences of a system; 3) A carefully-crafted disturbance
in the test input (adversarial examples) can make the model
go wrong; 4) Model stealing attack, model inversion attack
and membership inference attack can steal the model param-
eters or recover the sensitive training data. All of the above
security threats can lead to serious consequences to machine
learning systems, especially in security and safety critical
applications, such as autonomous driving, smart security,
smart healthcare, etc.

In recent years, machine learning security has attracted
widespread attentions [1], [2]. There are a large amount of
research works on the security of deep learning algorithms
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since Szegedy et al. [1] highlighted the threat of adversarial
examples in deep learning algorithms. However, machine
learning security is not a new concept [3], and earlier works
can be traced back to Dalvi et al. [4] in 2004. These earlier
works, e.g., [4], [5], studied the so-called adversarial machine
learning on non-deep machine learning algorithms in the
context of spam detection, PDF malware detection, intrusion
detection and so on [3]. Most of these earlier attacks are called
evasion attacks, while a few others are referred as poisoning
attacks.

Motivated by these issues, in the paper, we present a
comprehensive survey on the security of machine learn-
ing. To date, only a few review and survey papers have
been published on machine learning privacy and security
issues. In 2010, Barreno et al. [6] review earlier evasion
attacks on non-deep learning algorithms, and illustrated on
a spam filter. Akhtar and Mian [7] review the adversarial
example attacks on deep learning in the field of computer
vision. They discuss adversarial example attacks and focus
on computer vision. Yuan ef al. [8] present a review on
adversarial examples for deep learning, in which they summa-
rize the adversarial example generation methods and discuss
the countermeasures. Riazi and Koushanfar [9] analyze the
provably secure privacy-preserving deep learning techniques.
They discuss privacy protection techniques in machine learn-
ing and focus on cryptographic primitives-based privacy-
preserving methods. The above review works all focus on
only one type of attack, mostly adversarial examples attacks.
Biggio and Roli [3] present a review on the wild patterns
(also called adversarial examples) in adversarial machine
learning over the last decade including the security of ear-
lier non-deep machine learning algorithms and recent deep
learning algorithms in the field of computer vision and cyber-
security. Particulary, evasion attacks and poisoning attacks
are discussed, and corresponding defenses are presented [3].
Liu er al. [10] analyze security threats and defenses on
machine learning. They focus on security assessment and
data security. Papernot et al. [11] systematize the security and
privacy issues in machine learning. Particularly, they describe
the attacks with respect to three classic security attributes,
i.e., confidentiality, integrity, and availability, while they dis-
cuss the defenses in terms of robustness, accountability and
privacy [11].

The differences between this survey and these few existing
review/survey papers are summarized as follows:

1) Instead of focusing on one stage, one type of attack, or
one specific defense method, this paper systematically
covers all the aspects of machine learning security.
From the training phase to the test phase, all types of
attacks and defenses are reviewed in a systematic way.

2) The machine learning model in the presence of adver-
saries is presented, and the reasons why machine learn-
ing can be attacked are analyzed.

3) The threats and attack models are described. Further-
more, the machine learning security issues are classi-
fied into five categories covering all the security threats
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of machine learning, according to the life cycle of a
machine learning system, i.e., training phase and test
phase. Specifically, five types of attacks are reviewed
and analyzed: 1) data poisoning; 2) backdoor; 3) adver-
sarial examples; 4) model stealing attack; 5) recovery
of sensitive training data, which includes model inver-
sion attack and membership inference attack.

4) The defense techniques according to the life cycle
of a machine learning system are reviewed and ana-
lyzed. Moreover, the challenges of current defense
approaches are also analyzed.

5) Several suggestions on security evaluations of machine
learning algorithms are provided, including design-for-
security, evaluating using a set of strong attacks, and
evaluation metrics.

6) Future research directions on machine learning security
are presented, including: attacks under real physical
conditions; privacy-preserve machine learning tech-
niques; intellectual property (IP) protection of DNN;
remote or lightweight machine learning security tech-
niques; systematic machine learning security evalu-
ation method; the underlying reasons behind these
attacks and defenses on machine learning.

The rest of this paper is organized as follows. The machine
learning model in the presence of adversaries, and the rea-
sons why machine learning can be attacked, are described
in Section II. The threat models and attack approaches
are reviewed in Section III. The defense techniques and
challenges are analyzed in Section IV. The security eval-
uations of machine learning algorithms are discussed in
Section V. Future directions on machine learning secu-
rity, are presented in Section VI. We conclude this paper
in Section VII.

Il. MACHINE LEARNING MODEL IN THE PRESENCE OF
ADVERSARIES

A. OVERVIEW OF MACHINE LEARNING

The overview of a machine learning system is shown in Fig. 1.
We describe the machine learning systems from the following
aspects.

Stages: Generally, a machine learning system can be sep-
arated into two stages: 1) training phase, where an algorithm
learns from the training data to form a model with model
parameters; 2) and fest phase, where the trained model is
applied to a specific task, such as classification, to give a
predicted label for the input data.

Algorithm: an algorithm is used to learn from the training
set to obtain a model with parameters. We divide the machine
learning algorithms into two categories, NN algorithms and
non-NN algorithms. We use the term NN algorithms to repre-
sent the Deep Neural Network (DNN), Convolutional Neural
Network (CNN), Recurrent Neural Network (RNN) and other
Neural Network (NN) algorithms which make major break-
throughs in recent years and have significantly improved the
performance of machine learning systems. On the other hand,
we use the term non-NN algorithms to represent the other
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FIGURE 1. Overview of machine learning systems, which illustrates the two phases, the learning algorithm, and different

entities.

traditional machine learning algorithms, such as Support Vec-
tor Machine (SVM), k-means, Naive Bayes, etc.

Entities in Adversarial Models: A normal machine learn-
ing system consists of the following entities, data owner,
system/service provider, and clients, while in the adversarial
model, there are also atfackers, as shown in Fig. 1. The
data owners are the owners of the massive training data
which are usually private. The system/service provider is the
provider who constructs the algorithm, trains the model and
then performs the task or provides the service. The clients
are the users who use the service, e.g., through the provided
prediction APIs. The attacker can be an external adversary, or
an curious person inside the system who is interested in the
secret information of other entities.

B. WHY MACHINE LEARNING CAN BE ATTACKED

First, the working paradigm of machine learning makes it be
vulnerable to various types of attacks. In the training phase,
the massive training data and computational complexity of
the training process in deep learning network lead to: 1) the
training procedure is outsourced [12]; 2) pre-trained models
from third parties which are served as intellectual proper-
ties (IPs), are integrated into the network; 3) a large amount
of data comes from untrusted users or third parties without
undergoing effective data validations. However, the above
working paradigms also bring new security threats.

The so called machine-learning-as-a-service has also been
increasingly used, in which the machine learning model
works on a server or on the cloud, while clients can query
the model through prediction APIs. The vast amounts of data
used to train this model are often sensitive, and the parameters
of the model are of great commercial value and are therefore
confidential. These are the targets of an attacker in the test
phase.

Second, reasons behind these attacks remain open prob-
lems. There are a few discussions about the reasons
behind these successful attacks on machine learning models,
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however, they still lack consensus. Goodfellow et al. [2]
indicate that the linearity of DNN model in high dimensional
space is a possible reason for being vulnerable to adversarial
example attacks. Studies [1], [8] also suggest that training
data incompletion is one of the reasons for the existence
of adversarial examples. They conclude that the adversarial
examples are corner cases with low probability in the test set,
which indicates that the training data is not enough and is not
complete. Yeom et al. [13] study the effect of overfitting and
influence on recovering sensitive training data or attribute by
an adversary. They show that overfitting plays an important
role to make the attacker be able to carry out membership
inference attacks. Due to the unexplained nature of machine
learning models, the essential reasons for these attacks, e.g., is
the adversarial example a bug or an intrinsic property of the
model, why sensitive training data can be recovered through
normal quires, are still open problems.

Ill. ATTACKS ON MACHINE LEARNING

In this section, we will review the threats and attacks faced
by machine learning systems. As shown in Fig. 2, to date, all
the security threats along the life cycle of machine learning
systems can be divided into five categories: 1) Training set
poisoning; 2) Backdoor in the training set; 3) Adversarial
example attacks; 4) Model theft; 5) Recovery of sensitive
training data (including model inversion attack and member-
ship inference attack). The first two attacks occur during the
training phase, while the last three attacks occur during the

Training phase Test phase

Training data |—» Learflmg Learned
algorithm parameters \

T Model’s output
Data poisoning, /
Test input
\Iudel theft,

Backdoor
Recovery of training data
Adv ersarml examples

FIGURE 2. Attacks on machine learning systems.
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test phase. We will review these five attacks in the following
sections respectively, and present discussions about attacks
in Section III-F.

A. TRAINING SET POISONING

The malicious manipulation of training set aiming at mis-
leading the prediction of a machine learning model, is called
poisoning attack. Studies have shown that a small percentage
of carefully constructed poisoning training data can make a
dramatic decrease in the performance of the machine learning
model. The overview of poisoning attacks is shown in Fig 3.
In this paper, we divide the poisoning works in terms of
whether it is targeting a neural network (NN) model. The
summary on training set poisoning approaches is presented
in Table 1 in terms of the type, the targets, the working
mechanism, the effect, the advantages and disadvantages of
the investigated methods.

Training phase Test phase

|

Poisoning |

samples |
l I Output

Training Degraded performance

bl update I Input Biased Error-generic attack goal

model

Training set Error-specific attack goal
FIGURE 3. Overview of poisoning attacks.

1) POISONING ATTACKS TARGETING NON-NN MODELS
Targeting Anomaly Detection or Security Detection Appli-
cations: Machine learning has been widely used in many
security detection applications, such as abnormal detection
and malware detection. These are clearly the valuable tar-
gets for poisoning attacks. Rubinstein et al. [14] propose
three poisoning attacks on Principal Component Analysis
(PCA)-subspace method based anomalies detection system in
backbone networks. It is shown that by introducing a small
fraction of poisoned data, the performance of the detector
decreases dramatically. This method is simple and effec-
tive [14], however, it focus on binary classification prob-
lems, which is not generic to other learning algorithms.
Li et al. [15] use the Edge Pattern Detection (EPD) algorithm
to design poisoning attack, named chronic poisoning attack,
on machine learning based intrusion detection systems (IDS).
The method can poison several learning algorithms including
SVM, LR and NB [15]. However, the method in [15] uses
a long-term slow poisoning procedure and is complicated to
implement.

Targeting Biometric Recognition Systems: Machine learn-
ing techniques are also applied in adaptive biometric recogni-
tion systems so as to adapt the changes of the users’ biometric
traits, e.g., aging effects. However, the updating process can
be exploited by an attacker to compromise the security of the
system [16]. Biggio er al. [16] propose a poisoning attack
targeting a PCA-based face recognition system. By submit-
ting a set of carefully designed fake faces (i.e., poisoned
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samples) and claiming to be the victim, the system template
will be gradually compromised due to the adaptive updating
process. At last, the attacker can impersonate the victim with
his own face. In [16], it is assumed that each user only stores
one template in the system and the attacker has complete
knowledge of the system, such as the feature extraction algo-
rithm, the matching algorithm, the template update algorithm,
and even the victim’s template, which are difficult to obtain
in practice. In [17], Biggio ef al. improve the above attack
targeting a more realistic face recognition system, where the
system stores multiple templates per user, using different
matching algorithms, and the attacker only has an estimate of
the victim’s face image. However, it is demonstrated that the
attack success rate depends on the attacker-victim pair [17].

Targeting SVM: Biggio et al. [18] propose poisoning
attacks against Support Vector Machines (SVM), where
crafted training data is injected to increase the test errors of
the SVM classifier. They use a gradient ascent strategy based
on the SVM’s optimal solution to construct the poisoning
data. This method construct poisoning data use optimization
formulation and can be kernelized [18], but it needs the full
knowledge of the algorithm and the training data.

Targeting Clustering Algorithms: Clustering algorithms
have been widely used in data analysis and security appli-
cations, e.g., market segmentation, web pages classification,
malware detection [19]. However, the clustering process itself
can be subverted by a smart attacker. Biggio et al. [19]
demonstrate that an attacker can poison the clustering pro-
cess by introducing a small amount of poisoning samples
to the training data. Moreover, these poisoning samples can
be effectively obfuscated and hidden in the input data. This
approach is evaluated on malware samples clustering and
handwritten digits clustering. A similar poisoning approach
is proposed by Biggio et al. [20] which targets behavioral
malware clustering by adding crafted poisoning samples
with poisoning behaviors to training data [20]. In general,
these methods [19], [20] first calculate the distance between
two clusters, and then insert poisoning data between two
clusters, which can confuse the boundaries between two
clusters. As a result, clustering algorithms will incorrectly
merge two different clusters into a single cluster [20]. These
methods [19], [20] are generic and can attack most of the
clustering algorithms. However, these methods require the
attacker to know the target clustering algorithm, the training
data, and the feature space, etc.

Targeting Algorithms or Processing Methods: Poisoning
attacks can also be used to attack specific machine learning
algorithms or processing methods. Xiao et al. [21] investi-
gate the poisoning attacks on several feature selection meth-
ods, e.g., ridge regression, the elastic net, and least absolute
shrinkage and selection operator (LASSO). They demon-
strate on PDF malware detection and show that poisoning
attacks can compromise these feature selection methods sig-
nificantly [21]. Li et al. [22] propose a poisoning attack on
the collaborative filtering system. They demonstrate that an
attacker with full knowledge of the system can construct

74723



IEEE Access

M. Xue et al.:

Machine Learning Security: Threats, Countermeasures, and Evaluations

TABLE 1. Summary on training set poisoning approaches.

Targeting Target sys- Working
NN or Approaches . Effect Advantages Disadvantages
tem/model mechanism
non-NN
Anomaly Lo Simple and Not generic [14];
detection or Poisoning PCA-subspace Poison the Reduce the effective [14]; Long-term slow
) . based anomalies detection . performance of . S
security [14]; Chronic poisonin training data of anomaly detection Effective on poisoning and
detection é 2inst IDIS) [15] 8 the model al grithms several learning complicated to
applications gains g " models [15] implement [15]
Biometric Poisoning PCA-based face Submitting a set Replace the Require the
o recognition systems [16]; of fake faces and . Nep . Stealthily and knowledge of the
recognition Lo ? L. victim’s template in .
systems Poisoning face templates claiming to be the svstem gradually target system
Yy [17] the victim y and/or the victim
Use a gradient
ascent strategy Increase the test Use optimization knlgsﬁg dth: (l?fll[lhe
SVM Poisoning SVM [18] based on the errors of the SVM formulation and aloorith rr% and the
. SVM’s optimal classifier can be kernelized g ainine datz
Targeting solution training data
non-NN . . Poisoning attack . i
models Clustering Poisoning data clustering based ogn the Mislead clustering Generic to Require the
. [19]; Poisoning behavioral . - clustering knowledge of the
algorithms - distance between algorithms . .
malware clustering [20] clusters algorithms target algorithm
Machine Poisoning feature selection sl Mislead feature .
. Pt e Optimization- selection Not generic,
learning [21]; Poisoning . .
algorithms or | collaborative filtering [22]: based or algorithms, Powerful and and/or require the
8 - Poisoni g ’ statistical-based collaborative effective knowledge of the
processing olsoning regression oisoning attacks filtering system or target algorithm
methods learning [23] P g § . g systen g g
linear regression
. s Optimization- Bypass data . High
1 Online Saff;;f;;?;gf gg?:r]f:ecsla[?‘” based poisoning sanitization SJL%Z%’ dszf:ﬁ;?;e computational
ear(;nng or attacks defenses overhead
data Online data poisoning [25] Optimization- Reduce the Can work under High
segufgzanon [SG]l g based poisoning performance of online learning computational
clenses attacks online learning scenarios overhead
. Require
Generative poisoning GAN-based Reduce the Generate interactions with
- Pl accuracy of the NN poisoning data
. against NN [27] poisoning attack model fast the model
Targeting \ frequently
NN models . . . Extend to .
Poisoning of deep learning Optimization- . : High
. . ! e Increase multi-class multi-class .
with back-gradient based poisoning - - computational
PR classification error problems and
optimization [28] attack generalize well overhead
Poisoning healthcare [29]; Mislead healthcare Abply poisonin
Specific Poisoning graph-based Optimization- system, PP’y P ng Require the
I e . A attacks to practical
application- \ recommender systems based poisoning recommender application knowledge of the
oriented [30]; Poisoning crowd attacks system or crowd Ec% narios target system
sensing systems [31] sensing systems ) )

poisoning data to achieve the goal and imitate normal users’
behaviors to avoid being noticed. In [21], [22], they for-
malize the poisoning attack as an optimization problem and
solve it use the gradient ascent strategy. Jagielski et al. [23]
investigate poisoning attacks on linear regression, and use
statistical properties of the data to generate poisoning data.
These methods [21]-[23] are not generic, and/or require the
attacker to have the knowledge of the target algorithm, such
as the feature set, the learning algorithm, etc.

Strong Data Poisoning and Online Learning Poison-
ing: The evolution of poisoning attacks and corresponding
defense techniques is also a spiraling process. Koh et al. [24]
propose a strong poisoning attack which can bypass existing
data sanitization defenses. Specifically, they placed the poi-
soning samples near one another to evade the anomaly detec-
tion, and set some constraints to the optimization problem to
evade detection.

Most of prior works of poisoning attack are in the
offline learning situation. Wang and Chaudhuri [25] pro-
pose a poisoning attack targeting online learning situation,
in which the training data is inputted in the form of stream.
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They formulate their attack as an optimization problem,
and solve it using the gradient ascent strategy. Besides, this
method only modifies the training data at specific positions in
an input stream to reduce the search space thus improves the
attack efficiency [25]. Similarly, Zhang and Zhu [26] propose
an improved online poisoning attack which requires lim-
ited knowledge of the training process. They formulate such
attack as stochastic optimal control, and propose two attack
algorithms, model predictive control (MPC)-based attack,
and reinforcement learning-based attack.

The strong poisoning attack [24] can be effective under
several data sanitization methods. The poisoning attack meth-
ods in [25], [26] can succeed in online learning scenarios.
However, these methods [24]-[26] generate poisoning data
by solving optimization problems, which require expensive
computational overhead.

2) POISONING ATTACKS TARGETING NN MODELS

In recent years, the popularity of neural networks has also
led to poisoning attacks against neural network models.
Yang et al. [27] use Generative Adversarial Networks (GAN)
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to perform poisoning attacks. Specifically, an auto-encoder
is used as the generator to generate poisoning data, and the
target model is used as a discriminator to calculate the effect
of poisoning data on the model. This method accelerates
the poisoning data generation thus can find out the effective
poisoning data quickly, but this method needs to interact with
the target model frequently.

Muiioz-Gonzilez et al. [28] propose poisoning attacks
on deep learning by using back-gradient optimization. They
extend the poisoning attacks from binary algorithms to mul-
ticlass problems. The gradient is computed through auto-
matic differentiation. They also reverse the learning process
to reduce the complexity of the attack [28]. Moreover, it is
shown that, similar to adversarial examples in the test phase,
the poisoning examples in the training phase can also gen-
eralize well across different learning models [28]. However,
this method optimizes one poisoning data each time which
requires high computational overhead [23].

3) POISONING ATTACKS IN SPECIFIC APPLICATION
SCENARIOS

Some specific valuable application scenarios have become
the targets of poisoning attacks. Mozaffari-Kermani et al. [29]
propose poisoning attacks targeting healthcare datasets. Both
generic errors and specific errors can be achieved, which are
catastrophic in healthcare systems. Fang et al. [30] propose
poisoning attacks on recommender systems. They generate
fake users with crafted rating scores based on an optimization
problem, and inject them to the recommender system. In this
way, the attacker can make a target instance be recommended
to as many people as possible. Miao et al. [31] propose a
poisoning attack framework towards crowd sensing systems.
The malicious workers can be disguised as normal ones to
evade detection, while achieving the maximum attack utility
meanwhile. In these works, the poisoning attacks are applied
to specific scenarios, such as healthcare systems [29], recom-
mender systems [30] and crowd sensing systems [31]. These
works formalize poisoning attacks into different optimization
problems to design corresponding poisoning attack strategies.
However, these methods [29]-[31] require the attackers to
know the learning algorithm used by the target system or the
information about the training data.

B. BACKDOOR IN THE TRAINING SET
Recently, researchers show that an attacker can create a back-
door hidden in the training data or in the pre-trained model.

TABLE 2. The summary of backdoor attack works.

The overview of backdoor attacks is shown in Fig 4. The
backdoor does not affect the normal function of the model,
but once a specific trigger condition arrives, the backdoor
instance will be misclassified by the model as the target
label specified by the attack. Such backdoor attack is stealthy
because of the unexplained nature of the deep learning
models. The summary of backdoor attack works is shown
in Table 2.

Training phase = Test phase

I
I
Backdoor |
I
|

l Training Input with Output

or update | Backdoor ( Victim

_— Target label
| model
|
|

Training set

FIGURE 4. Overview of backdoor attacks.

1) BACKDOOR ATTACKS

Gu et al. [12] propose a maliciously trained network, named
BadNet. BadNet can cause bad behaviors of the model when
a specific input arrives. They demonstrate the effectiveness
of BadNet on handwritten digit classifier and road sign clas-
sifier. Ji et al. [32] study backdoors on learning systems.
The backdoors are introduced by primitive learning mod-
ules (PLMs) supplied from third parties. The malicious PLMs
which are integrated into the machine learning system can
cause the system malfunction once a predefined trigger con-
dition is satisfied. They demonstrate such attack on a skin
cancer screening system while the attacker doesn’t require
the knowledge about the system and the training process [32].
However, in [32], the attacker directly manipulates the param-
eters of the model to insert backdoors. This assumption is
difficult to satisfy in practice.

Chen et al. [33] propose a backdoor attack on deep learn-
ing models by using data poisoning. Specifically, poisoning
samples are injected into the training dataset so as to implant a
backdoor. Their attack can work under a weak attack model,
which means it doesn’t require knowledge about the model
and the training set [33]. Only 50 poisoning samples are
injected while the attack success rate is above 90% [33].
Liao et al. [34] propose backdoor attacks in CNN models by
injecting stealthy perturbations. Specific embedded pattern
will be recognized as a target label defined by the attacker.

[ Scenario | Approaches [ Working mechanism [ Effect [ Advantages [ Disadvantages |
BadNet [12]; PLMs [32]; Attack Add well-designed backdoor Target model Stealthy and don’t Need to participate
Backdoor | on deep learning [33]; Attack on signals to the clean data; misclassifies affect the in the training
attacks CNN s [34] [35]; Attack on Manipulate the model’s backdoor performance of the process, or re-train
federated learning [36] parameters directly instances model the model
. . Without re-training Require the full
Trojan PoTrojan [37]; Trojan attack on . Add Trojan to the. mner' . Target mo‘?el [37]; Inverse the NN knowledge of the
structure of NN [37]; Re-train produces > R
attacks NN [38] . . Lo to generate the model [37]; Requires
the model to embed Trojan [38]; malicious output ; X .
trigger [38]; re-training [38]
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Barni et al. [35] propose backdoor attacks on CNNs, in which
they corrupt samples of a target class without label poisoning.
They evaluated the attack on MNIST digits classifier and
traffic signs classifier.

Backdoor attacks can even attack the state-of-the-
art secure training models and training processes.
Bagdasaryan et al. [36] illustrate backdoor attacks on Fed-
erated Learning, which is considered to be a secure privacy-
preserving learning framework. They demonstrate that a
malicious participant can introduce stealthy backdoor func-
tion into the global model by using model replacement.

In these methods [12], [33]-[36], the attacker first adds the
well-designed backdoor signal to the clean data to generate
poisoning data, and then injects the poisoning data into the
training set to re-train the target model. After re-training, a
specific backdoor is embedded into the target model. These
methods [12], [33]-[36] are stealthy and can perform back-
door attacks without affecting the performance of the model,
e.g., the accuracy drop on normal inputs is less than 1%
in [34]. However, these methods need to participate in the
training process of the model, or re-train the model.

2) TROJAN ATTACKS IN MACHINE LEARNING

In some literatures, such backdoors are also called Trojans.
Liu et al. [39] propose a preliminary concept of neural Trojans
in neural network IPs, which are malicious functions inserted
in the neural networks. They propose three neural Trojan
mitigation techniques, input preprocessing, re-training, and
anomaly detection (see Section IV-B for details), without
given the detailed description of the neural Trojan implemen-
tations [39]. Zou et al. [37] propose neural-level Trojans in
pre-trained NN models, named PoTrojan. PoTrojan remains
inactive and will only be trigged with rare conditions, which
can make the model produce malicious output. Specifically,
they design two kinds of triggers (single-neural PoTrojans
and multiple-neural PoTrojans), and design two kinds of
payloads based on whether an attacker can access to the
training data of the target label [37]. Liu et al. [38] insert
Trojans to NN by a two-step implementation. First, they
inverse the NN to generate the Trojan trigger. Then, they re-
train the NN model to inject malicious payloads to the NN.
In these methods [37], [38], the attackers need to have the full
knowledge of the target neural network, which is difficult to
obtain in practice.

C. ADVERSARIAL EXAMPLE ATTACKS

Adversarial example is a disturbance to the input data care-
fully constructed by an attacker to cause the machine learning
model to make a mistake. The term ‘“‘adversarial example” is
introduced by Szegedy et al. [1] in 2014 targeting deep learn-
ing algorithms. However, the similar concept and methods are
far more ancient, which are called adversarial machine learn-
ing targeting non-deep machine learning algorithms [3], [4].
In these earlier works, these attacks are referred as evasion
attacks mainly targeting at spam filtering, malware detection,
intrusion detection, and so on.
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The adversarial example attacks can be further divided into
two categories [3]: error-generic attack, which just makes
the model go wrong; and error-specific attack, which aims at
making the model incorrectly identify the adversarial exam-
ple as coming from a specific class. The summary of works
on adversarial example attacks is presented in Table 3.

1) EARLIER EVASION ATTACKS ON NON-DEEP LEARNING
ALGORITHMS

Dalvi et al. [4] first highlighted the adversarial classification
problem in which an adversary tries to make the classifier
produce wrong predictions. Moreover, they formulate the
classification as a game between the classifier and the adver-
sary, and present an optimal strategy. Lowd and Meek [40]
introduce the adversarial learning problem, in which the
adversary tries to reverse engineering the classifier through
sending a number of queries. In this way, the adversary
can find the “malicious” instances that the classifier cannot
recognize. Nelson et al. [5] use statistical machine learning
to attack spam filter to make it useless or achieve focused
targets. Barreno ef al. [6] review earlier attacks on machine
learning systems, and provide a formal method to describe
the interaction between the attacker and the defender. They
illustrate their taxonomy on a spam filter, SpamBayes.

Biggio et al. [41] convert the evasion attack into an opti-
mization problem, and solve it using the gradient-descent
based approach. They evaluate the security of the model
by increasing the adversary’s knowledge and capabilities.
They demonstrated that malicious examples generated by the
gradient-based method can evade the PDF malware detection.
Srndi¢ and Laskov [42] experimentally explore the perfor-
mance of classifiers (PDFRATE) under evasion attacks and
reveal that PDFRATE’s classification performance drops sig-
nificantly even under simple attacks. Demontis et al. [43]
implement several evasion attacks on a linear classifier, the
Android malware detection tool (Drebin), according to the
attackers with different knowledge and abilities.

In these evasion attacks [4], [5], [40]-[43], attackers mod-
ify the features that have the greatest impact on the detector
based on the feedback from the detector [56]. The malicious
instances generated by these methods can evade detection of
security related applications. However, these evasion attacks
require the attackers to know the features extracted by the tar-
get algorithm or the feature extraction algorithm of the target
system [8], which are difficult to obtain in practice. Besides,
the attack success rate depends on how much knowledge the
attacker has.

Compared with the above methods that require the attacker
to have the knowledge of the target system, Xu et al. [44]
and Dang et al. [45] propose evasion attacks without the
knowledge of the target system. According to the detection
score returned by the malware detector, Xu et al. [44] stochas-
tically modify the malware to find a malicious example that
can evade detection but retain malicious behavior. Similarly,
Dang et al. [45] propose an evasion attack, named EvadeHC.
EvadeHC first randomly modifies the malware to generate
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TABLE 3. Summary of works on adversarial example attacks.

Working

’ Scenario ‘ Type/Targets Approaches mechanism Effect Advantages Disadvantages
Game theory Adversarial classification [4] Modif
Through reverse . . odity Malicio Evad Requi
: : . Adversarial learning [40 s tha us vade equire
engineering the classifier ¢ [40] feagg:i;gdt instances detection of knowing the
Earlier Spam filtering Nelson et al. [5] greatest cannot be security feature
; . Gradient-based evasion attack . detected b related extraction
evasion PDF mal detect G 1z y
attacks on fahware defection [41]; Srndi¢ and Laskov [42]; ﬂllrélng;;gr the detector applications algorithm
non-NN And(r101d malware Attack a linear classifier [43]
models etection —
Stochastic inzsit;(;llé):: Generic; do Require
Malware detection Stochastic search-based search-based; cannot be not require iterations and
(black-box) attack [44]; EvadeHC [45] Heuristic detected b knowledge feedback from
search-based y about systems the system
the detector
First work of adversarial Intriguing properties of NN
examples on NN [1]
One-step/one-shot FGSM [2] Perturbations
methods
. . are small and
Take multiple small steps Gradient- Adversarial . .
. X . BIM [46] impercepti-
Adversarial iteratively based or examples ble: do not
example Perturbing only a few TSMA T47T; One pixel attack optimization- mislead the re’ nire Attacks may
attacks on pixels [48] based model and " q fail in the
. nowing the
NN High-confidence Carlini and W 491, 150 adversarial cannot be feature real world
models adversarial examples arlini and Wagner [49], [50] example perceived by extraction
- . ttacks hi s :
Universal adyersarlal Universal perturbations [51] attacks umans algorithm of
perturbations the system
Targeting deep learning - - Y
. . Malware classification [52]
based security detection
In biometric ..
authentication systems Face recognition [53]
\ Road sign recognition attack Simulate
[54] physical Attack
In real \ Cellphone camera attack [46] conditions in successfull Robust to Perturbations
world adversarial uccesstuty physical are large and
conditions \ Face recognition system examples m phyglcal conditions conspicuous
attack [53] P conditions
- generation
\ 3D objects attack [55] process

a malware collection. Then, according to the binary results
(i.e., reject or accept) returned by the detector, EvadeHC
uses the hill-climbing algorithm to search for malware that
can evade the detection from the malware collection. These
methods [44], [45] are generic to binary classification prob-
lems, but these methods need multiple iterations to obtain
effective adversarial examples. Hence, the computational
overhead of these methods is high. Moreover, these attacks
need the feedback of the detector which limits the practicality.

2) ADVERSARIAL EXAMPLE ATTACKS ON DEEP LEARNING
The pipeline of adversarial example attacks on deep learn-
ing algorithms is shown in Fig. 5. Szegedy et al. [1] first
discovered that DNNs are surprisingly susceptible to adver-
sarial examples which are small imperceptible perturbations
to images. Such adversarial examples attacks can make the
DNN model misclassification.

The earlier adversarial attack methods in the literature
are called one-step/one-shot methods, e.g., the Fast Gradient
Sign Method (FGSM) proposed by Goodfellow et al. [2].
In the latter improvement works, instead of taking a single
large step to increase the loss of a classifier, the researchers
tried to take multiple small steps iteratively so as to adjust
the direction after each step [7], e.g., the Basic Iterative
Method (BIM) [46].
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One-step/one-shot e Take multiple small steps iteratively

Modify only a few pixels

Perturbing the whole image se———) .
or even one pixel

High-confidence/maximum-

Minimizing the perturbations ee—————)- .
confidence adversarial examples

Universal adversarial perturbations

Fool a model on a single instance e .
fool a model on any instance

Targeting a single mode]l === Perturbations targeting different models
Error-generic attack ew———————) Error-specific attack

White box P Black box

Laboratory settings e Recal world conditions

FIGURE 5. Pipeline of adversarial example attacks in the context of deep
learning algorithms.

Further adversarial example works try to perturbing only
a few pixels in an image rather than the whole image [7],
e.g., the Jacobian-based Saliency Map Attack (JSMA) [47].
Papernot ef al. [47] propose an adversarial example genera-
tion method in which the adversary only needs to know the
structure of the model. As an extreme case, Su et al. [48]
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propose a method that fools the classifier by modifying just
one pixel of an image.

Note that, although the initial adversarial examples are
minimal perturbations, in some scenarios, it iS more rea-
sonable to assume that an adversary wants to maximize the
classifier’s confidence on the wrong predictions rather than
only minimizing the perturbations [3]. The reason is that,
the initial works on adversarial examples aim at analyzing
the sensitivity of deep learning algorithms to minimal per-
turbations, however, in order to analyze the security of a
deep learning algorithm under attacks, it is more reasonable
to use the maximum-confidence adversarial attacks which
can reflect the security of an algorithm under more powerful
attacks [3]. For example, Carlini and Wagner [49], [50]
show that several recent defense techniques against
minimal-perturbations attacks can be bypassed by high-
confidence adversarial examples. As a result, they suggest
to use high-confidence adversarial examples for security
evaluations [49], [50].

After the methods which introduce perturbations to fool a
network on a single image each time (e.g., FGSM [2], Deep-
Fool [57]), Moosavi-Dezfooli et al. [51] propose universal
adversarial perturbations which can fool a network on any
image.

Whereas earlier works are computing perturbations tar-
geting a single model, more powerful attacks can generate
perturbations generalize well across different models [7].
Studies have shown that there is a transferability between
different models, especially models with similar structures.

The other three research directions about adversarial exam-
ples are from error-generic attack to error-specific attack,
from white-box scenario to black-box scenario, and from
laboratory conditions to real world conditions. For example,
Papernot et al. [58] propose a black-box adversarial attack
strategy, in which the attacker observes the outputs of the
DNN according to chosen inputs, and then build a substitute
model of the target DNN model. They use the substitute
model to generate adversarial examples which are found to
be effective in the target model as well [58].

As special cases, we discuss two specific applications.
On the one hand, deep learning has been applied in some
security applications. However, adversarial examples have
been used to compromise these deep learning based secu-
rity applications. For example, Grosse et al. [52] propose
adversarial example attacks against DNN based malware
classification. On the other hand, deep learning has also been
successfully applied in biometric authentication systems,
e.g., face recognition, voice control systems. However, by
generating carefully crafted adversarial examples, an attacker
can make the model incorrectly identified an attacker as a
legal user thereby achieving the legal user’s privilege (error-
specific attack), or can make an attacker evades the system
identification (error-generic attack) [53].

In these works [1], [2], [46]—-[53], the adversarial examples
are mainly generated based on the gradient or the optimiza-
tion. The gradient-based approaches calculate the gradient
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of the loss function, and add perturbation to the input data
according to the gradient to generate adversarial examples.
The optimization-based approaches convert the adversarial
examples generation problem into optimization problems.
The goal of the optimization is that the perturbations in
adversarial examples can not only mislead the model, but
also not be perceived by humans. Compared with earlier eva-
sion attacks on non-deep machine learning algorithms, these
adversarial examples attacks on deep learning algorithms
do not require the attackers to know the feature extraction
algorithm used by the target system. In addition, the per-
turbations in the generated adversarial examples are small
and imperceptible, and can achieve a high attack success
rate. However, due to the influence of many physical factors
(e.g., angle, distance, etc.), these digital adversarial examples
have failed or have low attack success rates in the real world
conditions [59].

There are also several useful toolboxes for adversarial
examples generation, e.g. Cleverhans [60], AdvBox [61],
Adversarial-Playground [62], which can promote the
research in this field. Cleverhans, a software library devel-
oped by Papernot et al. [60], provides standard implementa-
tions of different adversarial example generation methods.
AdvBox which is a toolkit developed by Baidu, supports
TensorFlow, PaddlePaddle, and Caffe2 framework to gen-
erate adversarial examples for deep learning models [61].
Adversarial-Playground is a web-based visualization tool
developed by Norton and Qi [62]. It can implement common
adversarial example generation methods against CNN.

3) ADVERSARIAL ATTACKS IN REAL WORLD CONDITIONS
The above adversarial attacks are demonstrated in the labo-
ratory conditions. In order to convince the community that
the adversarial example is a real concern in practice, some
researchers have illustrated their adversarial attacks in prac-
tical real world conditions [7]. We will review and analyze
these works from the following four aspects: 1) Cellphone
camera attack; 2) Face recognition system attack; 3) Road
sign recognition attack; 4) and 3D objects attack.

Road Sign Recognition Attack: Object recognition is an
important task of autonomous vehicles, which needs to iden-
tify road signs, pedestrians, etc. However, Evtimov e al. [54]
demonstrate that adversarial examples are robust under var-
ious physical conditions, such as changes in view angles,
distance and resolution. They propose two practical attack
methods [54]. The first is a poster-printing attack, in which
the attacker prints the adversarial example generated by
C&W attacks and other algorithms as a poster, and then
overlaid it on the real road sign. The second is the sticker
perturbation attack, in which the attacker prints the perturba-
tions on the paper, and then pastes it on the real road sign.
These perturbations in the physical conditions can success-
fully make the model misclassification, e.g., the stop sign is
recognized as the speed limit sign [54].

Cellphone Camera Attack: Kurakin et al. [46] printed the
adversarial examples generated by FGSM, BIM, and so on.
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Then, they use a mobile phone to take pictures of the printed
adversarial examples. At last, they use TensorFlow Android
Camera Demo to classify these images. It was shown that
most of these images were misclassified [46]. This indicates
that the adversarial examples are robust under printing and
taking pictures.

Face Recognition System Attack: Face recognition is an
important technique in computer vision, and has been widely
used in video surveillance and access control systems.
Sharif et al. [53] propose adversarial examples working in
physical conditions, which can allow an attacker to evade sys-
tem identification or impersonate others. An eyeglass frame
with added perturbations is printed and worn by an attacker.
Then the attacker is verified by a face recognition system. It is
demonstrated that the attacker who wears such glasses will
be incorrectly identified as another person, thus avoiding the
detection of the face recognition system [53].

3D Objects Attack: The 3D object in real world is a difficult
target for generating adversarial examples since it involves
many angles. Athalye er al. [55] propose an Expectation
Over Transformation (EOT) framework which can construct
adversarial examples over different object transformations,
and thus can print adversarial 3D objects. Their experiments
demonstrate that a 3D-printed turtle will be classified as a
rifle by ImageNet.

These adversarial example attacks [46], [S3]-[55] take into
account the effects of various physical factors, such as angle
of view, distance, illumination, etc., to make the generated
adversarial examples be robust to physical conditions. Hence,
the generated adversarial examples can succeed in real phys-
ical conditions. However, compared with digital adversarial
examples, the perturbations added in these physical adversar-
ial examples are larger and more conspicuous, which are easy
to be noticed visually.

D. MODEL EXTRACTION ATTACK

Recent studies show that an adversary can steal the machine
learning model by observing the output labels and confidence
levels with respect to the chosen inputs. This attack, also
known as model extraction attack or model stealing attack,
has become an emerging threat. The summary of model
extraction attack works is presented in Table 4.

Tramer et al. [63] first proposed the model extraction
attack, i.e., an attacker tries to steal the machine learning
model through multiple user inquiries. When inputting nor-
mal queries through prediction APIs, the model will return a
predicted label with a confidence level. Based on this service,
they demonstrate the model extraction attack on three types
of models: logistic regression, decision trees and neural net-
works [63]. Two online machine learning services are used
for evaluation, Amazon and BigML.

Yi et al. [64] propose a model stealing method by con-
structing a functionally equivalent model based on deep
learning. It works in a black-box scenario, where the adver-
sary can only obtain the predicted labels from the target
model and use deep learning to infer and then build an
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equivalent model [64]. Specifically, they use the input data
to query the target model, and use the results returned by the
target model to label the input data [64]. The labeled data
is used to train a model that have similar functions as the
target model. Chandrasekaran et al. [65] show that model
extraction is similar to active learning. They formulate model
extraction into query synthesis active learning, and propose
model extraction attacks with no auxiliary information. These
methods [63]-[65] train a model similar to the target model
by black-box accessing to the target model, which do not
require the attackers to have the knowledge of the target
model. However, existing model extraction attacks need to
query the target model many times. If the system limits the
number of queries, these model extraction attacks may not be
able to complete.

Wang and Gong [66] aim at stealing the hyperparameters of
machine learning models by using a learner. This method sets
the gradient of the model to be 0, and then calculates hyper-
parameters of the model by solving linear equations [66]. The
method [66] demonstrates that model extraction attacks can
steal hyperparameters from many machine learning models,
e.g., SVM, logistic regression, ridge regression, and neural
networks. However, this method requires attackers to know
the learning algorithm, the training data, etc. Milli et al. [67]
present an algorithm to learn a model through querying the
gradient information of the target model for specific inputs.
It is shown that gradient information can quickly reveal the
model parameters. They conclude that gradient is a more
efficient learning primitive than the predicted label [67].
However, this heuristic method introduces high computa-
tional overhead and they only evaluate their model extraction
attacks on a two-layer neural network.

E. RECOVERY OF SENSITIVE TRAINING DATA

In addition to the above model extraction attacks, the other
two privacy-related attacks on machine learning are: (i)
Membership inference attack, in which the attacker tries
to determine if a specific sample data is used when train-
ing the model; (ii) Model inversion attack, in which the
attacker infers some information about the training data.
Similar to model extraction attack, the membership inference
attack and model inversion attack also aim at the popular
machine-learning-as-a-service. These three privacy-related
attacks on machine learning models are illustrated in Fig. 6.
The attacks of recovering sensitive training data are summa-
rized in Table 5.

1) MODEL INVERSION ATTACK

Fredrikson et al. [68] first propose the model inversion attack
in pharmacogenetics tasks. By using black-box access and
auxiliary information about a patient, the attacker can recover
the patient’s genomic information. Fredrikson ef al. [69]
further propose a model inversion attack by exploiting the
confidence values of predictions. They demonstrate the attack
on decision tree based lifestyle surveys, and NN based facial
recognition. For example, in the facial recognition model,
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TABLE 4. Summary of model extraction attack works.

[ Approaches

[

Working mechanism

[

Effect

Advantages

[

Disadvantages

Tramer et al. [63];
Shi et al. [64];
Chandrasekaran et
al. [65]

Extraction through prediction
APIs; Train a model similar
to the target model; Use
active learning [65]

Can generate a model with
the same functionality as
the target model

Extract model parameters
without the knowledge of
the target model

Need to query the target
model frequently

Wang and Gong [66]

Calculate hyperparameters by
solving linear equations

Steal the hyperparameters
of models

Suitable for various machine
learning algorithms

Require the knowledge of the
target algorithm and the
training set

Query gradients of a model to

Can reconstruct the target

More efficiently than

High computational overhead

Milli et al. [67] chosen inputs, and heuristic querying labels based and only evaluate on a
p model
model reconstruction methods two-layer NN
Machine-learning-as-a-service
P Server  Client Attacker
Parameters Quires
Predict 4—{ Model extraction attack
/Prediction APIs fet X ! ‘

DNN Model

Training Set

~Output Layer

Hiddenv Layers

»_Is instance A in the training sct?{ Membership inference attack ‘

Infers infa ti bout - .
niers information abow 4—{ Model inversion attack ‘

the training data

FIGURE 6. Overview of three privacy-related attacks on machine learning models: model extraction attack,

membership inference attack, and model inversion attack.

TABLE 5. Summary of the attacks on recovering sensitive training data.

[ Approaches [ Working mechanism [ Effect

[ Advantages [ Disadvantages |

Estimate sensitive attributes
through black-box access to
the model

Model inversion
attack [68] [69]

Infer sensitive attributes of
the training data

Can infer sensitive
attributes of data in
sensitive applications

Require the knowledge of
non-sensitive attributes of the
data

attacks [71] information stealing

. Membership Train a model to distinguish Infer whether a given data . Depends on the overfitting of
inference attack training data and non-training | . . h inine dat Generic h del
[70] data is in the training data or not the mode
GAN based strong GAN-based privacy Can steal private Generic; make The attacker needs to be an

information from
collaborative deep learning

differential privacy
ineffective

insider of the collaborative deep
learning framework

the attacker who knows the user’s name can recover a rec-
ognizable image of the user’s face [69]. The method in [69]
has less false positives than the method in [68], however,
these methods [68], [69] require the attacker to know the
non-sensitive attributes of the data, which may be difficult
to obtain in practice [72].

2) MEMBERSHIP INFERENCE ATTACK

Liu et al. [73] illustrate security threats in cognitive sys-
tems. Specifically, they show that attacker can access to
confidential training data or replicate the processing model
by using only the public accessible services of the model.
Shokri et al. [70] propose the so called membership inference
attack, in which the adversary can estimate whether a given
data is in the training set of a target model. Particularly,
they use the target model’s prediction of training and non-
training data to train a membership inference model [70].
According to the output of the target model, the generated
membership inference model can identify the differences in
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the prediction of the target model on its training data and the
data that hasn’t been used for its training. The membership
inference attack proposed in [70] is generic, but the success
of member inference attacks depends on the overfitting of the
model [13], [70]. Ifitis a well-generalized model, the success
rate of the membership inference attack is low.

3) GAN BASED STRONG ATTACKS

In order to protect the user’s private data, researchers have
proposed collaborative deep learning framework recently,
where each party trains his model locally and only a small
subset of parameters are shared. Differential privacy is also
introduced to obfuscate the parameters for protection [74].
However, Hitaj et al. [71] propose a Generative Adversar-
ial Networks (GAN) based strong attack which can break
the above distributed or federated framework. The adversary
trains a GAN to generate equivalent samples of the private
training set, where the generated samples have same distribu-
tion as the private training set. It is shown that the differential
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privacy based collaborative deep learning framework is inef-
fective when facing such attacks [71]. However, the attacker
in [71] needs to be an insider of the collaborative deep
learning framework which has permission to obtain model
parameters from the service provider.

F. DISCUSSION ABOUT ATTACKS

In the last decade, most of the attacks on machine learning
were adversarial example attacks, while the other four types
of attacks were significantly less. Among them, the adver-
sarial example studies on images are the majority, while the
adversarial example studies on speech and text are relatively
less. Privacy-related attacks have emerged in recent years and
have received increasing attentions. We summarize the treads
of machine learning attacks as follows:

1) The attacks move towards more practical, and real
physical conditions, such as the adversarial example
attacks in real world conditions as described in Section
III-C.3. For example, attacks against the face recog-
nition system on a mobile phone or in surveillance
cameras, or attacks on the road sign recognition system
of driverless cars.

2) The attacks are getting stronger and stronger, and
can even subvert humans’ conventional cognition. For
example, the state-of-the-art adversarial examples can
not only make the model output wrong predictions
(e.g., incorrectly identify the stop sign as a speed limit
sign), but can also make the model be not aware that
this is a road sign [75] or be not aware that this is
a person [76]. For example, by pasting the printed
adversarial example picture on the clothes, human can
hide himself in front of a person detector [76]. This
type of attack can be used to evade the surveillance
systems.

3) Attacks toward biometric authentication systems are
emerging. In the era of intelligent Internet of Things,
authentication and control are two key features. There
are many biometric-based authentication and control
systems, such as fingerprint-based and voice-based
systems. However, the above attacks can successfully
break through these biometric authentication systems,
thus threaten the security of the control system. For
example, intelligent speech forgery can fool the auto-
matic speaker verification system and thus hack into a
system.

IV. DEFENSES

In this section, we will review and analyze the defenses
against the above attacks according to the life cycle of
machine learning systems. The existing defense techniques
for machine learning, which covers the countermeasures
against the above five security threats, are summarized
in Fig. 7. The defense approaches against the above five
attacks are analyzed in Section IV-A~Section IV-E, respec-
tively. We summarize the defense techniques in Section I'V-F.
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A. DEFENSES AGAINST POISONING ATTACKS

We discuss the defense against poisoning attacks based on
whether it is targeted on the NN models. The summary of
existing defense techniques against poisoning attacks is pre-
sented in Table 6.

1) DEFENSES AGAINST POISONING ATTACKS IN NON-NN
MODELS

Defenses in Anomaly Detection or Security-Related Detec-
tion: Rubinstein et al. [14] propose a defending technique,
named ANTIDOTE, against poisoning attacks on an anomaly
detector. ANTIDOTE uses robust statistics to mitigate the
influence of outliers and can reject the poisoned samples.
Biggio et al. [77] consider poisoning attacks mitigation as
outliers detection problems, which are small in number and
have shifted distribution compared to the normal training
data. Therefore, they use Bagging Classifiers which is an
ensemble method to mitigate the influence of these outliers
(poisoning samples) in the training set. Specifically, they
use different training data to train multiple classifiers, and
combine the predictions of multiple classifiers to reduce the
influence of outliers in the training set [77]. They evaluate the
ensemble method on spam filter and a web-based IDS against
poisoning attacks [77]. However, training multiple classifiers
will introduce significant overhead. Chen et al. [78] propose
a defense technique, named KUAFUDET, against poisoning
attacks in malware detection systems. KUAFUDET uses a
self-adaptive learning framework and uses a detector to filter
suspicious false negatives which will then be fed into the
training procedure [78]. These methods [14], [77], [78] can
improve the robustness of learning algorithms and mitigate
the influence of outliers on the trained model, but these
methods mainly focus on binary classification problems and
introduce additional overhead.

Defending SVM: Zhang and Zhu [79] propose a game the-
ory based defense for distributed SVM. They use game theory
to analyze the conflicting interests between the attacker and
the learner. Nash equilibrium is used to predict the outcome
of the learner in adversarial settings [79]. This method can
prevent wrong updates and prevent the poisoning data from
reducing the performance of the distributed SVM. However,
such game theory based defense technique requires expensive
computational overhead.

Defenses in Algorithms and Processing Methods:
Liu et al. [80] propose a robust Linear Regression method
against poisoning attacks. The technique first uses low-rank
matrix factorization then uses principle component regression
to prune poisoned samples. Jagielski et al. [23] propose a
defense algorithm, named TRIM, for Regression Learning.
TRIM uses an iterative method to estimate regression param-
eters, while a trimmed loss function is used to remove and
isolate suspicious poisoning points. Steinhardt ez al. [81] con-
struct defense approaches against poisoning attacks by using
outlier removal and risk minimization. Baracaldo et al. [82]
propose a data provenance based defense technique for
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FIGURE 7. Summary of defense techniques for machine learning.

TABLE 6. Summary of defense techniques against poisoning attacks.

Deep Contractive
Networks

Defensive Distillation
Gradient
Regularization/masking

Input transformations
or randomization

Feature Squeezing
Detector subnetwork
and reformer network

Targeting
NN or Target Approaches Working mechanism Effect Advantages Disadvantages
non-NN
Defending anomaly Mainly focus on
Anomaly detectors [14]; In Using robust statistics; Bagging Miticate the Improve the binary
detection adversarial ensembles; Using self-adaptive g robustness of classification
. p > . - . influence of : .
or security classification tasks learning and introducing a outliers learning problems;
detection [77]; In malware camouflage detector ’ algorithms Additional
detection systems [78] overhead
Defenses in Game-theoretic Game theory and reiection Reject Prevent Not generic; High
non-NN SVM defense in distributed mgtho d ] malicious poisoning and computational
models SVM [79] updates wrong updates overhead
Robust linear Low-rank matrix factorization
Algorithms regression [80]; and principle component R Improve the
; . ; : emove
and Regression learning regression; Iterative method; oisonin robustness of Not generic
processing [23]; Certified Outlier removal and risk P data & learning &
methods defenses [81]; Data minimization; Data provenance algorithms
provenance [82] based on contextual information
De.t ectt he . . Not fully evaluated
In NN [27]; Check the loss of the model poisoning Simple, generic in th .
attack 1n the experiment
Defenses in \ . Defend against Defense
NN models . Statistical-based: identity Automatically poisoning performance is
In collaborative deep - identify .
1 . features with abnormal Pyt attacks without affected by the
earning systems [83] A malicious -
distributions users affecting model number of
performance malicious users
ﬁif;:éﬁ Monitor the accuracy deviations Detect . High computational
: \ In healthcare [29] L poisoning Generic
applica- on the training set data overhead
tions

online and re-trained applications. Practically, they take
advantage of the origin and transformation information of
the training data to detect poisoning points. These methods
[23], [80]-[82] can improve the robustness of learning algo-
rithms, but these methods are not generic and only suitable
for specific algorithms.

2) DEFENSES AGAINST POISONING ATTACKS IN NN
MODELS

Yang et al. [27] propose a countermeasure for NN against
poisoning attacks based on calculating the loss of the model.
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An input data which introduces a larger loss than the thresh-
old is considered as a suspicious data. This method [27]
is simple and generic, but they only present one simple
detection result without fully evaluating the defense method.
Shen et al. [83] propose a system, named AUROR, to
defend the collaborative deep learning systems. Since poi-
soning data has a strong influence in the distribution of the
features learned by the model, AUROR filters out suspi-
cious users by identifying anomalous features [8§3]. AUROR
defends against poisoning attacks without affecting the per-
formance of the target model, but the defense performance
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TABLE 7. Summary of defenses against backdoor attacks.

[ Approaches [ Working mechanism [ Effect [ Advantages [ Disadvantages |
o . . Activation clustering-based detection; Fine-pruning; ]
Fin:;glvr?itrllon[ggﬁ?tﬁzgrga{iﬂ%nse Neuron pruning, input filter, and unlearning based nl?i?itezted?}ie Generic for | High computational
[86]: Stren thge 1 the NN models [39] model patching; Adding an input preprocessor, input bac%( doors most DNNs overhead
’ g ) anomaly detection, and continuing re-training. )

Detect the Run-time May a1} when

STRIP [87] Perturb the input and observe the prediction . facing adaptive
backdoors detection attacks

of this method is affected by the number of malicious
users.

3) DEFENSES AGAINST POISONING ATTACKS IN SPECIAL
APPLICATION SCENARIOS

Mozaffari-Kermani et al. [29] propose a countermeasure
defending healthcare systems by monitoring the accuracy
deviations of the training set and the number of the added
data. This method is generic, and can provide protection
against poisoning attacks for different target models. How-
ever, this method needs to train the model periodically [29],
which results in a high computational overhead.

B. DEFENSES AGAINST BACKDOOR ATTACKS

Table 7 summarizes defenses against backdoor attacks.
Chen et al. [84] propose an activation clustering method
for protecting DNN by detecting and removing backdoors.
The proposed activation clustering method can detect poi-
sonous training data, even under multiple backdoors sce-
nario. Liu et al. [85] investigate two defense approaches
for DNN against backdoor attacks, named pruning and fine-
tuning. Then, they propose a method combining the pruning
and fine-tuning, called fine-pruning, to mitigate the impact
of a backdoor. Wang et al. [86] identify and mitigate the
backdoors by three techniques, using a input filter to iden-
tify inputs with triggers, using neuron pruning to patch
the model, and using an unlearning based model patching.
Liu et al. [39] strengthen the NN models against Trojans
via three approaches: input anomaly detection using SVM
and decision trees; adding an input preprocessor, i.e., an
autoencoder which is trained on the legitimate training data
thus can preprocess input data based on their distribution;
and continuing re-training which can make the model ““for-
get” the Trojan. These defense methods [39], [84]-[86] are
suitable for most DNNs, but these methods require expen-
sive computational overhead when detecting and mitigating
backdoors.

Gao et al. [87] propose a run-time Trojan detection tech-
nique for DNN, named STRIP. The idea is to perturb the input
and observe the prediction randomness in terms of entropy.
If it is a Trojan input, the prediction of this perturbation is
almost unchanged [87]. If it is a clean input, the prediction
change caused by this perturbation will be large. This method
is fast and can detect Trojans at runtime, but this method may
fail when facing adaptive attacks [88].
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C. DEFENSES AGAINST ADVERSARIAL EXAMPLES
ATTACKS

We discuss the defenses against adversarial examples attacks
based on whether it is targeted on the NN models. The sum-

mary of defenses against adversarial examples is presented
in Table 8.

1) EARLIER DEFENSES AGAINST EVASION ATTACKS IN THE
CONTEXT OF NON-DEEP LEARNING ALGORITHMS

The earlier defense works against evasion attacks are mostly
for non-deep learning algorithms in the context of spam filter-
ing, malware detection, and IDS. Dalvi et al. [4] use game the-
ory to formulate the adversarial classification problem, which
can produce optimal classifier according to the adversary’s
strategy. Nelson et al. [5] propose two defense techniques in
the context of spam filtering, measuring the impact of each
email on system performance with and without that email,
and using dynamic threshold settings so that the rankings will
be invariant to the scores shift caused by an attack.

In adversarial machine learning scenario, it is generally
expected that the classifiers are robust, which are not sensitive
to the changes in the distribution of the data [89]. Glober-
son and Roweis [90] introduce a robust learning strategy to
avoid feature over-weighting by exploiting the game theory
to analyze robustness. Particularly, they develop classifiers
that are resilient to feature deletions, and evaluated on hand-
written digit recognition and spam detection tasks. Similarly,
Kolcz and Teo [89] propose two methods, averaged classi-
fiers and feature reweighting to improve the robustness, and
evaluate on spam email classification task. Biggio et al. [91]
experimentally evaluated the effectiveness of two techniques,
random subspace method and bagging, on improving the
robustness of the linear classifiers under adversarial machine
learning. Srndi¢ and Laskov [92] propose a hierarchical doc-
ument structure based malicious PDF detection, and evaluate
the robustness of this method under several evasion attacks.
Demontis et al. [43] propose an adversary-aware secure
learning paradigm for Android malware detection which can
mitigate the negative effects of evasion attacks.

In [93], Li et al. propose an iterative re-training method
to improve the robustness of classifiers. They re-train the
classifier by iteratively adding malicious instances that can
evade detection to the training data. The iterative re-training
method minimizes the risk of evasion attacks and improves
the ability of the classifier to resist evasion attacks [93].
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TABLE 8. Summary of defenses against adversarial examples.

Targeting
NN or Approaches Working mechanism Effect Advantages Disadvantages
non-NN
R Game theory; Measuring the
S Game theory. [4]; Defenses for impact of each email and using
pam filter [5]; Featurp weighting dynamic threshold; Feature
M[819'] ,lFe?tu‘r‘f’:ﬁdek‘:tI(')n [909]’1 . weighting; Feature deletion; Using N .
Defenses ultiple classifier system (91]: multiple classifiers; Structural Improves the ot generic;
N Malicious PDF detection [92]; pecla i . P! . Mainly focus on
in A . . o properties difference detection; ability of the model Simple and g
ndroid malware detection [43]; ! X e . . binary
non-NN Bi . . Adversary-aware approach; to resist evasion effective o 2
inary Domains [93]; . R, . classification
models S ; Iterative re-training; Classifier attacks
ecDefender [94]; Feature re-training and security problems
S%icnt;g?vE:%Stlé;ﬁggsre[g%)}%gg]; regularization; Featlire selection;
. ) Using conserved features; Data
transformations [98] transformations
. - . - Improve the Simple, Increase training
Adversarial training [2], [99] Adversarial training robustness of the effective, and ovérhea d
target model generic
May increase the
Saddle point formulation [100]; Using saddle point formulation; Mitigate the effects training
Deep Contractive Network [101]; Using a smoothness penalty; NN of adversarial Generic to complexity or
Defensive distillation [102]; Input distillation; Input gradient examples on the most NNs may be defeated
gradient regularization [103] regularization model by stronger
Defenses attacks
in NN : Formations Remove : } .
models | Input transformations [104]; | - PR RS KON OEIIREC | perturbations in | SIREOR | R
Randomization [105] model adversarial model de fénses
examples
Compare the predictions of the Can detect Simple, Tow Cannot defend
Feature squeezing [106] model on the original input and the adversarial computational against adaptive
squeezed input examples overhead attackers
Can detect (and . Require training
MagNet [107]; Detector Use detector network(s) to detect reform [107]) Generic to e
- - an additional
subnetwork [108] adversarial examples adversarial most NNs
detector network
examples

In [94], Chen et al. propose a malware detection method,
named SecDefender, which exploits the classifier re-training
and security regularization to enhance the robustness of
the classifier. The experimental results show that even
if the attacker has the knowledge of the target classi-
fier, SecDefender can also defend against evasion attacks
effectively [94].

Zhang et al. [95] propose an adversarial feature selec-
tion method to defend against evasion attacks. The fea-
tures selected by this method can improve the performance
of the model, and also improve the model’s capability to
resist evasion attacks. The evaluation results on spam and
PDF malware detection show that the adversarial feature
selection method outperforms traditional feature selection
methods [95]. In [96], Chen et al. select features that are
difficult for attackers to manipulate to generate a secure
model. Besides, they combine the results of multiple models
to ensure that the feature selection method does not affect the
performance of the classifier. Similarly, Liang et al. [97] train
the secure model by extracting such features that cannot be
modified unless compromising the malicious functionality of
the malware. Bhagoji et al. [98] use dimensionality reduction
to protect the model from evasion attacks. However, this
method of reducing the feature dimensions may also affect
the performance of the model.

These defense methods [4], [5], [43], [89]-[98] are sim-
ple and effective. However, most defense methods focus
on binary classification problems, such as spam detection,
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malware detection and IDS. These methods may not be appli-
cable to other machine learning tasks.

2) DEFENSES AGAINST ADVERSARIAL EXAMPLES IN THE
CONTEXT OF DEEP LEARNING ALGORITHMS

The defense techniques against adversarial examples in the
context of deep learning algorithms can be further divided
into two types [7], complete defense techniques and detection
only techniques. The complete defense techniques aim at
making the model be able to identify the correct label of an
adversarial example. On the other hand, the detection only
techniques only need to identify whether the input instance is
a potentially adversarial example.

Complete Defense Approaches: A common conclusion is
that adversarial training can be used as the first line of defense
against adversarial attacks [2], [7], [99]. Goodfellow et al. [2]
propose a fast adversarial examples generation method,
named “fast gradient sign method” (FGSM) and suggest
to use these generated adversarial examples for adversarial
training. It is shown that adversarial training can regularize
the model thus can improve the robustness of the model [2].
The above adversarial training method was later expanded
to large models and large datasets by Kurakin er al. [99].
Adversarial training is simple and can effectively improve the
robustness of the target model. However, adversarial training
inevitably increases the training data size and the training
overhead. Moreover, the attacker can once again generate the
adversarial examples based on the model that has already

VOLUME 8, 2020



M. Xue et al.: Machine Learning Security: Threats, Countermeasures, and Evaluations

IEEE Access

been adversarially trained, which will evolve into a training
competition [7].

Madry et al. [100] propose a robust deep learning strategy
against adversarial attacks by using saddle point formulation.
They also suggest that the model capacity has a significant
impact on the robustness, therefore a larger model capacity
is required against adversarial attacks. Gu and Rigazio [101]
propose a defense model, named Deep Contractive Net-
work (DCN). DCN uses a smoothness penalty similar to the
contractive autoencoder in the training phase. As a result,
it can effectively make the output of the model less sen-
sitive to the input [101], thus can increase the robustness
of the model to adversarial examples. Papernot et al. [102]
propose a defense technique, named defensive distillation,
which uses two networks, an initial network and a distilled
network. The knowledge contained in probability vectors is
transferred through distillation, thus can improve the general-
ization capabilities of DNNs so as to enhance their robustness
to perturbations [102]. Ross and Doshi-Velez [103] propose
a denfense technique by regularizing the input gradients of
DNNs. The method penalizes the degree of change in the
output to the change in the input. As a result, small adversarial
perturbations cannot significantly change the predictions of
the model. These methods [100]-[103] are generic to most
neural networks, but these methods may increase the training
complexity of the model or may be defeated by stronger
attack methods [7]. For example, it is shown that the defensive
distillation method [102] can be defeated by the Carlini and
Wagner attack [49].

Guo et al. [104] use input transformations to counter
adversarial images. They applied transformations, e.g., JPEG
compression, bit-depth reduction, image quilting and total
variance minimization, to the input images before feeding
them to the ImageNet. Their experimental results show that
after training on these transformed images, the convolutional
network classifier can effectively defense the adversarial
perturbations. This indicates that some image transforma-
tion operations can remove perturbations [104]. Similarly,
Xie et al. [105] demonstrated that randomization in the test
phase can mitigate the effects of adversarial examples. In par-
ticular, two randomization operations are applied to the input
before fed into the model, random resizing and random
padding. It is shown that these randomization operations can
defend both one-step and iterative adversarial attacks [105].
These methods [104], [105] are simple and do not modify or
re-train the target model. However, attackers can also apply
image transformations to the generated adversarial examples
to make them robust, thus ensure that the generated adversar-
ial examples can bypass these defense methods.

Detection Only Approaches: Xu et al. [106] use feature
squeezing operations to detect adversarial examples. Two
feature squeezing operations are used, including reducing the
color depth of each pixel and performing spatial smoothing.
After that, they compare the predictions of the DNN model
on the original input and the squeezed input [106]. If there
is a large difference between the predictions, the input is
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considered as an adversarial example. The method is simple
and has low computational overhead, but this method cannot
defend against the adaptive attacker who has full knowledge
of the defense technique [106]. Meng and Chen [107] pro-
pose a defense framework, named MagNet. One or more
detector networks and a reformer network are used in Mag-
Net. The instances that are found to have large perturba-
tions are rejected. On the other hand, the instances with
small perturbations are reformed towards the normal instance
by the reformer network [107], and then the reformed
instances are fed into the classifier for correct classification.
Metzen et al. [108] harden the DNN model by augmenting
a detector subnetwork which is trained on the classification
task of identifying adversarial perturbations in the inputs. It is
demonstrated that adding such a detector subnetwork to the
main classification network can detect adversarial examples
effectively [108]. Although the detector is only trained to
detect one type of attack, it can generalize well to similar or
weaker attacks. These methods [107], [108] use a detector to
determine whether the input of the target model is an adver-
sarial example, which are independent of the target model and
can provide adversarial examples detection for different mod-
els. However, these detection approaches [107], [108] require
training an additional detector to detect the input of the model
which usually introduce high computational overhead.

D. DEFENSES AGAINST MODEL STEALING ATTACKS

In this section, we will discuss the defenses against model
stealing attacks. The summary of defenses against model
stealing attacks is presented in Table 9. An intuitive defense
method against model stealing is that when the label is
outputted, no confidence information is provided. However,
this will affect the quality of the service. Lee et al. [109]
protect the machine learning models by injecting deceptive
perturbations/noises in the confidence information to mis-
lead the adversary. As a result, the adversary can only use
the labels for model stealing and require significantly more
quires to steal the model [109]. This method protect the
model without affecting the model accuracy. However, if the
attacker increases the number of queries, the attack can still
succeed.

Hanzlik et al. [110] propose an offline machine-learning-
as-a-service framework, named MLCapsule. In MLCapsule
framework, the model is allowed to be executed on the users’
side so that users can protect the privacy of their data while
the server can still control the model with intellectual property
protection. However, this method needs to encrypt the user’s
data, which will introduce the additional computational over-
head. Juuti ef al. [111] propose a technique to detect DNN
model stealing attacks, named PRADA. Since the adver-
sary steals the model via prediction APIs, PRADA analyzes
the distribution of quires and detects anomalous continuous
quires. PRADA is generic and can provide detection of model
extraction attacks for most models. However, this method is
not robust to dummy queries [112] which are used to hide the
anomalous queries of the attackers.
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TABLE 9. Summary of defenses against model stealing attacks.

[ Approaches [ Working mechanism ] Effect Advantages Disadvantages
. Injecting deceptive Makes the confidence . Attackers can still succeed
Deceptive Protect the model without with increased number of

perturbations [109]

perturbations in the
confidence information

information useless for
attackers

affecting the model accuracy

queries

MLCapsule [110]

Execute the model on
the isolated execution

Provide a secure
environment to run

Protect both the model security
and the users’ data privacy

Increase computational and
hardware overhead

environments models
Monitor the distribution Detect anomalous . .
PRADA [111] of continuous queries queries Generic Not robust to dummy queries

E. PRIVACY-PROTECTED MACHINE LEARNING
TECHNIQUES AGAINST RECOVERY OF SENSITIVE
TRAINING DATA

The defenses for machine learning models against recov-
ery of sensitive training data can be broadly divided
into three categories: (1) Cryptographic primitive-based
approaches, e.g., differential privacy, homomorphic encryp-
tion; (2) Secure aggregation/ensembles of distributed
learning, e.g., Federated Learning [113], Private Aggre-
gation of Teacher Ensembles (PATE) [114]; (3) Trusted
platforms/processors-based approaches. The summary of
privacy-protected machine learning techniques against recov-
ery of sensitive training data is presented in Table 10.

1) CRYPTOGRAPHIC PRIMITIVE-BASED APPROACHES

Abadi et al. [115] develop differential privacy based deep
learning framework. In addition, they propose techniques
to improve the efficiency of the differential privacy based
training, so as to achieve a balance between the privacy,
efficiency, software complexity, and model quality. The dif-
ferential privacy-based method [115] is generic to most
machine learning algorithms, but this method adds noise
to the gradient in the process of training the model, which

will affect the accuracy of the model. Jayaraman et al
[123] demonstrate that there is a trade-off between the pri-
vacy and the performance of the model in current privacy-
preserving mechanisms. In other words, when protecting the
privacy of the model, the current privacy-preserving mech-
anisms will also sacrifice the performance of the model
[123]. Phong et al. [116] show that the distributed learning
framework for privacy protection in [74] may still reveal
secret data to the server. Therefore, they improve the tech-
nique in [74] by using asynchronous stochastic gradient
descent to NN and introduce homomorphic encryption to
the framework [116]. The homomorphic encryption-based
method [116] use cryptographic primitive to ensure the secu-
rity and privacy of the training data without affecting the
accuracy of the model, but this method inevitably bring
high computational overhead in the training process of the
model. Rouhani et al. [117] propose a provably-secure learn-
ing framework, named DeepSecure, in which Yao’s gar-
bled circuit protocol is used to perform the secure computa-
tion. They also propose optimized implementation and low-
overhead techniques to reduce the overhead. Although more
efficient than homomorphic encryption-based method, this
method is not easy to deploy in practical applications.

TABLE 10. Summary of privacy-protected machine learning techniques against recovery of sensitive training data.

[ Categories [ Approaches [ Working mechanism | Effect [ Advantages [ Disadvantages |
Deep learning with Differential E’tr:;ll?rrllt ig:cﬁ?\rlchm;? Generic Affect the accuracy of
. differential privacy [115] privacy-based ) g the p y the model
Cryptographic the training data
primitive-based ad d]i)tievig Ieli:ﬁigrgn Zlahic Homomorphic Protect the eradients Without affecting the High computational
approaches Y 1P encryption-based g accuracy of the model overhead

encryption [116]

Yao’s garbled circuit
and low-overhead
techniques

DeepSecure [117]

Secure deep learning
with low overhead

Not easy to deploy in

Efficient and scalable .
practice

Jointly Iearn the model
using asynchronously
stochastic gradient
descent [74]; Secure
two-party computation

Distributed learning

Secure aggrega- [74]; SecureML [118]

tion/ensembles of

Protect the privacy of
data for multiple users
while achieve high

Multiple users jointly
learn a model without
sharing their data

High computational
overhead

learning on trusted

processors [120]; Deep Run the model on

platforms or

distributed model accuracy
learning Federated Learning Secure multi-party
[113] computation-based
PATE [114]; Scalable Private aggregation of Prevent attackers from Generic alggﬁ?o?altr;ﬁl di?] ¢
PATE [119] teacher ensembles accessing data model
Trusted Oblivious multi-party

Prevent attackers from Low computational Require the support of

processors-based learni 16 trusted platforms accessing the model overhead hardware platforms
approaches earning on multi-source
private data [121]
Specific i, s j Simple while i
application- Disguised-Nets [122] Use image disguising Protect model and maintaining good Only suitable for
. techniques data privacy image data
oriented model performance
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2) SECURE AGGREGATION/ENSEMBLES OF DISTRIBUTED
LEARNING

Distributed Learning Framework: Shokri and Shmatikov [74]
propose a distributed learning framework for privacy protec-
tion, where multiple entities can jointly learn a NN model
without sharing their own data and only share a small subset
of the learned parameters. The key idea is that the stochastic
gradient descent based deep learning algorithms can be exe-
cuted in parallel [74]. Mohassel and Zhang [118] propose new
protocols for privacy preserving machine learning models,
including logistic regression, linear regression, and neural
network. The protocol works in a two-server model, where
two servers train their own models on the distributed private
data by using secure two-party computation [118].

Secure  Aggregation  for  Federated  Learning:
Bonawitz et al. [113] propose a secure Multi-Party Compu-
tation (secure aggregation) based Federated Learning frame-
work. In a distributed learning model, the secure aggregation
can protect the gradient information of each user’s model.

Private  Aggregation of  Teacher  Ensembles:
Papernot ef al. [114] propose a privacy-protection training
model, named PATE. They trained multiple models using
disjoint sensitive datasets, named teacher models. The student
model is learned based on the output of a noisy aggre-
gation of all the teachers, thus cannot access the data or
parameters of an individual teacher model [114]. Papernot
et al. [119] extend PATE to large scale tasks and uncurated
datasets with errors. Specifically, they develop new noisy
aggregation approaches to ensemble the teacher models with
less noise.

The distributed learning framework methods [74], [118]
and the secure aggregation method [113] can protect the
privacy of data for multiple users in distributed deep learning
framework, but the encryption algorithm or security protocol
used in the aggregation of multiple users’ data will increase
the computational overhead. PATE methods [114], [119] can
provide training data protection for most models, but PATE
methods need to train an additional student model for users
to access the model.

3) TRUSTED PLATFORMS/PROCESSORS-BASED
APPROACHES

Another ideal privacy protection solution is to run the
machine learning model on a trusted platform. Ohrimenko
et al. [120] develop machine learning models on trusted
processors, the Intel SGX. They propose oblivious machine
learning algorithms for SVM, decision trees, matrix fac-
torization, k-means clustering, and neural networks. They
demonstrate that such trusted processors based machine
learning implementations have higher performance than
cryptography-based privacy-preserving solutions [120].
Hynes et al. [121] propose a privacy-preservation deep
learning framework, named Myelin. Myelin combines the
differential privacy and trusted hardware enclaves to train
the machine learning model. These methods [120], [121]
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use trusted platforms to prevent attackers from accessing the
model, and provide a secure privacy protection mechanism
for the training data of the model. Their computational over-
head is lower than encryption-based defense methods. How-
ever, these methods [120], [121] rely on trusted platforms,
which require the support of hardware platforms.

4) SPECIFIC APPLICATION-ORIENTED

Sharma and Chen [122] use image disguising technique for
privacy-protection in image based deep learning tasks. They
demonstrate that the images undergoing transformations and
block-wise permutation can guarantee both the privacy and
the availability of the DNN model. This method is simple and
effective. However, this method is only suitable for protecting
the privacy of image data.

F. DISCUSSION ABOUT DEFENSES

Existing protection methods can be summarized as follows.
In the training phase, the defensive works against poisoning
attacks or backdoor attacks, can be called data sanitiza-
tion [24], in which the anomalous poisoned data is filtered
out first before feeding into the training phase. The anomaly
detectors are usually based on training loss, nearest neigh-
bors, and so on [24].

In the test phase, the defense techniques against adversar-
ial examples can be called smoothing model outputs [11],
i.e., reduce the sensitivity of the model’s output to the
changes in the input. The defense techniques against sensi-
tive information leakage consists of three major categories,
distributed learning framework, traditional cryptographic
primitives-based approaches (e.g., based on differential pri-
vacy, homomorphic encryption), and trusted platform-based
approaches.

V. SECURITY EVALUATIONS

A. DESIGN-FOR-SECURITY

In a typical machine learning system design flow, the designer
focuses on the model selection and the performance evalua-
tion, but does not consider the security issues. With the emer-
gence of the above-mentioned security attacks on machine
learning systems, it is necessary to perform security evalua-
tions on the machine learning system at the design stage and
use latest secure machine learning techniques. This paradigm
can be called design-for-security, which is a necessary com-
plement to the typical paradigm design-for-performance. For
example, Biggio et al. [41] propose a framework for security
evaluation of classifiers. They simulate different level of
attacks by increasing the adversary’s ability and adversary’s
knowledge. Similarly, Biggio et al. [56] suggest to evaluate
the security of classifiers by empirically evaluate the perfor-
mance degradation under a set of potential attacks. Partic-
ularly, they generate training set and test set and simulate
attacks for security evaluations.

B. EVALUATION USING STRONG ATTACKS
Carlini and Wagner [50] evaluate ten recent detection meth-
ods and show that these defenses can be bypassed by using
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strong attacks with new loss functions. Therefore, it is sug-
gested to perform security evaluation of machine learning
algorithms using strong attacks, which includes the follow-
ing two aspects. First, evaluate under white-box attacks,
e.g., the attacker has perfect knowledge about the model,
the data and the defense technique, and has strong abil-
ity to manipulate the data or the model. Second, eval-
uate under high-confidence attacks/maximum-confidence
attacks rather than minimally-perturbed attacks only [3].
Carlini and Wagner [49], [50] show that the defense tech-
niques proposed against minimally-perturbed attacks can be
bypassed by using high-confidence attacks. The initial works
on adversarial examples aim at analyzing the sensitivity of
deep learning algorithms to minimal perturbations. However,
in order to analyze the security of a deep learning algorithm,
it is more reasonable to use the maximum-confidence adver-
sarial attacks which can reflect the security of an algorithm
under more powerful attacks [3].

C. EVALUATION METRICS

First, it is suggested to use more metrics [50], e.g., not only
accuracy, but also the confusion matrix (true positive, false
positive, true negative, false negative), precision, recall, ROC
(receiver operating characteristic) curve, and AUC (the area
under the ROC curve), to report the performance of the learn-
ing algorithm, so that the complete performance information
can be reflected, and is easy for comparison with other works.
Second, the security evaluation curves [3] can be used. Biggio
and Roli [3] propose to use security evaluation curves to eval-
uate the security of learning systems. The security evaluation
curves characterize the system performance under different
attack strength and attackers with different level of knowl-
edge [3], thus can provide comprehensive evaluation of the
system performance under attacks, which is also convenient
for comparing different defense techniques.

VI. FUTURE DIRECTIONS

Machine learning security is a very active research direction.
There have been a lot of works on tit-for-tat attacks and
defenses in recent years. We present the following future
directions on machine learning security:

1) Attacks under real physical conditions. There have
been a lot of security attacks against machine learn-
ing models, most of which were verified in digi-
tal simulation experiments. The effectiveness of these
attacks under real-world physical conditions, and the
works targeting at real physical world conditions, are
active research topics. For example, physical adversar-
ial examples can deceive road sign recognition systems,
but these physical adversarial examples are visually
obvious and unnatural. Recently, a lot of works aimed
at generating natural robust physical adversarial exam-
ples. Besides, DNN-based intelligent monitoring sys-
tems have been widely deployed. For humans, is it
possible to achieve invisibility in front of the object
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2)

3)

4)

)

6)

detectors via adversarial examples? Due to the large
intra-class differences of humans, and the dynamic
movements and different postures of humans, this is a
more challenging task than digital adversarial example
attacks and the road sign-oriented adversarial example
attacks.

Privacy-preserve machine learning techniques. In
recent years, the privacy of machine learning has
received increasing attentions. The deployment of deep
learning needs to address the issue of privacy protec-
tion, including the protection of the model’s parameters
from the service provider’s perspective and the protec-
tion of user’s privacy data from the user’s perspective.
To date, the efficiency of cryptographic primitive-based
machine learning approaches needs to be improved,
which usually introduce high overhead to the training
of the model and may degrade the performance of
the model. The distributed or integration-based train-
ing frameworks still face efficiency and performance
problems. It is necessary to study secure and efficient
machine learning algorithms, models and frameworks.
A collaborative design combining hardware platform,
software, and algorithm to protect the privacy of DNN
is a promising direction.

Intellectual property (IP) protection of DNN. The train-
ing of deep learning models require massive training
data, and a lot of hardware resources to support. The
training process usually takes weeks or months. In this
sense, machine learning models are valuable commer-
cial intellectual properties of the model providers thus
need to be protected. At present, there are only a few
watermarking based IP protection works for machine
learning models [124]. More effective and secure IP
protection methods for DNN are still open problems.
Remote or lightweight machine learning security tech-
niques. Machine learning will be widely used for plat-
forms in distributed, remote, or IoT scenarios. In these
resource-constrained scenarios, many existing security
techniques are not applicable. How to provide reliable
and effective remote or lightweight machine learning
security technique is a promising research direction.
Systematic machine learning security evaluation
method. To date, little work has been done on machine
learning security evaluation. Specifically, there is no
comprehensive method to evaluate the security and
robustness of models and the security and privacy of
the model’s training data and parameters. There is also
no unified method and comprehensive metrics to eval-
uate the performance of current attacks and defenses.
A system evaluation method involving security, robust-
ness, privacy of the machine learning systems, and the
corresponding evaluation metrics, need to be studied
and established.

What are the underlying reasons behind these attacks
and defenses on machine learning ? There are some dis-
cussions in the literature, but it still lacks of consensus.

VOLUME 8, 2020



M. Xue et al.: Machine Learning Security: Threats, Countermeasures, and Evaluations

IEEE Access

The reasons behind these attacks remain open prob-
lems. Besides, the opaqueness of the model makes
it currently lack an explanation for the output of the
model. However, in some critical applications, such
as healthcare and banking, the interpretability of the
applied model is required [11].

VII. CONCLUSION

Machine learning based applications are ubiquitous, yet
machine learning systems still face a variety of security
threats throughout their lifecycles. Machine learning security
is an active research topic and remains an open problem. This
paper presents a comprehensive survey on machine learning
security covers the whole lifecycle of machine learning sys-
tems with respect to five major types of attacks and their cor-
responding countermeasures. A general conclusion is that the
threats are real, and new security threats are constantly emerg-
ing. For example, studies show that there is a transferability in
adversarial examples, which means adversarial examples can
generalize well between different machine learning models.
It is shown that poisoning examples can also generalize well
across different learning models. The transferability can be
used to launch attacks in black-box scenarios effectively.
Due to the unexplained nature of machine learning models,
the essential reasons for these attacks, i.e., is the adversarial
example a bug or an intrinsic property of the model, need to
be further studied. This paper can hopefully provide compre-
hensive guidelines for designing secure, robust and private
machine learning systems.
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