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Abstract—The fifth-generation (5G) of cellular networks and
beyond requires massive connectivity, high data rates, and low
latency. Millimeter-wave (mmWave) communications is a key
5G enabling technology to meet these requirements thanks
to its technical potentials that can be integrated with other
5G enablers such as ultra-dense networks (UDNs) and mas-
sive multiple-input-multiple-output (massive MIMO) systems.
However, some technical challenges, which are mainly related
to specific characteristics of mmWave propagation, must be
addressed. All the aforementioned points will be discussed in
this paper before presenting the different existing architectures
of massive MIMO mmWave systems. This survey mainly aims at
presenting a comprehensive state-of-the-art review of the channel
estimation techniques associated with the different mmWave
system architectures. Subsequently, we will provide a comparison
among existing solutions in terms of their respective benefits
and shortcomings. Finally, some open directions of research are
discussed, and challenges that wait to be met are pointed out.

Index Terms—Millimeter-wave communications, massive
MIMO, channel estimation, 5G, cellular systems, spatial channel
model, lens antenna array, hybrid architecture, few-bit ADCs,
compressive sensing, beamforming.
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CMOS Complementary Metal Oxide

Semiconductor
C-OMP Covariance Orthogonal Matching Pursuit

K. Hassan is with Le Mans University, 72085 Le Mans, France, Laboratoire
d’Acoustique de l’Universit du Mans (LAUM) - UMR CNRS 6613, 72085
Le Mans, France (e-mail: kais.hassan@univ-lemans.fr).

M. Masarra, M. Zwingelstein and I. Dayoub are with University Poly-
technic Hauts-de-France, CNRS, Univ. Lille, ISEN, Centrale Lille, UMR
8520 - IEMN - Institut D’Electronique de Microlectronique Et de Nan-
otechnologie - DOAE - Dpartement Opto-Acousto-Electronique, F59313 Va-
lenciennes, France (e-mail: Mohammad.Masarra@uphf.fr, marie.zwingelstein-
colin@uphf.fr, iyad.dayoub@uphf.fr).

CoSaMP Compressive Sampling Match Pusuit
CP CANDECOMP/PARAFAC
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DFT Discrete Fourier Transform
DGMP Distributed Grid Matching Pursuit
DL DownLink
DS-OMP Dynamic Simultaneous Orthogonal
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EM Expectation-Maximization
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FDD Frequency-Division Duplexing
FFT Fast Fourier Transform
GAMP Generalized Approximate Message

Passing
GOMP Generalized Orthogonal Matching Pursuit
IHT Iterative Hard Thresholding
JCE+LS Joint Channel Estimation + Local Search
LASSO Least Absolute Shrinkage and Selection

Operator
LMMSE Linear Minimum Mean Squared

Estimator
LOS Line-of-Sight
LSE Least-Squares Estimation
MG-OMP Multi-Grid Orthogonal Matching Pursuit
MIMO Multiple-Input Multiple-Output
MMP Multipath Matching Pursuit
MMSE Minimum Mean Square Error
mmWave Millimeter-Wave
M-OMP Multiple Measurement Vector Orthogonal

Matching Pursuit
MRC Maximum Ratio Combining
MT Mobile Terminal
MU Multi-User
MUSIC MUltiple SIgnal Classification
NLOS Non-Line-of-Sight
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OMP Orthogonal Matching Pursuit
RF Radio-Frequency
RX Receiver
SC-FDE Single Carrier-Frequency Domain



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/OJCOMS.2020.3015394, IEEE Open
Journal of the Communications Society

2

Equalization
SdMP Stage-Determined Matching Pursuit
SINR Signal-to-Interference-plus-Noise Ratio
SISO Single-Input Single-Output
SNR Signal-to-Noise Ratio
S-OMP Simultaneous Orthogonal Matching

Pursuit
SSAMP Structured Sparsity Adaptive Matching

Pursuit
SS-SW-OMP+Th Subcarrier Selection SW-OMP +

Thresholding
SU Single-User
SURE Stein’s Unbiased Risk Estimate
SVD Singular Value Decomposition
SW-OMP Simultaneous Weighted Orthogonal

Matching Pursuit
TDD Time-Division Duplexing
TX Transmitter
UL UpLink
ULA Uniform Linear Array
ULPA Uniform Linear Planar Array
VAMP Vector Approximate Message Passing
ZF Zero Forcing

I. INTRODUCTION AND BACKGROUND

The next decade will encounter many emerging applications
such as connected cars, augmented reality, virtual reality,
mixed reality, 3D video, ultra-high definition video, industrial
IoT, smart cities, connected healthcare, etc. These applications
require to massively connect new devices and to exchange
more data. For instance, the global mobile traffic is expected
to grow annually by 30 percent between 2018 and 2024,
and the capacity demand in the next decade is expected to
witness a 1000-fold increase [1]. Among the fifth generation
(5G) promises, when compared to fourth generation (4G), is
to increase user data rate by 10 to 100 (up to 10 Gbit/s),
to reduce latency by 10, to increase connectivity density by
10, and also to reduce the cost and power consumption [2].
Due to this hugely increasing demand for data traffic and
massive connectivity as well as to the scarcity in the sub-6
GHz radio spectrum, researchers are trying to propose new
solutions. These are mainly based either on the new signal
processing techniques, or on densifying the network, or on
exploiting additional frequency bands.

In regards of exploiting new bands, the millimeter-wave
(mmWave) spectrum is between 30 GHz and 300 GHz (i.e.
wavelengths between 1mm to 10mm) where the large unused
bandwidth in these bands can allow the wireless systems to
support the enormously increase in capacity demand since
capacity of wireless systems increases when the exploited
bandwidth increases. Hence, mmWave communications will
play an essential role in 5G and upcoming future generations
of cellular networks [3]–[6].

Despite their bandwidth attractivity, mmWave communi-
cations systems suffer from high free-space path-loss when
compared to the sub-6 GHz ones. In addition, a substantial

attenuation is observed in some mmWave bands due to at-
mospheric absorption, and rain and snow effects. Therefore,
the mmWave signal risks to propagate over a few meters in
some scenarios, and hence mmWave communications may be
only suitable for very close-range communications such as
in indoor applications. This difficulty can be overcome for
outdoor mobile communications, where a greater transmission
range is expected, by either increasing the transmission power
or by using high-gain, high-directional antennas. Since the
transmission power is always limited by regulations, mmWave
systems must enable narrow steering beams such as the
transmitter and the receiver steer towards each other which
results in high directional gain in the wanted directions and
low gain in the unwanted ones. The desirable high directivity
is based on signal processing techniques such as beamforming
which requires to increase the number of antennas of the
antenna arrays at the transmitter and/or receiver, i.e. massive
antenna arrays are needed. This approach is facilitated by the
short wavelength of mmWave signals which makes possible
to compact more antennas while keeping the array size small.
Another aspect of mmWave system design comes from the
impossibility to directly apply the traditional digital transceiver
architectures, which are employed in sub-6 GHz, directly
to mmWave systems because of the high power consump-
tion of mmWave radio-frequency (RF) chains. Recently, new
tailored multiple-input-multiple-output (MIMO) architectures
were proposed to solve this problem namely fully-analog,
hybrid and few-bit ADCs architectures. The objective is to
reduce the total consumed power by either reducing the
number of RF chains or the power consumption per each one.

Hence, mmWave communications are a key technology
enabler for the soon expected 5G and beyond, not only thanks
to the huge available bandwidth, but also by means of its
complementary with other 5G enablers such as ultra-dense
networks (UDNs) and massive MIMO. MmWave links are
suitable for wireless backhauling and short-range communi-
cations in the small cells of UDNs while still capable of
mitigating interferences by using the high-directional antenna
arrays. This high directivity is enabled by the beamforming
ability of massive MIMO. However, the evolution of mmWave
communications is hindered by challenges that require more
insight to propose the needed solutions to reach their full
potential. Some of these challenges come from the propagation
characteristics in the mmWave bands (the path-loss, penetra-
tion loss, and the atmospheric attenuation), others come from
the high power consumption and the hardware impairments of
mmWave circuits.

The contributions of the survey

An important part of any telecommunications system is
channel estimation which is essential to optimize link per-
formance. Acquiring channel state information (CSI) is par-
ticularly challenging for mmWave systems because of the
massive number of antennas, the complex architecture of the
transceiver and the large exploited bandwidth.

The aim of this survey is to propose a comprehensive
overview of the existing channel estimation techniques for
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Table I
REVIEW OF THE MAIN TOPICS STUDIED IN THE EXISTING SURVEYS ON

MMWAVE COMMUNICATIONS SYSTEMS

Access and Coverage [5]
Channel Estimation [5], [8], [12]
Channel Measurement [5], [6], [12]
Channel Modelling [5]–[7], [12]
Cross-Layer Design [10], [12]
Key Challenges and Technical Potentials [3], [5]
MIMO Architecture [4], [5], [9]
Performance Analysis [4]
Propagation Characteristics [3], [4], [6], [7]
Standardization [10], [12]

mmWave systems. We attempt to present each estimation
method in a clear and concise manner while providing suf-
ficient level of details to offer a fair comparison among
them in terms of performance, studied scenario, and MIMO
architecture design. The studied scenario concerns the different
assumptions that were considered in existing research works,
such as i) is it a single-user or a multi-user system? ii) is the
channel a frequency-selective channel? iii) which duplexing
mode is used? iv) is it a 2D or 3D channel estimation? v) which
channel model is adopted? etc. One important thing to note is
that the channel estimation techniques are generally tailored to
the MIMO architecture of the transmitter and receiver, as well
as to the employed antenna array. As a result, some methods
are powerful when used with planar array antenna and hybrid
architecture but their performance will degrade when it comes
to lens antenna array systems or to few-bit analog-to-digital
converters (ADCs) ones.

To the best of our knowledge, there has been no survey
that discussed the channel estimation methods for mmWave
systems, although there are few surveys available such as
[3]–[15] which typically overview mmWave systems without
specifically dealing with the channel estimation aspect. Table
I shows a review of some topics related to mmWave systems
and the surveys in which each topic was largely reviewed. For
instance, a chapter in [8] was dedicated to present six channel
estimation papers which were published between 2014 and
2016. Some channel estimation papers with hybrid architecture
were reviewed in [5], [12]. However, a further inclusive review
of this aspect is needed. In particular, channel estimation
techniques with few-bit ADCs architecture, and with lens
antenna were not considered in the above mentioned surveys.

Scope and Organization

This inclusive survey focuses on the channel estimation
methods for mmWave communication systems and provides
a summary of the latest research progress in this domain. The
outline of this paper can be summarised as:
• First, in section II the characteristics of mmWave chan-

nels such as the differences between the propagation be-
havior in the mmWave bands and in the sub-6 GHz ones
are illustrated. This will help to understand the technical
potential of mmWave communications, the challenges
which have to be addressed to reach this potential, and
the enabler-technologies to reply to these challenges.

• Then in section III, we discuss the different existing
system architectures which are proposed for massive
MIMO mmWave systems. The spatial MIMO channel
models which present the special nature of highly-
directive mmWave communications are also introduced
before presenting the massive MIMO system model.

• Afterwards, compressive sensing (CS) as a mathematical
tool for channel estimation is presented in section IV.

• In the following sections, the channel estimation tech-
niques for mmWave systems are comprehensively re-
viewed. It is organised as follows: Existing channel
estimation techniques for hybrid architecture, for lens
antenna array architecture, and for few-bit ADCs archi-
tectures are respectively introduced in section V, section
VI and section VII. Conclusions are offered at the end of
each section.

• The learned lessons are presented in section VIII before
identifying some open research directions. Finally, sec-
tion IX completes the paper with concluding remarks.

The skeleton structure of our survey is illustrated in figure
1.

I. Introduction and Background

II. Characteristics of mmWave communications
II-A Propagation Characteristics

II-B Technical Potential

II-C Enabling Technologies
III. Massive MIMO for mmWave based Systems

III-A MIMO Architectures for mmWave Communications

III-B Spatial mmWave MIMO Channel Modeling

III-C mmWave MIMO System Model

IV. Compressive Sensing : Mathematical Tool for Channel Estimation

V. Channel Estimation Techniques for Hybrid Architecture Based Systems

V-A Techniques for Narrowband Systems

V-B Techniques for Wideband Systems
VI. Channel Estimation Techniques for Systems with Lens Antenna Array

VII. Channel Estimation Techniques for Systems with Few-Bit ADCs
VIII. Discussion and Open Directions of Research
IX. Conclusions

Figure 1. The outline of this survey.

Notation

Lightface letters denote scalars. Boldface lower- and upper-
case letters denote column vectors and matrices, respectively.
[A]n,m and xi stand for the entries of matrix A and vector x,
respectively. [A]n,: is the nth row of matrix A. The M ×M
identity matrix is IM . 1M is an M × 1 unity vector. The
Kronecker product of matrix A and matrix B is expressed as
A⊗B . AH is the Hermitian (conjugate transpose) of matrix
A. ‖x‖0 is the number of non-zero entries of the vector x. E [·]
is the statistical expectation. Letter j is the imaginary unit, i.e.,
j2 = −1. dxe denotes the ceiling function. An ellipsis ”. . . ”
refers to the continuation of an equation. Finally, a ∝ b means
a is proportional to b.
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II. CHARACTERISTICS OF MMWAVE COMMUNICATIONS

An increased attention has recently been drawn to the
huge spectrum in the mmWave frequency bands to meet the
increase in the global mobile data traffic and to achieve up
of hundreds of times more capacity compared to current 4G
cellular networks [16]–[18].

MmWave communications have been employed for applica-
tions such as radar and point-to-point communication for 100
years ago [19] . In the last decade, some mmWave standards
have emerged including IEEE 802.15.3c [20], IEEE 802.11ad
[21] and WirelessHD [22] which are intended to wireless
personal area networks, wireless local area networks and
wireless HDMI, respectively. Recently, the mobile network
research community dedicated a lot of atention to the sub-100
GHz systems operating in the 28 GHz, 38 GHz, 60 GHz, 71
GHz and 81 GHz bands, while the band above 100 GHz has
been studied by only a few very recent papers [23]. Some proof
of concept studies had been conducted in the last years. In May
2013, Samsung realized a 1.056 Gb/s transmission in the 28
GHz band to a distance of up to 2 km [24]. In April 2015,
a peak rate of 15 Gbps at 73 GHz was achieved by Nokia in
collaboration with National Instruments [5]. In February 2018,
Deutsche Telekom and Huawei have successfully completed
the world’s first multi-cell field tests at 73 GHz [25].

However, the propagation characteristics at mmWave fre-
quencies are different from that at the traditional sub-6 GHz
ones, that is why we will show in the following subsections
the main technical advantages and challenges of the mmWave
technology.

A. Propagation Characteristics

A major difference between sub-6 GHz and mmWave
systems in terms of propagation characteristics is in their free-
space path-loss (PLFS) [26] which is described by,

PLFS ∝
dn

λ2
, (1)

where d is the distance between the transmitter and receiver,
n is the path-loss exponent which typically equals 2, and λ
is the wavelength of the signal. However, n is less than 2 in
some scenarios of cellular networks and indoor applications
[27]. On the other hand, path-loss exponent can reach the
value of 6 in some severe environments of propagation [28].
A comparison between the microwave propagation in the
1.8 GHz GSM band and the mmWave one in the 73 GHz
bands, under the same configuration (transmission distance,
propagation environment, antenna array), shows an additional
loss of 32 dB in the mmWave band [29]. Recent urban model
experiments also show a degradation of 40 dB in path-loss
at 28 GHz compared to 2.8 GHz [28], [30]. Thus, the severe
path-loss of mmWave propagation required to be compensated
by a strong directionality.

The atmospheric attenuation of mmWave signals, which is
caused particularly by the absorption of oxygen and water
vapor, as well as the scattering of rain, must be added to
the path-loss. The atmospheric attenuation depends on the
operating frequency. The atmospheric oxygen absorption is

especially severe at 60 GHz and 120 GHz, and the water vapor
absorption is particularly very high at 180 GHz [31]. Also, rain
attenuation at mmWave frequencies is much greater than that
of sub-6 GHz frequencies [32].

Another factor which affects the propagation of mmWave
signals is their severe penetration loss which results in sus-
ceptibility to the static and dynamic blockage effect. In fact,
some obstacles, such as human bodies, doors, glass and walls,
attenuate and even can block mmWaves signals. For instance,
attenuation of a 28 GHz signal can be as high as 24 dB and
45 dB if penetrating respectively through two walls and four
doors [33]. Hence, it is not realistic to employ outdoor base
stations (BSs) to serve indoor users for example.

The severe path-loss, the vulnerability of mmWave trans-
missions to blockages, and the atmospheric attenuation affect
the choice of the operating frequencies, and require important
changes to the system design and architecture.

B. Technical Potential

Despite the challenging characteristics of the mmWave
channel, mmWave communications will be an important part
of the 5G cellular system and beyond. This is due to the poten-
tial of mmWave communications in terms of large bandwidth
availability and short wavelength.

Large bandwidth: The 5G requirements for very high data
rate communications may not be achievable by focusing only
on the heavily-occupied conventional sub-6 GHz frequency
bands. On the contrary, an abandon of the mmWave bands is
available to be exploited opening the door to multi-Gigabit
data exchange in spite of the low spectral efficiency since
a very large bandwidth is hopefully sufficient to support
very high data rates [34]. For instance, more than 12 GHz
of bandwidth is available between 60 GHz and 90 GHz
which is also called the E-band. Furthermore, the low spectral
efficiency means less complexity and more robustness making
mmWave systems more feasible. Actually, the 3rd Generation
Partnership Project (3GPP) Release 15 selected the 24∼29
GHz and 37∼43 GHz frequency bands for the deployment
of 5G mmWave systems [35]. In the future, the International
Telecommunication Union (ITU) and the 3GPP will allocate
two frequency bands around 40 GHz and 100 GHz for com-
mercial use [13]. In July 2016, the Federal Communications
Commission (FCC) dedicated several mmWave bands for
wireless services including around 28 GHz and 39 GHz for
licensed allocation, and 64∼71 GHz for unlicensed usage [36].

Short wavelength: The short wavelength is the main reason
behind the strong path-loss of mmWave signals and hence
the need for high directivity antennas which can be realised
with antenna arrays and beamforming techniques. Narrower
beams require higher number of antennas in the array which is
compatible with mmWave communications thanks to the short
wavelength. Indeed, the shorter the wavelength is, the smaller
the antenna arrays’ sizes are (since the distance between any
two antennas in the array is basically half of the wavelength)
and thus the higher the number of antennas to be packed into
the same physical array size is, and also the higher the beam-
forming gain is [5], [13], [16]. It is worth noting that a typical
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Figure 2. General system architecture of mmWave transceiver.

antenna length at 60 GHz is less than 2.5 mm for example
[13]. Another benefit of highly directional communications,
based on narrow beams at the transmitter and at receiver,
is that it helps to secure the mmWave communication link
against eavesdropping and jamming as well as to increase the
interference immunity [5], [37].

C. Enabling Technologies

The mmWave communications technology is, at the same
time, enabled by and complementary to some other technolo-
gies such as massive MIMO, advances in signal processing,
network densification and finally advances in circuit design
and integration.

Massive MIMO: The use of a large number of antennas
at BSs and for mobile terminals (MTs) is called Massive
MIMO and is an essential technology to increase the capacity
of cellular networks. Massive MIMO has been studied for
conventional sub-6 GHz systems, and is also very crucial for
mmWave systems where high directivity is mandatory [38].
Higher frequency bands offered by mmWave systems grant
the ability to design antenna arrays with a huge number of
antennas [39]. However, this will not be possible without the
recent advances in complementary metal oxide semiconductor
(CMOS) circuits which increase the capacity of circuit inte-
gration [40].

Enhanced Signal Processing Techniques: It is clear that
the conventional fully-digital MIMO system, in which one RF
chain is dedicated to each antenna, is infeasible for mmWave
systems because of the high implementation cost and high
energy consumption [18], [41], [42]. Indeed, it has been shown
that RF components can consume up to 70% of the total
transceiver power consumption [43]. For these reasons, several
mmWave hybrid architectures were proposed as alternatives to
the fully-digital one, see section III-A. These solutions offer
a good balance between system performance and hardware
complexity. However, they require to develop new signal
processing techniques for beamforming, channel estimation,
and more generally for improving system performance.

Network Densification: Network densification means in-
creasing the density of BSs deployment in the network via
several tiers and an hierarchy of macro, micro, pico and
femto cells, and leads to a multi-tier heterogeneous network
[44]. Increasing the small cells density increases capacity and

spectral efficiency of served users at the expense of increasing
the cost of interference management [45]. MmWave commu-
nications are a very good candidate for small cell deployment
mainly for three reasons i) a small cell means a short-range
communication which makes the high path-loss of mmWave
communications less unfavorable, ii) the larger bandwidth of
mmWave frequencies means higher capacity which is the main
goal of small cells deployment, iii) and the high directivity
of mmWave communications, at the transmitter and receiver,
results in better interference control.

III. MASSIVE MIMO FOR MMWAVE SYSTEMS

Millimeter-wave communication systems need to employ
a large number of antennas at the transmitter and receiver
sides. Some early research works suggested arrays of 32 to
256 antennas at the BS and 4 to 16 ones at the mobile terminal
[17], [46]. Fortunately, it is now possible to pack such number
of antennas into small packages [47], [48]. However, other
aspects such as the power consumption and cost influence
the maximum number of antennas that can be integrated in
the mmWave system. If digital signal processing techniques
are employed for baseband precoding at the transmitter (TX)
and combining at the receiver (RX) then one dedicated RF
chain per antenna is needed, where each RF chain includes
an ADC. These techniques are usually used for sub-6 GHz
systems. However, they are not affordable actually at mmWave
frequencies as the bandwidths become wider and the antenna
arrays become larger. This results in high-resolution ADCs
and high energy consumption of each RF chain. For instance,
30 mW per RF chain is consumed at sub-6 GHz frequencies,
while 250 mW per RF chain is needed at mmWave frequency
bands [18].

Figure 2 is a block diagram that illustrates the general
architecture of a hybrid mmWave transceiver. Without loss
of generality, a BS equipped with MB RF chains and NB
antennas (MB < NB) is assumed to communicate with an MT
equipped with MT RF chains and NT antennas (MT < NT)
in order to exchange some data streams [4]. In practice, the
number of RF chains at the MTs is usually less than that at
the BSs. A point to point communication is considered here,
however, this architecture could be easily extended to the case
of multi-users. The combined role of the baseband digital
processing and the analog circuit of the hybrid architecture
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Figure 3. Different MIMO architectures (a) fully-analog architecture; (b) hybrid architecture; (c) lens array architecture (d) few-bit ADCs architecture .

is to direct the beams at the transmitter or/and receiver.
In contrast with the traditional fully-digital architecture that
does not consider an analog circuit behind (before) the RF
chains at the transmitter (receiver) and considers one RF chain
per antenna, i.e. MB = NB,MT = NT [5], [49]. For this
reason, fully-digital architecture must be avoided nowadays
when it comes to mmWave communication systems although
it could be possible at some point in the future. This leads to
introducing some new hybrid architectures in order to make
the massive MIMO mmWave systems feasible. The idea is
to figure out how to reduce the number of RF chains and
the resolution of the ADCs which consequently will reduce
the total power consumption and the total cost. Different
transceiver architectures for mmWave communication will be
introduced in the following section.

A. MIMO Architectures for mmWave Communications

Fully-Analog Architecture: One solution is to reduce the
number of RF chains to one and to perform beamforming
entirely using the analog processing. As illustrated in figure
3(a) [5], [49], this is achieved by analog shifters employed in
the RF domain to adjust the phase of the RF signals at each
antenna. This solution drastically reduces the hardware cost
and power consumption.

Many studies have been carried out on the fully-analog
architecture. A codebook-based analog beamformer for
mmWave wireless personal area networks via beam switching
is discussed in [50]. [51], [52] which propose an alternative
codebook-based beamforming for outdoor backhaul based on
a joint transmitter-receiver beam scanning employing a tree-
structured codebook. Moreover, an iterative channel estimation

and analog beamforming algorithm has been investigated in
[53]–[56], where the coefficients at the transmitter and receiver
sides are calculated to reach asymptotically singular value
decomposition (SVD) elements.

Unfortunately, these solutions suffer from hardware limi-
tations due to the constant modulus constraint imposed by
the implementation of the phase shifters, hence the signals
can only be partially adjusted [5], [49]. Another drawback of
the fully-analog architecture is that it supports only one data
stream, which makes its usage for multi-user communications
tricky. However, this architecture is still a good fit for some
standards such as WirelessHD for instance.

Hybrid Architecture: The hybrid architecture represents a
compromise between the fully-digital architecture (where the
number of RF chains equals that of the antennas) and the
fully-analog one (where only one RF chain is employed).
Precoding (at the transmitter) and combining (at the receiver)
are performed in both the analog and the digital domains as
shown in figure 3(b). The idea is to employ a dimension-
reduced precoder/combiner with a small number of RF chains
(MB � NB,MT � NT) while still relying on full-size analog
precoder/combiner. Despite the reduced number of RF chains,
the performance of these architectures has been shown to be
not far from the fully-digitally ones [18], [46], [57]. This can
be explained by the sparse nature of the mmWave channel
(since the number of scatters is small), which makes the
channel matrix low-rank [6], [58], see section IV for further
illustration about sparsity. In addition, this solution supports
easily several users/data streams, their number being equal or
less than the number of RF chains. The 3GPP included the
hybrid architecture in its recommendation for 5G systems in
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2016 [59].
Furthermore, the analog processing (precoding/combining)

can be realized through different analog networks with phase
shifters, namely the fully-connected networks [60] and the
sub-connected ones [46], [61]. The idea is either to connect
each RF chain to all the antennas, or to connect it to a
subset of them. It seems that the sub-connected choice could
be practically more interesting since it reduces the cost and
complexity while still achieving a good performance when
compared to the fully-connected network [46], [61], [62].
Another alternative is to replace the phase shifters (and all
the required complementary components such as power com-
biners/splitters, control lines) with switches [62], [63]. Using
switching networks could reduce the power consumption and
complexity at the expense of lesser spectral-efficiency. One
perspective is to combine switches and phase shifters to obtain
an advantageous trade-off between them [64].

Lens Array Architecture: All the above mentioned architec-
tures consider 1D or 2D planar antenna arrays. An attractive
emerging approach is to combine lens antenna arrays with
switching networks [65], [66]. A lens array is an electromag-
netic lens with feed antennas located on the focal surface of
the lens, which allows to concentrate the signal arriving from
different directions on different antennas as depicted in figure
3(c). Hence, the spatial model of the channel can be seen as a
beamspace model. Furthermore, the beamspace of mmWave
channels is sparse since the scattering is not rich and the
power is propagated over a small number of paths [6], [58].
Due to the sparsity of the mmWave channel, a reduced-size
switching network is used to select the dominant beams in the
beamspace, which greatly reduces the number of RF chains
[65], [66]. The authors in [66] had shown that the number
of required switches (or RF chains) to achieve near-optimal
capacity in lens array systems depends on the number of
signal beams (and not on the number of antennas on the lens),
and they proposed a spatial multiplexing scheme for mmWave
communications, namely the path-division multiplexing.

Few-Bit ADCs Architecture: Reducing the power consump-
tion can be done either by reducing the number of RF chains
(as proposed in the above presented architectures) and/or by
reducing the energy consumed per RF chain. The latest is the
key motivation behind proposing to replace the high-resolution
ADCs with few-bit (e.g., 1 to 4 bit) ADCs, since high-
frequency high-resolution ADCs are well known to consume
a lot of power [18], [67], [68]. The mmWave system with
few-bit ADCs is shown in figure 3(d). Using few-bit ADCs
could even open the door to the feasibility of fully-digital
mmWave systems [18]. However, the high non-linearity errors
of quantization and the wide bands of mmWave channels pose
a lot of challenges to the design of signal processing solutions
for mmWave communications despite some recent research
works [69], [70].

B. Spatial mmWave MIMO Channel Modeling

MmWave channel models are classified into two categories
[6], physical models and analytical models. The physical
models are based on the electromagnetic characteristics of the

signal propagation between the transmit and receive antenna
arrays. They can efficiently reflect the measured parameters
and they are popular for MIMO channels, hence they are
a good choice for mmWave MIMO channels. On the other
hand, the analytical models are based on the mathematical
analysis of the channel, and they are convenient for algo-
rithm development and system analysis. The physical channel
models are divided into two categories. Deterministic models,
which characterize the real effects of the environment on
the system, but need high computational complexity, and
stochastic channel models, which require low computational
complexity, hence they are the popular choice for mmWave
system design and simulation. Thus the considered channel
model for this paper is the Saleh-Valenzuela stochastic channel
model.
Since the number of scatters is limited [6], [58], most research
works had adopted the geometric channel model to describe
mmWave channels [4], [60], [61]. Let us consider again the
system presented in figure 2. In the geometric channel model,
the NT×NB complex matrix HDL of the narrowband downlink
(DL) channel is expressed as,

HDL =

√
NBNT

LαPL,DL

L∑
l=1

αl,DLaT (θl,T, φl,T) aHB (θl,B, φl,B) ,

(2)
where L is number of paths between the BS and MT (L is
small), αPL,DL is the average path-loss, αl,DL is the complex
gain of the lth path in the DL channel, and (θl,T, φl,T) and
(θl,B, φl,B) are the azimuth and elevation angles of arrival
(AoAs) and the azimuth and elevation angles of departure
(AoDs) respectively. Finally, aB (aT) is the NB × 1 (NT × 1)
complex antenna array response (steering) vector at the BS
(at the MT). Spatially quantized AoDs and AoAs can be
employed to represent the channel over the whole space, i.e.
θl,T, φl,T, θl,B, φl,B can be obtained from a uniform grid of NG
points on [0, 2π[ with NG � L [71], [72]. This approach is
also called the virtual MIMO channel representation [73]. In
this approach, the channel in (2) can be reformulated as,

HDL = ATHαAHB , (3)

where AB ∈ CNB×L and AT ∈ CNT×L are, respec-
tively, the aggregation of the L steering vectors aB (θl,T, φl,T)
and aT (θl,T, φl,T) for l = 1, 2, · · · , L, and Hα =√

NBNT
LαPL

diag (α1,DL, α2,DL, · · · , αL,DL).
The channel is frequency-selective when the system is

wideband, hence equation (2) must be rewritten to represent
the D-delay DL channel model. The d-th delay tap is given
by [74],

HDL (d) =

√
NBNT

LαPL,DL

L∑
l=1

αl,DLpB (dTs − τl) . . .

aT (θl,T, φl,T) aHB (θl,B, φl,B) , (4)

where pB(.) is the combination of pulse shaping filter and other
filters at the BS, Ts, τl are the sampling period and the delay.
For orthogonal frequency-division multiplexing (OFDM) mod-
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ulation, the MIMO channel frequency response matrix at each
subcarrier k follows the expression [74],

HDL (k) =

√
NBNT

LαPL,DL

L∑
l=1

αl,DLql (k) . . .

aT (θl,T, φl,T) aHB (θl,B, φl,B) , (5)

where ql (k) is given by,

ql (k) =
D∑
d=1

pB (dTs − τl) e−
2πjkd
Ks , (6)

and Ks is the number of subcarriers.
The response vectors for two antenna array configurations,

namely the uniform linear planar array (ULPA) and the lens
array, are given as follows.

ULPA Response Vector: A ULPA is a rectangular array that
consists of Nh antennas in each row and Nv antennas in each
column, in the horizontal and vertical directions, uniformly
separated by a distance d. Typically, d = λ/2 where λ is the
signal wavelength. The total number of antennas within the
array is N = Nh×Nv , and each row or column is a uniform
linear array (ULA) which is considered as a special case of
ULPA. The response vector of an N -element ULA is given
by,

aULA (θ) =
1√
N

[
1 ej2π

d
λ sin(θ) · · · ej(N−1)2π dλ sin(θ)

]T
(7)

The array response for the ULPA configuration is given by
[75], [76],

aULPA (θ, φ) = ah (θ)⊗ av (φ) (8)

where θ and φ are, respectively, the azimuth and elevation
angles, and ah and av are the horizontal and vertical steering
vectors which are derived from (7) with the corresponding
angle and number of antennas.

Recently, 3D beamforming techniques for mmWave com-
munications had been introduced [77]–[79]. However, few
papers studied the estimation of the 3D mmWave channel
[80]–[82]. On the other hand, most existing research works had
considered only the 2D beamforming case, i.e. the elevation
is neglected and only the horizontal scattering is taken into
consideration. Under these assumptions, the ULPA response
is rewritten as,

aULPA (θ) = ah (θ)⊗ 1Nv (9)

where 1Nv is an Nv × 1 unity vector.
Lens Array Response Vector: Modeling the lens antenna

array is typically based on separating the energy-focusing
electromagnetic lens from the feeding antenna array where
the lens effect is approximated by a spatial discrete Fourier
transform (DFT) matrix, U, of size N × N [65], [81]–[84].
The DFT matrix is composed of N orthogonal array response
vectors steering towards N beams scanning the entire space,
and is defined as [65], [82],

[U]i×j,: = [a (ξi, ξj)]
H
, (10)

where ξi = 1
Nh

(
i− Nh+1

2

)
for i = 1, 2, · · · , Nh, ξj =

1
Nv

(
j − Nv+1

2

)
for j = 1, 2, · · · , Nv , and Nh,Nv are, re-

spectively, the number of horizontal and vertical antennas of
the lens array (N = Nh × Nv). The idea is that this special
antenna configuration transforms the above presented spatial
channel into a beamspace model. This allows us to apply a
beam selection technique in the beamspace domain directly
without affecting the width of beams nor the gain of the
antenna pattern. This model is referred to as the DFT model.

Another approach for modeling lens antenna arrays is to
study the lens and the matching antenna array as one integrated
unit and to derive an approximated closed-form of the array
response vector [66], [85], [86]. The 3D lens antenna array
can steer towards given azimuth and elevation angles, θ and
φ, based on the following response vector [85],

am (θ, φ) = e−jφ0

√
D̃hD̃vsinc

(
mv − D̃v sinφ

)
. . .

sinc
(
mh − D̃h sin θ cosφ

)
, (11)

where mh = 1,±1,±2, · · ·±Nh−1
2 and mv = 1,±1,±2, · · ·±

Nv−1
2 are the horizontal and vertical indices of each antenna

. D̃h , Dh
λ and D̃v , Dh

λ denote the electric dimensions
of the lens which are the physical dimensions, Dh and Dv ,
normalized by the wavelength, and φ0 is a common phase shift
from the lens aperture to the array. This model is referred to
as the approximated array response model.

C. mmWave MIMO System Model

Let us first consider a narrowband system model for a hybrid
architecture. The downlink is described by the NT×1 received
signal vector at the MT, which is given by

rT = HDLFBSB + n, (12)

where HDL is the DL channel matrix as defined in equation
(2), SB is the DB × 1 normalized transmitted symbols vector
with E

[
SBSHB

]
= (PB/DB) IDB , and PB is the average

transmission power of the BS. Also, FB = FRF,BFBB,B is the
NB × DB precoding matrix of the BS which combines the
baseband precoder FBB,B ∈ CMB×DB and the RF precoder
FRF,B ∈ CNB×MB . Finally, the vector n of size NT × 1 is the
additive white Gaussian noise (AWGN). The received vector
r is processed at the MT such as,

yT = WH
T HDLFBSB + WH

T n, (13)

where WT = WRF,TWBB,T is the NT × DT combiner matrix
of the MT which is assumed to consecutively apply the
RF combiner WRF,T ∈ CNT×MT and the baseband combiner
WBB,T ∈ CMT×DT . It is worth noting that the constant
modulus constraint must be applied to the RF precoder and
to the RF combiner when analog shifters are used, that is
all the entries of the matrix must have the same magnitude.
Finally, the channel matrix HDL in (13) must be replaced by
the beamspace channel matrix, H̃DL, in the case of lens antenna
array, when the lens effect is separately modeled as in equation
(10), where H̃DL = UHDL.
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The same logic can be employed for the uplink (UL) by
replacing HDL by the UL channel matrix HUL and by reversing
the combiners and precoders roles. Under the widely-adopted
assumption of channel reciprocity [87], the UL channel is a
Hermitian transposition of the DL channel HUL = HH

DL, and
one between them must be estimated to have CSI [8]. In prac-
tice, it is not obvious how to guarantee the channel reciprocity
in mmWave communications, even for time-division duplexing
(TDD) systems (where the same carrier frequency is used
for both DL and UL), due to different issues, for instance
the synchronization and calibration errors of RF chains [8].
However, it should be pointed out that the number of paths
and the AoAs/AoDs for each path are strongly correlated
for both DL and UL channels even for frequency-division
duplexing (FDD) communication systems where separated DL
and UL frequencies are employed. This property is called the
path reciprocity [86]. Assuming path reciprocity, the NB×NT
complex matrix HUL of the UL channel is given by,

HUL =

√
NBNT

LαPL,UL

L∑
l=1

αl,ULaT (θl,T, φl,T) aHB (θl,B, φl,B) ,

(14)
where αl,UL is the complex gain of the lth path in the UL
channel, and is in general different from αl,DL as introduced
in Equation (2).

For wideband systems, equation (13) is reformulated to
express the received signal at each subcarrier k. It is rewritten
as

yT (k) = WH
T (k)HDL (k)FB (k)SB (k) + WH

T (k)n (k) ,
(15)

where HDL (k) is given by (5).
In the following sections, we will explain why the CS

techniques are good candidates to estimate the sparse mmWave
channels. Afterword, an inclusive review of existing channel
estimation methods for mmWave systems with hybrid archi-
tecture, with lens antenna array, and with few-bit ADCs, is
respectively presented in section V, section VI and section
VII.

IV. COMPRESSIVE SENSING : MATHEMATICAL TOOL FOR
CHANNEL ESTIMATION

The multi-path signal components of mmWave systems tend
to be distributed into few clusters such as mmWave chan-
nels look sparse [60], [75], [88]. This sparsity characteristic
is also verified by measurements, for instance, [28], [30],
[89], [90] showed that mmWave channels typically exhibit
only 3-4 scattering clusters in dense-urban non-line-of-sight
(NLOS) environments. Thus a convenient representation of
such channels needs a comprehensive study of sparsity. The
traditional training-based channel estimation methods seem to
be not optimal under these sparse conditions due to the huge
channel size (big number of antennas at the TX and RX) and
the fact that most of what we get will be thrown away. Hence,
the aim is to estimate the non-zero elements of the channel
and one approach to solve this type of problems is to use
CS techniques [91]–[93]. CS is widely employed in wireless
communication applications like channel estimation, spectrum

sensing for cognitive radio, and localization among others [94].
CS tools handle the problem of estimating any sparse signal
by directly acquiring a compressive signal representation with
a lot fewer number of samples than that required by the
Shannon-Nyquist theorem, and from which the sparse signal
can be recovered through an optimization process [92], [95].

A signal represented by an n × 1 vector s ∈ Cn is said
to be exactly k-sparse signal if all but just k � n values
in the vector are zeros, in other words, there is a very small
number of non-zero values in the vector and the rest are zero
value elements. Mathematically, we can represent it as ‖s‖0 ≤
k. The same idea can be generalized to 2D and 3D signals.
Consider a discrete-time signal x, which can be represented by
an n×1 vector in Cn. If x is not sparse, it can be transformed
into another domain via a transformation matrix Ψ ∈ Cn×n
as follows

x = Ψs (16)

such as s represents an exactly k-sparse signal. It is very
essential to employ a careful transformation matrix which can
further expose the sparse nature of the original signal.

The objective of CS tools is to compress the dimension
of measurements by projecting the high-dimensional sparse
signals of dimension n into a reduced-dimension spaces of
dimension m � n via a measurement or sensing matrix Φ
such as

y = Φx = ΦΨs = Θs (17)

where Θ = ΦΨ is an m × n matrix. This requires first
to design a stable sensing (measurement) matrix Φ, and
consequently a matrix Θ, before proposing a reconstruction
algorithm to recover the signal x from only m ≈ k mea-
surement vector y with the best reconstruction reliability and
hence the minimum information loss. This problem is ill-posed
in general, but can be resolved for the class of signals that
have a sparse expansion. This requires that the design of the
compression matrix Θ respects some properties such as the
restricted isometry property and the small coherence [96]–
[98]. The first represents a necessary and sufficient condition
for the CS problem to be well conditioned, while the later
makes the CS technique more effective.

Many algorithms have been proposed to recover k-sparse
signals with high probability [99], where some of them
used tractable mixed-norm optimization methods [100]–[102],
efficient greedy algorithms [98], [103]–[105], fast iterative
thresholding methods [106], statistical sparse recovery [107],
and many more [94], [95], [108], [109]. We give a glance
and point out some of these algorithms. The non-convex
`0-norm problem is transformed into a convex `1-norm one,
and basis pursuit (BP) solutions [100], such as least absolute
shrinkage and selection operator (LASSO) [102], are used.
However, the BP approach is rarely implemented in real-time
wireless applications because of its high computational cost.
Orthogonal matching pursuit (OMP) is a greedy algorithm
[98] which was proposed as an effective alternative to the BP
ones [100]. In [105], compressive sampling matching pursuit
(CoSaMP), which is a parallel greedy algorithm, was intro-
duced. Moreover, the authors in [104] proposed a modified
version of the OMP, called multi-grid OMP (MG-OMP), in
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order to reduce the complexity, and to make the reconstruction
more adaptive. Another low-complexity approach, which tries
to solve the problem by iteratively refining the sparse esti-
mate, is a thresholding approach illustrated in [106]. Three
algorithms were proposed in [110]–[112] that select more
than one candidate per iteration to decrease the running time,
while for OMP one candidate is selected per each iteration.
An algorithm termed as multipath matching pursuit (MMP)
was proposed in [110], where it performs the tree search, in
which all combinations of k-sparse indices are the candidates
in the tree, and the algorithm tries to find the best candidate
from this tree that minimizes the residual. The aforementioned
algorithm imposes reasonable computational overhead while
achieving better performance over existing greedy algorithms.
A generalization algorithm of the OMP was proposed in [111]
termed as generalized OMP (GOMP) that selects more than
one index per iteration corresponding to largest correlation in
magnidute with the residual. Similar to the MMP and GOMP,
a stage-determined matching pursuit (SdMP) was proposed
in [112] that aims at selecting more than one index per
iteration that surpass a carefully designed threshold. A small
difference compared to MMP and GOMP is that the StMP
adds a pruning step after the end of some latter iterations (after
satisfying a certain sparsity level condition) in order to refine
the selection. Finally, approximate message passing algorithm
(AMP), which combines the thresholding methods with the
message passing ones, performs well for highly structured
measurement matrices [93].

A Sparse Formulation of the mmWave Channel Estimation
Problem: The mmWave system model is described in equation
(13). In what follows, some indices will be omitted for
simplicity. Let us consider the received signal at Q successive
instants when the same precoder, F, and the same combiner,
W, are employed. To exploit the sparse nature of the channel,
the concatenated matrix is vectorized, the Q × DT resultant
vector, yv , can then be written as [71], [90],

yv =
√
PFTA∗B,DZB ⊗WHA∗T,DZT + nv, (18)

where the NG×1 sparse vectors, ZB and ZT, have non-zero ele-
ments that correspond to the actual AoDs and AoAs. AB,D and
AT,D are, respectively, the NB×NG and NT×NG beamforming
dictionary matrices at the BS and MT. Each dictionary con-
sists of column vectors which represent the complex antenna
steering vectors corresponding to the NG spatially quantized
directions, i.e. it is assumed that each direction is defined by an
angle which is taken from {0, 2π

NG
, · · · , 2π(NG−1)

NG
}. Equation

(18) introduces a sparse formulation of this problem by
employing a compression matrix which can be expressed as a
function of beamforming dictionaries, precoder and combiner
matrices [71], [90]. This allows to estimate the channel by
detecting and estimating the non-zero elements of ZB and
ZT with a small number of measurements. The CS tools will
be able to guarantee that if only the compression matrix is
well-designed which in turn requires an efficient design of the
precoder and the combiner.

Hence, the estimation of mmWave channels is enabled by
reformulating the matrix system model into a sparse prob-
lem, before compressing the sparse matrices into reduced-size

Figure 4. An example of the beam patterns adopted in the first (a) and
second (b) stages in [71] when K = 3, where Sk, k ∈ {1, . . . ,K} denotes
the sub-ranges in each stage.

ones, and finally employing the appropriate CS reconstruc-
tion method. Basically, CS-based methods have a significant
improvement over most traditional ones, a conclusion made
in almost all recent studies on mmWave channel estimation
[18]. Such conclusion motivated the practical usage of CS
solutions for estimating mmWave channels as will be shown
in the upcoming sections [69], [71], [74], [88], [104], [113]–
[127].

V. CHANNEL ESTIMATION TECHNIQUES FOR HYBRID
ARCHITECTURE SYSTEMS

For the sake of attaining more precoding gains as well as
to be able to precode simultaneously multiple data streams,
numerous studies have been proposed to split the precoding
process into analog and digital domains [60], [71]. More-
over, to overcome the limitations of analog-only beamforming
mmWave systems, constrained by the analog phase shifters
amplitude which has to be constant, and by the potentially low-
resolution signal phase control, several works have adopted
the joint analog-digital hybrid architecture. Some channel
estimation methods with this hybrid architecture have been
proposed taking into account the aforementioned constraints.
Most of these works assume a frequency-flat narrowband
mmWave channel model, [62], [71], [104], [128]–[132]. How-
ever, several papers have been proposed focusing on the
frequency-selective channel case [119]–[121]. In the following
paragraphs, we will first present the different approaches for
mmWave channel estimation with hybrid architecture when the
system is narrowband, before presenting the research works
under the frequency-selective channel assumption.

A. Techniques for Narrowband Systems

Different approaches are employed to estimate the
frequency-flat mmWave channel including divide-and-conquer,
ping-pong, mode-by-mode approaches and many others. These
approaches are explained below in addition to other methods,
and they are listed in Table II with their respective references.
Furthermore, Table III refers to the definition of the parameters
used in the upcoming sections, note that the indices B, T stand
for the BS and MT, respectively.
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Table II
CHANNEL ESTIMATION ALGORITHMS FOR NARROWBAND HYBRID MMWAVE SYSTEMS.

Reference Year Approach Scenario UL/DL 2D/3D Complexity Description

Alkhateeb et al. [71] 2014 Divide-and-
conquer Single-user DL 2D O(KL2dKL/Me logK(NG/L))

OMP, LSE

Lee et al. [104] 2014 Open-loop Single-user Not
specified 2D O(LKBKTNG

2) OMP, MG-OMP, LSE

He et al. [133] 2014 Mode-by-mode Single-user UL/DL 2D Not specified A temporally correlated NLOS channel, based
on the TDD correlation statistics

Schniter et al. [88] 2014 Aperture shaping Not
specified

Not
specified 2D Not specified LASSO, LMMSE

Alkhateeb et al.
[113] 2014 Ping-ping Single-user UL/DL 2D O(KL2NB logK(NG/L)) OMP, no feedback is needed

Payami et al. [134] 2015 Ping-pong Single-user Not
specified 2D dN/Me measurements to scan

all N directions
The training time doesn’t scale with the number

of multi-path components
Kokshoorn et al.

[135] 2015 Overlapped beam
patterns Single-user Not

specified 2D
K2

log2
2(K+1)

reduction compared
to [71]

MRC, used to track fast changing channels

Peng et al. [114] 2015 AAVE Single-user UL 2D 2M time slots CS-based technique, enhances the angular
estimation resolution

Montagner et al.
[136] 2015 2D DFT Single-user Not

specified 2D dNDT
MT
edNDB

MB
eMB time slots DFT, iterative cancellation method

Mendez-rial et al.
[115] 2015 Switches Single-user DL 2D Not specified OMP, M-OMP

Chiang et al. [116] 2016 SVD avoidance Single-user Not
specified

Not
specified Not specified OMP, it exploits the orthogonality between the

array propagation vectors

Lu et al. [137] 2016 Adaptive DFT Single-user DL 2D dNDT
MT
edNDB

MB
eMB time slots

DFT, a feedback is adopted to improve the
accuracy

Han et al. [117] 2016 Two-stage
asymmetric Multi-user DL 2D Not specified Exhaustive search, CS

Park et al. [118] 2016 Spatial covariance Single-user UL Not
specified Not specified OMP, S-OMP, C-OMP, DS-OMP, DC-OMP

Zhou et al. [138] 2016
CANDE-

COMP/PARAFAC
(CP)

Multi-user UL 2D O(N2
G1N

2
G2 + T ′TMB) CP, referred to as tensor rank decomposition

Guo et al. [139] 2017 2D beamspace
MUSIC Single-user Not

specified 2D

The main complexity comes
from (i) the eigenvalue

decomposition: O(M3
BM

3
T ) (ii)

the grid search:
O(NG2NG1M

2
BM

2
T )

MUSIC, LSE, it exploits the large-scale fading
property of path directions

Guo et al. [140] 2019 Dimension-
deficient Single-user UL 2D O(MNB(NTL)

3)
CoSaMP, it reduces the influence of accidental

errors

Divide-and-conquer approach: In [71] a low-complexity
adaptive channel estimation algorithm has been proposed for
narrowband mmWave channel with large antenna arrays and
a few number of RF units at both the BS and MT sides.
The authors assumed that the amplitude of phase shifters is
constant, and that the phases are quantized. The algorithm
divides the estimation process into several stages as shown
in figure 4. At each stage, the AoAs/AoDs angular ranges
are divided into K non-overlapped angular sub-ranges, K
beam patterns are used to send the pilot signal and K beam
patterns are used to combine the signal at the receiver. So
each beam pattern at the transmitter is combined by K beam
patterns at the receiver, as a result, each stage needs K2

time slots to span all the combinations of transmit-receive
beam patterns. The beam patterns are taken from a predefined
codebook designed and proposed by the authors. The process
is then continued by calculating the magnitudes of the K2

received signals to determine or conquer the next AoA/AoD
angular sub-range for the next stage. At each stage, the process
pursues the same way as in the previous stage, in which
it divides the chosen AoD sub-range at the transmitter and
AoA sub-range at the receiver into K sub-ranges. It proceeds
this way until it achieves the desired AoA/AoD resolution.
This algorithm, initially proposed for single-path and multi-
path cases, needs K2dlogK(max(NB, NT))e time slots for
each channel path. Such algorithm is not fast enough to
track the rapid variations of mmWave channels which could
be a major drawback. Moreover, this algorithm requires an
exclusive feedback channel.

Table III
PARAMETERS GUIDE FOR METHODS PRESENTED IN THE PAPER

Parameters sheet
N The number of antennas
M The number of RF chains
L The number of channel paths
K The number of beam patterns or beamforming vectors
n, k n is the size of a sparse vector and k is its sparsity
NG, NG,1, NG,2 The numbers of points of the uniform grids
Ks The number of subcarriers
Kp A reduced number of subcarriers
D The delay spread of the channel
T, T ′ The number of frames and sub-frames, respectively.
Av The number of virtual antennas
j The index of a current iteration in an algorithm
NTS The training sequence length
NDT ,MDB Suitable integers depend on NTS
Q The number of snapshots or time instants
Nf The number of non-overlapping antenna subsets

Ping-pong approaches: Based on the same codebook de-
sign, the authors appended their work in [71] by proposing
another estimation algorithm that doesn’t need feedback in
[113]. The developed algorithm uses ping-pong iterations,
which requires a complexity of O(KL2NB logK(NG/L)), to
acquire the channel parameters, where the AoAs, and AoDs
are taken from a uniform grid of NG points. In [134] a
two-stage algorithm for single-user (SU) channel estimation
is presented as well as a codebook design which is similar
to that in [113]. The algorithm is characterized by a two-
stage handshaking between the transmitter and the receiver.
During the first stage, the transmitter uses one transmit antenna
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to send an omni-directional signal and correspondingly the
receiver senses and scans its multiple directions to detect
the AoA angles, subsequently the roles are exchanged at the
second stage such that the receiver sends a pilot signal at the
detected angles only. The two-stage estimation algorithm is
illustrated in figure 5. It needs dN/Me measurements to scan
all N required directions, where M is the number of the RF
chains in the system. Moreover, its training time doesn’t scale
with the number of multi-path components, unlike the channel
estimation method in [113].

Overlapped beam patterns approach: [135] outlined a fast
channel estimation algorithm by proposing the overlapped
beam patterns estimation concept. This concept reduces the
time slots needed to estimate the channel by K2

log22(K+1)
com-

pared to [71], with a slight degradation in performance. This
small sacrifice in degradation can be accepted when tracking
fast changing channels is required. Indeed, the concept is to
use a smaller number of overlapped beam patterns for the
same number of sub-ranges to estimate the channel, instead
of assigning one beam pattern for each sub-range as in [71]
in which the number of beam patterns should be equal to the
number of sub-ranges. The algorithm is illustrated in figure 6.

Open-loop approach: An open-loop channel estimation
technique that doesn’t need a feedback loop was proposed
in [104]. The algorithm is provided for an SU mmWave
system, and is based on CS techniques. As for many channel
estimation algorithms, the authors used the OMP and least-
squares estimation (LSE) techniques to perform the estimation
of the AoAs/AoDs and gains, respectively. However, they
also proposed the adaptive MG-OMP, this new version of
OMP enhances the estimates of AoAs/AoDs by refining these
estimates just around the regions where the AoAs/AoDs
are present which reduces MG-OMP complexity over OMP.
Through their computer simulations, the authors showed that
CS techniques, OMP and MG-OMP, outperforms the LSE
ones. In addition, the complexity reduction gained by the MG-
OMP was estimated.

Mode-by-mode approach: Another scheme was proposed
in [133] to estimate a temporally correlated NLOS mmWave
MIMO channel. The authors, first modified the parametric
channel model to an evolution temporally correlated MIMO
channel model to successfully track the channel variations.
The system is based on the TDD correlation statistics and it
exploits the reciprocity of the channel. The proposed algorithm
updates each column of the analog precoder and combiner,
this approach is called the mode-by-mode approach, in which
each mode represents one column of the analog precoder and
combiner. For each mode, a codebook is built using a group of
rotation matrices that rotate the previous mode to reconstruct
the new mode, then the algorithm chooses the codeword
that maximizes the received power. The digital precoder and
combiner are then constructed using conventional pilot-aided
estimation of the effective channel.

Aperture shaping approach: In [88], P. Schniter and A.
Sayeed proposed a technique termed as aperture shaping to
enhance the sparsity of the virtual MIMO channel. Briefly,
aperture shaping is performed by applying a fixed gain at
each antenna at both the TX and RX. The shaping coefficients

are optimised to maximize the signal-to-interference ratio.
In addition, they implemented a mmWave system that uses
modulation and demodulation techniques based on fast Fourier
transform (FFT) to further expose the channel sparsity. Finally,
waterfilling technique and Lanczos algorithm were employed
to design spectrally efficient precoding and decoding. They
solved the sparsity problem using LASSO [102], where it
was shown that their procedure approaches the perfect-CSI
capacity for a mmWave system.

AAVE approach: Based on the same assumptions as in
[71], the authors in [114] proposed a new concept called
antenna array with virtual elements (AAVE), that extends the
real antenna arrays at both the transmitter and receiver to a new
one by appending some Av virtual antennas without affecting
the physical array. The idea behind AAVE is to add some
virtual antennas to the real physical antennas at both the BS
and MT, in order to enhance the angular estimation resolution.
However, the scheme assures that no data is sent over the
virtual antennas to guarantee that no physical change has
been introduced to the antenna arrays. Based on AAVE, [114]
develops a CS angle estimation method with less overhead
and delay than [71]. The proposed method with AAVE can
obtain a resolution of O(1/Av) which is better than O(1/NG)
in [71], [135], [141].

2D DFT approach: In [136], a mmWave channel estimation
method was proposed based on the 2D DFT. The estimation of
the channel parameters is done using the iterative cancellation
method. In detail, the approach estimates the channel parame-
ters for each path using the DFT samples, after cancelling the
previous estimated parameters in each iteration. This technique
requires a training sequence of NTS = dNDTMT

edNDBMB
eMB time

slots, where ND and MD are two suitable integer parameters
to be chosen depending on the length NTS of the training
sequence. The method showed low complexity and performed
close to a known channel system. Another channel estimation
algorithm for a DL SU mmWave system was proposed in
[137] based on the DFT algorithm in [136]. The algorithm
uses exactly the same DFT technique provided in [136], while
adopting a feedback to the BS to improve the estimation
accuracy. The algorithm is illustrated as follows: First, the
BS sends its training sequence to the MT, the MT estimates
the channel using the DFT technique, and determines if
the estimation is accurate based on an adjustable threshold.
Second, the MT returns YES or NO to the BS depending on the
accuracy of its estimation. Third, the BS readjusts the length
of the training sequence adaptively according to the feedback.

Switches approach; SVD avoidance approach: In [115],
the authors proposed a new hybrid architecture for a DL SU
mmWave system using switches as an alternative for phase
shifters, to reduce cost, complexity and power consumption,
especially at MTs where these parameters are crucial. Figure
7 depicts the proposed hybrid architecture which is slightly
different from the aforementioned one as it was presented
in figure 3(b). A new CS-based channel estimation algorithm
was also developed. A multiple measurement vector OMP (M-
OMP) in [142] was considered instead of the single measure-
ment vector OMP. Phase shifters architecture versus switches
architecture were compared, the results showed a slight better
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Figure 5. Illustration of the two-stage estimation algorithm in [134], the blue colored arrows represent the AoA/s and AoD/s at the BS and MT; (a) the BS
sends an omni-directional signal, (b) the MT scans the directions, (c) the MT sends through its AoDs, (d) the BS scans the directions
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Figure 7. Hybrid mmWave MT architecture implementing switches instead
of phase shifters

performance of the architecture implementing switches over
phase shifters one. A modified version of the aforementioned
algorithm was proposed in [116] for an SU mmWave system.
The authors intended to reduce the computational complexity
and feedback overhead to the TX. The algorithm is also based
on the OMP, but unlike to [115] it avoids the computation of
the channel SVD at the RX by exploiting the orthogonality
between the array propagation vectors. In contrast to [115],
where the whole reconstructed precoder is sent back to the TX
through the feedback link, the algorithm in [116] diminishes
the feedback overhead, since it aims to reconstruct the pre-
coder at the TX, after obtaining the codebook indices through
the feedback link.

Omni-directional beam Exhaustive search AoA estimation using 
exhaustive seach

Random beam Narrow beam AoD and path gain 
estimation using CS

Stage I

Stage II

BS MT

Figure 8. The two-stage asymmetric estimation approach in [117]

Two-stage asymmetric approach: An asymmetric channel
estimation approach was proposed in [117] for a DL multi-user
(MU) mmWave system. The MU system is characterized by a
hybrid BS and analog-only beamforming at the MTs with one
RF chain for each MT. The proposed algorithm is a two-stage
asymmetric approach, an exhaustive search stage, followed by
a CS estimation stage. At the first phase, the BS sends the
omni-directional training signals to the MTs, the MTs search
in exhaustive manner for the best combining vectors to find
the AoA. Following the first phase, a second phase of CS
estimation is performed, where the MTs fix their receiving
beams to the best ones found at the first phase, while utilizing
CS tools to estimate their channel parameters. The two-stage
algorithm is depicted in figure 8.

Spatial covariance approach: In [118], a channel estimation
algorithms based on estimating the spatial covariance for a
TDD UL SU mmWave channel were proposed. Unlike the
two-step approach, where first it is needed to estimate the
channel, followed by a second step of channel covariance
calculation. The authors proposed to estimate the channel
covariance directly, and without estimating the channel ex-
plicitly. To overcome the need of estimating the channel
explicitly, the authors exploited the Hermitian property of the
spatial covariance channel matrix. A sparse Hermitian matrix
is shown in figure 9(c). Furthemore, the authors designed
the covariance OMP (C-OMP) algorithm, which is based on
the OMP and simultaneous OMP (S-OMP), to exploit this
property and to estimate the covariance of the channel. C-OMP
employs a quadratic form in its covariance calculations unlike
OMP and S-OMP where a linear form is used. As known, for a
perfect recovery using CS techniques, many measurements are
required especially for time-varying channels. Accordingly, the
authors also proposed dynamic S-OMP (DS-OMP), which was
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(a) (b) (c)

Figure 9. Different sparse matrix types (a) Unstructured sparse matrix (b)
Sparse rows matrix (c) Sparse Hermitian matrix.

inspired by S-OMP, to mitigate the number of measurements,
similarly, dynamic C-OMP (DC-OMP) was introduced. Both
DS-OMP and DC-OMP can be applied to a time-varying
analog combining matrix in a time-varying channel.

Over-complete dictionary approach: Another channel es-
timation algorithm for a fully-connected UL SU mmWave
system has been developed in [140]. The authors described
the channel estimation problem by dimension-deficient which
results from the fact that the number of RF chains is a
lot smaller than the number of antennas, hence the received
signal does not contain full CSI. The authors treated this
issue by adopting an adaptive over-complete dictionary, then
by estimating the channel parameters using CoSaMP which
improves the OMP technique by reducing the influence of
accidental errors. The proposed algorithm showed more ro-
bustness against noise, better performance compared with
non-adaptive CS techniques, with spectral efficiency close to
perfect CSI.

Other approaches: Some works tried to compete with CS
algorithms in estimating the mmWave channel. Based on a
technique termed CANDECOMP/PARAFAC (CP) decomposi-
tion, an interesting method was carried out in [138] and was
also compared to some CS techniques. In this regard, the
UL MU mmWave channel can be estimated by means of the
CP decomposition method. This procedure also referred to as
tensor rank decomposition, can be viewed as a generalisation
of the matrix singular value decomposition to tensors. Please
refer to [143] for more details. The authors stated that the CP
method can be advantageous when compared to CS techniques
in terms of computational complexity due to the utilization
of tensors. In addition, while it is somewhat troublesome to
examine the right recovery condition for generic dictionaries,
this is not the case for the CP method, hence it is more easier to
analyze and find the exact size of training overhead. Moreover,
unlike CS methods, the CP doesn’t require the quantization of
the continuous parameter space, consequently, no grid quan-
tization errors. The overall computational complexity of the
proposed CP method was shown to beO(N2

G1N
2
G2+T

′TMB),
where T and T ′ are respectively the number of frames and sub-
frames (each frame is divided into a number of sub-frames),
and NG2 and NG1 are respectively the search grid sizes within
the considered beamforming sectors. Another contribution to
estimate an SU mmWave channel was achieved in [139] based
on a 2D beamspace multiple signal classification (MUSIC)
method. The MUSIC method is used to estimate the path
directions while the LSE one estimates the path gains. The
suggested algorithm reduces the computational overhead by

exploiting the large-scale fading property of the path directions
which are believed to remain unchanged for each frame
according to the measurement results obtained in [29]. Hence
the costly computation of path directions is executed only once
per each frame. The main computational complexity analysis
of the algorithm brings out two major tasks (i) the eigenvalue
decomposition whose complexity is O(M3

BM
3
T ) (ii) the grid

search whose complexity is O(NG2NG1M
2
BM

2
T ).

B. Techniques for Wideband Systems

Most of the work done on mmWave channels estimation
assumed the narrowband case. Such assumption was found
to be not realistic for aforementioned channels, but was
considered as a first step in the development of mmWave
channel estimation. MmWave channels are wideband channels
in reality, and to be useful, channel estimation algorithms have
to take this into consideration. Recently, some works have
been proposed to estimate the frequency-selective channels
for mmWave hybrid systems, we review these works in the
following. Table IV provides a list of these research works.

Time-domain approach: In [119] a time-domain channel
estimation algorithm was proposed for both single- and multi-
user fully-connected hybrid single-carrier mmWave systems.
The authors had taken into account the bandlimitting filter and
the time required to reconfigure RF circuits. The proposed
algorithm is based on CS to estimate the AoAs/AoDs, and
on the LSE or the minimum mean square error (MMSE) to
estimate the path gains. Simulation results showed that the
proposed algorithm provides low estimation error using small
training overhead, but the main drawback of this algorithm
lies into its complexity.

Frequency-domain approaches: In [122], two frequency-
domain channel estimation algorithms for a fully-connected
OFDM mmWave system were proposed based on the S-OMP
method [145] and tested on real frequency-selective channel
models. The proposed algorithms provide a trade-off between
complexity and achievable rate, and consider the effects of the
bandlimitting filter and the time required to reconfigure RF cir-
cuits. The first algorithm termed as the simultaneous weighted
OMP (SW-OMP) provides the best performance compared
to the second one since it exploits the information on the
support coming from every subcarrier of the OFDM system.
While the second algorithm termed as subcarrier selection
SW-OMP + thresholding (SS-SW-OMP+Th) aims to exploit
information from a reduced number of subcarriers, hence it
provides a lower complexity compared to SW-OMP. Both
algorithms achieve the Cramer-Rao lower bound. Comparisons
were done for the proposed algorithms and other frequency-
selective mmWave channel estimation algorithms including
structured sparsity adaptive matching pursuit (SSAMP) [146]
and distributed grid matching pursuit (DGMP) [123]. The
simulation results show a very good performance of the
proposed algorithms.

Another frequency-domain algorithm was developed in
[121], for a fully-connected OFDM mmWave system. The
algorithm was compared with the time-domain algorithm
proposed in [119], where it provides the same estimation error
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Table IV
CHANNEL ESTIMATION ALGORITHMS FOR WIDEBAND HYBRID MMWAVE SYSTEMS.

Reference Year Scenario UL/DL 2D/3D Complexity Description

Venugopal et al. [119] 2017 Single-user or
multi-user DL 2D Not specified CS, LSE, high complexity

Venugopal et al. [120] 2017 Single-user or
multi-user

Not
specified 2D or 3D Not specified OMP, DGMP, LSE, MMSE, SC-FDE or

OFDM are considered

Rodriguez-fernandez et al. [121] 2017 Single-user Not
specified 2D Not specified

OMP, MSE, LSE, exploits the common
support between the subcarriers to reduce

complexity

Rodriguez-fernandez et al. [122] 2018 Not specified Not
specified 2D

SW-OMP:
O(MTT (Ks(NG1NG2 − (j − 1))));

SS-SW-OMP+Th:
O(MTT (Kp(NG1NG2 − (j − 1))))

SW-OMP, SS-SW-OMP+Th, provides a
trade-off between complexity and

achievable rate

Gao et al. [123] 2016 Multi-user UL 2D Not specified
DGMP, exploits the angle-domain

sparsity of frequency-selective fading
channels

Zhou et al. [144] 2017 Multi-user DL 2D O(T ′TKs)
CP, higher estimation accuracy compared

to OMP

Araujo et al. [124] 2014 Single-user DL 3D O(log(NB))
OMP, search region, a coarse stage

followed by a refinement stage
Gonzalez-coma et al. [74] 2018 Multi-user UL 2D O(MTT (Ks(NG1NG2 − (j − 1)))) SW-OMP

as the time-domain one, however with a lesser complexity. The
authors opted to use OMP and LSE techniques to estimate the
sparse channel, and exploited the common support between the
subcarriers to gain more reduction in estimation complexity. In
addition, they proposed to refine more the estimates using an
algorithm they termed as the joint channel estimation + local
search (JCE+LS), which is based on minimum square error
(MSE) to know whether an improvement of the estimates is
needed or not.

In [123], a frequency-domain CS-based UL MU chan-
nel estimation algorithm was proposed for OFDM mmWave
system. The proposed DGMP algorithm aims to exploit the
angle-domain sparsity of frequency-selective fading channels,
and solves the problem of the leakage power caused by the
continuous AoA/AoD. The simulation results showed a good
performance of the proposed algorithm.

Based on the SW-OMP algorithm developed in [122], the
authors in [74] proposed a joint UL MU channel estimation
method for an OFDM mmWave system. Afterwards, the UL
channel estimates and the reciprocity of TDD scheme were
exploited to jointly design the precoders and combiners in the
DL.

Two-stage approach: A two-stage channel estimation al-
gorithm has been proposed in [124] for an indoor SU DL
mmWave system, implementing FDD and OFDM, and oper-
ating at 60 GHz. The estimation algorithm is based on two
stages, a coarse stage followed by an amelioration stage. The
first stage of the algorithm is performed based on the OMP
CS technique, which estimates the parameters of the channel
coarsely. Subsequently, the second stage is carried out to refine
the estimates based on the maximization of the energy of the
received signal and using the so-called search region algorithm
as described in the paper. The proposed method can achieve a
low pilot overhead of O(logNB) compared to the traditional
LSE that requires a length of O(NB), and shows a quite well
performance.

Other approaches: The authors in [120] developed channel
estimation algorithms in the frequency-domain, in the time-
domain, as well as in the combined time/frequency domain.
Both single- and multi-user fully-connected hybrid mmWave
systems implementing either single carrier-frequency domain

equalization (SC-FDE) or OFDM are considered. The estima-
tors are based on CS, where OMP is the dominant technique
used to estimate AoAs/AoDs, while LSE is used to estimate
channel gains, whether for the time-domain or the frequency-
domain. However, for the combined time/frequency domain,
OMP or DGMP [123] are used to estimate AoAs/AoDs, and
LSE or MMSE to recover the gains. The results showed a
good error performance with low overhead, and a further re-
duction in complexity offered by the combined time/frequency
algorithm.

Similarly to the CANDECOMP/PARAFAC narrowband
mmWave channel estimation algorithm proposed in [138], an
MU DL channel estimation technique for OFDM mmWave
systems was proposed in [144]. The authors developed the
Cramer-Rao bound results to describe the best asymptotically
achievable performance of the algorithm, then they compared
the proposed algorithm to the OMP method, where it was
shown to provide a complexity similar to the OMP method,
but with higher estimation accuracy.

Conclusions

The usage of analog-only beamforming for channel estima-
tion in mmWave systems is constrained by many limitations,
which can be avoided using the hybrid architecture. In this
section we have seen different channnel estimation techniques
for both narrowband and wideband hybrid mmWave systems.
It can be said that there exist plenty of research works on
channel estimation for the narrowband case, while only few
papers have been proposed for the wideband one. It is known
that mmWave channels are wideband in nature, hence some
further future steps have to be taken in this regard. Clearly
the aim of most of the work that has been delivered so far for
hybrid architecture was for 2D channel estimation, this work
should be extended to the 3D case also.

VI. CHANNEL ESTIMATION TECHNIQUES FOR SYSTEMS
WITH LENS ANTENNA ARRAY

In this section, we focus on the channel estimation problem
for the mmWave massive MIMO systems with lens antenna
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array. Under this assumption, the conventional channel esti-
mation techniques for fully-digital architectures are obviously
not applicable since the number of RF chains is limited. In
addition, the above presented channel estimation techniques
for hybrid architectures are also unsuitable for lens antenna
arrays mmWave systems for mainly two reasons. The first
one is related to the simple switching network employed
at the BS and/or MT to simplify the analog beamformers
of the hybrid schemes where the RF chains are connected
with all the antennas with phase shifters and power splitters.
The simplicity of the analog precoding/combining circuits in
mmWave systems with lens antenna array comes on the price
of stronger constraint when compared to the constant modulus
one of the phase shifters network [83], [86]. Secondly, lens
antenna arrays are able to focus the signal with distinct AoAs
onto different antennas, contrary to the ULPA where the
energy is distributed uniformly on all the antennas of the array.
That is why several research works tries to develop tailored
channel estimation techniques for mmWave systems with lens
antenna array in order to exploit its focusing-energy feature
[83], [86], [147]–[151].

The authors in [149] considered a narrowband model for
the UL MU mmWave channel consisting of a massive-MIMO
BS and U single-antenna MTs. The beamspace channel is
estimated via a sparsity mask detection method where a beam
training procedure between the BS and the U users is first
employed to determine which beams with large power are
simultaneously used by the BS; this defines the sparsity mask
[152], [153]. Then, the dimension of the beamspace channel
is reduced, and conventional algorithms are used to estimate
the dimension-reduced channel. However, the BS overhead is
still proportional to the dimension of its antenna array, which
is large.

In [150], a BS equipped with a 2D lens array and a zero
forcing (ZF) precoder, communicating with U single-antenna
MTs is considered. The beams that will be employed by the BS
during the data transmission are identified via a beam selection
technique. This research work applied three different criteria
to select beams, namely the magnitude of the path [152],
the signal-to-interference-plus-noise ratio (SINR) at the MT
side [154], the capacity of the full system [155]. The authors
demonstrated that the maximum magnitude beam selection
scheme can achieve near-optimal performances in both line-of-
sight (LOS) and multi-path scenarios. The complexity and the
overhead of the above presented methods can be reduced by
utilizing CS tools [94], [156], [157] which can further exploit
the sparsity of beamspace channel.

Support-Detection-based Channel Estimation: In [83], the
beamspace channel estimation problem in a TDD system
with lens antenna array was investigated. A mmWave mas-
sive MIMO BS equipped with NB antennas and MB RF
chains communicates simultaneously with U single-antenna
users. Under the channel reciprocity assumption, the authors
proposed to estimate the uplink channel which is just a
transposition of the downlink one. They adopted the DFT
model to describe the channel, i.e. the lens antenna array
plays the role of a spatial DFT matrix which contains the
array steering vectors of different orthogonal directions. CS

tools were used to propose a support detection (SD)-based
beamspace channel estimation with low pilot overhead. Before
that a strategy for pilot transmission and adaptive selection
network was designed. Thereafter, we will briefly present the
three phases of this channel estimation method.

• Pilot Transmission : Known mutually orthogonal pilot
sequences are transmitted by the U users to the BS over
a certain duration lesser than the channel coherence time
such as the beamspace channel remains unchanged during
its estimation time.

• Adaptive selecting network : During the pilot transmis-
sion, the BS combines the received UL signal via an
adaptive selecting network which consists of a small
number of 1-bit phase shifters (equivalent to switches in
terms of simplicity and energy consumption) to efficiently
measure the beamspace channel. CS tools were employed
to design a Bernoulli random matrix adaptive combiner
such that the required recovery accuracy is guaranteed.
The application of the proposed adaptive selecting net-
work makes it possible to formulate the beamspace
channel estimation problem as a sparse recovery problem,
which significantly reduces the number of required pilot
symbols.

• SD-based channel estimation scheme : The channel es-
timation problem is decomposed into a series of sub-
problems where only one sparse channel component is
considered for each sub-problem. The idea is to itera-
tively detect the support (i.e., the index set of non-zero
elements) in a sparse vector containing the information of
a specific propagation direction at each time. Thereafter,
the influence of each channel component is removed from
the mmWave beamspace channel, and the support of the
next one is detected in a similar way. After completing
the detection of the supports of all channel components,
the beamspace channel can be estimated with low pilot
overhead.

The SD-based channel method can outperform the classical
CS algorithms (such as OMP and CoSaMP) which also
iteratively estimate all the positions of non-zero elements one
by one. The main reason is that the SD-based method only
estimates the position of the strongest element, by contrast
to the CS algorithms that can try to estimate an element
whose power is not strong enough. This becomes more crucial
when the transmit power of users is limited. Simulation results
confirm that this method provides satisfying performance and
low pilot overhead even in the low signal-to-noise ratio (SNR)
region.

Estimation of approximated lens array response: The re-
search work in [86] studies the mmWave channel estimation
problem for a general lens antenna system, i.e. a narrowband
or wideband system using a TDD or FDD mode where BS and
MT are equipped with lens antenna arrays. The specificity of
this paper comes from the fact that it is one of the pioneer
works that have adopted the approximated lens array response
model as defined in equation (11). The authors assumed that
the channel is a quasi-static block-fading one such that the
UL/DL channels can be considered constant over some period
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Figure 10. Existing duplexing schemes for mmWave MIMO systems (a) TDD
scheme (b) FDD scheme.

and change independently from one period to the next. Each
period is divided into three main phases: energy-based antenna
selection, reduced MIMO channel estimation and finally data
transmission. It is possible to apply this sequence of phases
for TDD and FDD schemes as shown in figure 10. Note that
the assumption of channel reciprocity was not needed in this
paper, and even the authors explained that the path reciprocity
assumption is more realist and sufficient to propose an efficient
tailored channel estimation method.

In the first phase, the angle-dependent energy focusing of
the lens array enables the antenna selection at BS and MT via
a simple energy detection and comparison since only a small
subset of antennas would receive (steer) significant power from
(to) the transmitter (receiver). The antenna selection at the MT
is assisted by the BS which first isotropically sends identical
training symbols such as those along the few channel paths
would be received at the MT. A similar technique is applied
to select the BS antennas but this time the MT only sends his
signal via its selected antennas which are associated with the
most powerful paths of the channel. The employed procedure
is illustrated in figure 11.

After antenna selection, the matrices of the UL and DL
channel impulse responses, as defined in (2) and (14) respec-
tively, are reduced to the corresponding submatrices associated
with the selected antennas. The following phase is to estimate
the dimension-reduced matrices which exhibit a highly sparse
structure. The UL channel matrix is estimated by sending or-
thogonal training sequences from each of the selected antennas
at the MT. The authors assumed that the received signals of
the L paths at the BS are focused on Nf non-overlapping
antenna subsets when the angle resolution of the lens antenna
array is sufficiently large. Afterwards, a correlation between
the received sequences and the training sequence with simple
peak searching is employed to estimate the channel gains. This
method is efficient since the path-division property of lens
antenna array allows to drastically reduce both inter-stream
interference within each path and inter-stream interference
in other paths. However, the inter-stream interference among
paths is much more significant in conventional antenna arrays
and that is why the channel impulse response can’t be directly
estimated.

Message passing methods: In [158], the authors investigated
the channel estimation problem for a mmWave system with

BS and MT equipped with lens antenna arrays. The DFT
channel model was adopted such as the channel coefficients are
approximately modeled as a Bernoulli-Gaussian distribution.
Thanks to the sparse nature of the channel, this research work
proposed an iterative estimation method based on two main
steps : the LSE and sparse message passing (SMP). The block
diagram of this method is presented in figure 12. The SMP
is similar to the belief propagation decoding process and its
aim is to detect the exact locations of the non-zero entries
of the sparse channel matrix or its vectorized version. This
step required first to introduce a factor graph representation
of the channel such as it is possible to identify two types of
nodes : the entries of the received signal vector, and that of
a position vector which represents the positions of non-zero
coefficients in the channel vector. The extrinsic information
on each edge is calculated by the messages on the other edges
that are connected with the same node. Then, LSE is applied to
estimate the values of the non-zero elements whose positions
were previously detected by the SMP. The new channel vector
will replace the old input of the SMP step in the next iteration.
Of course, this iterative process requires to be initialized via
a coarse LSE estimation of the channel vector without taking
into consideration its sparsity structure or its degree of sparsity.
In addition, it is needed to estimate the sparsity ratio in
each iteration. The expectation-maximization (EM) method is
employed for that purpose. Actually, the cooperation between
the LSE and SMP improves the performance of the estimation
at each iteration, until the convergence of the algorithm is
reached.

Channel estimation for 3-D lens systems: Most existing
channel estimation methods are based on the 2D beamspace
channel model. However, some papers consider the more
general 3D nature of the beamspace [81], [82], [151]. In [151],
the authors proposed an adaptive support detection (ASD)-
based channel estimation scheme based on decomposing the
3D beamspace channel estimation problem into several sub-
problems. For each sub-problem, the support of a sparse
channel component is adaptively detected by exploiting the
horizontal and vertical sparsity of the 3D beamspace channel.
Then, the influence of each detected channel component is
successively removed before detecting the support of the fol-
lowing channel component. Finally, the non-zero elements of
the 3D beamspace channel is estimated with low-complexity.

The structure of beamspace channel was further analyzed in
[81] and it was demonstrated that the dominant entries of its
matrix form a dual crossing (DC) shape. The authors proposed
an iterative DC-based channel estimation scheme with the aim
of refining the selection of dominant entries. This scheme
outperforms the existing conventional CS algorithms and the
above presented ASD. The performance of this scheme was
further improved in [82] by mitigating some iterative steps and
consequently the computational complexity was reduced.

Deep-learning-based methods: The authors in [159] pro-
posed a deep-learning-based channel estimator for mmWave
massive MIMO systems based on learned denoising-based ap-
proximate message passing (LDAMP) network. The idea is to
exploit a large set of training data to learn the channel structure
in order to estimate it. The asymptotic performance of this
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Figure 11. Proposed energy-based antenna selection with lens antenna array (a) Energy-based antenna selection at MT (b) Energy-based antenna selection at
BS.

Table V
A COMPARISON AMONG PRINCIPAL CHANNEL ESTIMATION TECHNIQUES WITH LENS ANTENNA ARRAY

Reference Year Scenario Array
Model Some Assumptions Multiplexing

Mode 2D/3D Complexity Description

Gao et al.
[83] 2017

U
single-antenna

users
DFT Channel reciprocity,

narrowband TDD 2D O(LQ(NB +
N2

f ))

Support detection scheme, only
one sparse channel component is

considered at each time

Yang et al.
[86] 2018

Single-user with
lens antenna

array

approxi-
mate

response

Path reciprocity,
narrowband or

wideband,
block-fading channel

TDD or FDD 2D O(N2
f )

Energy detector, then orthogonal
training sequences and a

correlation detector

Huang et al.
[158] 2019

Single-user with
lens antenna

array
DFT Sparsity ratio to be

estimated Not specified 2D See section
IV. 5 of [158]

Iterative message passing
algorithm combined with

least-square estimation

Gao et al.
[151] 2016

U
single-antenna

users
DFT Channel reciprocity,

narrowband TDD 3D O(LN2
f )

Adaptive support detection then
estimation of the non-zero

elements

Gao et al.
[84] 2018

U
single-antenna

users
DFT

Channel reciprocity,
wideband, beam

squint
TDD 2D

O(NBKsL+
KsMBQL+
KsMBQL2)

Successive support detection, the
supports of each path at different
frequencies are jointly estimated

Ma et al. [81] 2017
U

single-antenna
users

DFT Channel reciprocity,
narrowband Not specified 3D O(4QNf +

10N2
f +2Nf )

Iterative dual crossing method

Cheng et al.
[82] 2018

U
single-antenna

users
DFT Channel reciprocity,

narrowband TDD 3D O(2QNf +
10N2

f +Nf )
Low-complexity iterative dual

crossing method

He et al.
[159] 2018 Single-user with

a single-antenna DFT Channel reciprocity,
narrowband Not specified 3D Not specified

Learned denoising-based
approximate message passing

network

channel estimation scheme was also analyzed. The LDAMP
neural network was shown to provide better performance when
compared to CS-based methods even when the receiver is
equipped with a small number of RF chains. However, deep-
learning-based methods have to be trained on real data in
order to be capable of performing well when integrated in
transceivers.

Techniques for wideband systems: The above works did not
take into consideration the likely frequency-selective nature of
the wideband mmWave channels, and their extension to this
case is non-trivial. Indeed, the direction of beams tends to

be varying with frequency as the bandwidth and the array
size increase, this is called the beam squint. Hence, the
supports of wideband beamspace channel depend on frequency
which complicates their detection. The research work in [84]
proposed an efficient successive support detection (SSD)-based
beamspace channel estimation scheme which is similar to
the classical successive interference cancellation for multi-
user detection. For each path component of the wideband
beamspace channel, a joint estimation of its supports at differ-
ent frequencies is conducted before removing its contribution
and then estimating the remained path components. Finally, a
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Figure 12. Block diagram of the message passing method proposed in [158].

low complexity recovery of the wideband beamspace channel
is applied.

Conclusions: Table V provides a list of existing channel
estimation techniques for systems with lens antenna arrays.
Most of existing techniques employed the DFT lens array
model, the single-carrier transmission and the TDD scheme,
and assumed the channel reciprocity and a scenario of multiple
single-antenna MTs. In this context, it will be useful to further
study the channel estimation problem for wideband commu-
nications with different waveforms, also to further explore the
path reciprocity assumption for existing works, and finally to
consider the more general case of multi-antenna multi-user
system. The message passing methods seem promising and
worth more extensive research.

VII. CHANNEL ESTIMATION TECHNIQUES FOR SYSTEMS
WITH FEW-BIT ADCS

It is well known that ADCs represent a high power con-
sumption component of mmWave transceivers due to the
large bandwidth [160], [161]. This is exacerbated for massive
MIMO due to the large number of RF chains [162], where
the power consumption of ADCs dominates the total power
consumption of the whole RF chain [163]. Fortunately, the
power consumption of ADCs is greatly reduced if the res-
olution is diminished to a few-bits - typically 1 to 4 bits
-, hence the proposal for architectures with limited power
consumption using low-resolution ADCs, known as few-bit
ADCs architectures. An examination of lowering the ADCs’s
precision on the system performance was elaborated in [164],
and several efforts ushered out the feasibility and benefit of
these few-bit ADCs on the system performance compared to
high-resolution power-hungry ADCs [162], [165]. Owing to
the fact that few-bit ADCs are a strong candidate against high-
resolution ADCs for mmWave systems, various works pro-
vided the capacity analysis of such tools on mmWave systems
[67], [166]. In addition, [167]–[169] delivered some research
studies concerning the hybrid mmWave architecture with few-
bit ADCs, answering many inquiries about the number of RF
chains and the number of ADC’s bits required, in which an
energy-rate trade-off exists.

The research activity on mmWave channel estimation al-
gorithms for few-bit ADCs architectures is quite recent, and
we believe that such efforts are significant enough to be
highlighted in this section. In fact, the prime research works on
channel estimation for few-bit ADCs focused on the single-
user case, yet some works which dealt with the multi-user

case were also carried out and illustrated in this section. A
pionnering work of Mo et al. focuses on architectures with
one-bit ADCs [127]. Sparsity of the channel was exploited
to formulate the channel estimation problem as a 1-bit com-
pressive sensing problem which had been already investigated
in [170]. Thus, the proposed estimation algorithm - along
with much of the proposed estimation algorithms that follow
- was guided by the capitalized knowledge on quantized CS
techniques [171]–[176] as well as on non-mmWave MIMO
channel estimation algorithms for low-resolution receivers
[177]–[179].

In the forthcoming subsections, we will explain how channel
estimation with few-bit ADCs is applicable for both nar-
rowband and wideband mmWave systems by presenting the
research works that have been proposed for this objective.
Following that, channel estimation with few-bit ADCs but for
non-mmWave systems will be rapidly reviewed to convey the
influence of low-resolution ADCs on channel estimation. In
the end, we will present some other aspects of few-bit ADCs,
such as capacity, performance under different beamforming
schemes, and many more.

Techniques for narrowband systems: Although not realistic
for the mmWave channel, the narrowband assumption can be
considered as a starting point of research.

Traditionally, the channel estimation algorithms are based
on a beamspace representation of the channel [75], [186] that
takes advantage of the limited scattering of the mmWave envi-
ronment and leads to a problem formulation that is adequate
to compressive sensing techniques. In [127], some channel
estimation algorithms are compared: The EM algorithm [177],
[187], a modified version of EM that uses matching pursuit in
lieu of maximum likelihood to exploit channel sparsity, and the
generalized approximate message passing (GAMP) algorithm
[39]. The latter was shown to have better performance in the
low and medium SNR region. An adaptive one-bit CS scheme
based on linear programming which does not require full
optimization solving at each new measurement is proposed in
[185]. New measurements are chosen adaptively with the aim
of minimizing the region over which the final full optimization
solving is done. However, the algorithm can not be extended
to the case of few (> 1) bit ADCs. Furthermore, in this paper,
oversampling is proposed to improve the channel estimation at
low SNRs. The authors in [184] were the first to consider an
adaptive CS solution adapted to the mmWave channel with few
but > 1 bit ADCs. The problem is formulated as a sparse re-
covery problem from quantized and noisy measurements, and
a modification of the generalized expectation maximization
(GEM) algorithm [173], which is a CS algorithm for quantized
and noisy measurements, was proposed and shown to provide
equivalent or even better (at high SNRs and for average length
training sequences) mean square error than the classical CS
approach with a fixed dictionary. Figure 13 depicts the SU
mmWave system in [184] with coarse quantization at the RX,
where the feedback link is used to deliver the information
about the selected training vectors to the TX where we have
the codebook of the possible tranining vectors.

The authors in [183] and [182] presented an algorithm
for estimating the AoAs and AoDs of the sparse channel.
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Table VI
CHANNEL ESTIMATION ALGORITHMS FOR MMWAVE SYSTEMS WITH FEW-BIT ADCS ARCHITECTURES.

Reference Year Scenario Some
Assumptions Architecture UL/DL 2D/3D Complexity Description

Kaushik et al. [125] 2018 Single-user Narrowband Hybrid Not specified 2D O((NTNB)
2) EM-SURE-GAMP

Sung et al. [126] 2018 Single-user Narrowband Hybrid Not specified 2D Not specified 1-bit GAMP, provided low estimation
error

Mo et al. [69] 2018 Single-user Wideband Digital Not specified 3D O(NBNTD log(NBNTD))

AMP, showed that few-bit ADCs have a
small amount of performance losses
compared to infinite-precision ADCs

Wang et al. [180] 2017 Single-user or
multi-user Wideband Digital UL or DL Not specified O(Ks log2(Ks))

Performed similarly to an OFDM system
with infinite-resolution ADCs

Rodriguez-fernandez et al. [181] 2016 Single-user Narrowband Hybrid Not specified 2D Not specified Modified EM, showed a satisfactory
estimation error

Dong et al. [182] 2016 Single-user Narrowband Digital UL 2D Not specified Complex BIHT
Stockle et al. [183] 2015 Not specified Narrowband Digital Not specified 2D O(NQn) Complex BIHT

Rusu et al. [184] 2015 Single-user Narrowband Digital Not specified 2D O(k log(n/k)) AGEM, provided equivalent mean square
error compared to CS approach

Rusu et al. [185] 2015 Single-user Narrowband Digital Not specified 2D - Adaptive 1-bit CS

Mo et al. [127] 2014 Single-user Narrowband Digital Not specified 3D Not specified
Modified EM and GAMP, GAMP was

shown to have better performance in the
low and medium SNR region

Figures/few_bit_ADC_2.pdf

Figure 13. The SU mmWave system with coarse quantization at the receiver
in [184]

Instead of using a basis pursuit denoise (BPDN) approach
that considers the 1-bit measurements as signals corrupted
by noise, they adapted to complex-valued measurements of
the binary iterative hard thresholding (BIHT) algorithm de-
scribed in [188] that takes explicitly the 1-bit nature of the
measurement. The algorithm was shown to provide similar
performance to BPDN while having lesser complexity. An-
other channel estimation algorithm for hybrid architecture in
the SU scenario was proposed in [181]. The method is based
on a modified version of the EM algorithm combined with
MMSE estimation and OMP. The results of the proposed
algorithm showed a satisfactory estimation error when using
the low-resolution ADCs, and that using the high-resolution
ADCs doesn’t provide that much reduction of MSE. In [126]
a channel estimation algorithm for low-resolution mmWave
system was provided based on GAMP [189]. The proposed
algorithm was compared to other variants of GAMP algorithms
like the algorithm in [190] and the EM algorithm in [191],
where it was shown that the proposed one-bit GAMP algorithm
provides the lowest estimation error compared to these algo-
rithms. Moreover, it was illustrated that the three GAMP-based
algorithms perform better than the LSE without quantization.
In [125], a mmWave channel estimation algorithm for low-
resolution ADCs was proposed, in which the CS formulated
estimation of the channel was solved with the aid of the
Stein’s unbiased risk estimate (SURE) [192] within the GAMP
framework and by employing the EM [191]. The resulting
EM-SURE-GAMP algorithm was compared to the EM-GAMP
algorithm and was shown to exhibit better MSE performance
than the latter in the low and high SNR regions.

Techniques for wideband systems: The work presented so
far concentrated on the narrowband model, which is not a
realistic assumption. However, over here we present the few
works carried out for the wideband model. In [180] a channel
estimation technique was proposed for SISO-OFDM mmWave
system with low-resolution ADCs. The authors also developed

an efficient data detection algorithm that achieves the Bayesian
optimal design limits, and provided a power allocation scheme
to reduce the symbol error rate. The results shown in the
paper revealed that the proposed schemes perform similarly
to an OFDM system with infinite-resolution ADCs. The work
presented in [69] proposed a channel estimation algorithm
with few-bit ADCs exploiting the sparsity of the channel in
both the angle and delay domains. The estimation algorithm
is based on the AMP algorithms. In particular, the authors
proposed to use the GAMP algorithm detailed in [190] and the
VAMP algorithms detailed in [193], [194], they also proposed
a training sequence design and an FFT-based implementation
that provides low complexity to the estimation process. The
results of their paper [69] show that few-bit ADCs incur only
small amount of performance losses compared to infinite-
precision ADCs. It is worth noting that [69] is an extension of
[127] in terms of ADCs precision and channel model, where
a narrowband channel was assumed and one-bit ADCs were
studied in [127]. Another work dealt with frequency selective
channel estimation using 1-bit quantization for a multi-user
uplink massive MIMO mmWave system was provided in
[195]. A channel estimation algorithm was proposed based on
the EM algorithm [177] combined with sparse recovery tech-
nique iterative hard thresholding (IHT) [106]. The proposed
algorithm was shown to provide a good channel estimation
performance through simulation results.

Non-mmWave systems: Under different conditions, some
works dealt with the acquisition of channel information with
the assumption of low-resolution ADCs but not for mmWave
systems and channels. Some of these works include, [179]
where a joint channel-and-data estimation algorithm for low-
precision ADCs system was proposed based on the optimal
Bayes estimator, and [196] where the bilinear generalized
approximate message passing (BiG-AMP) technique was em-
ployed. A recent paper [197] studied channel estimation for
multi-user uplink massive MIMO systems with 1-bit spatial
sigma-delta ADCs. The authors explain the benefits of using
the sigma-delta ADCs in reducing the noise on the signal,
where it was shown through simulation results that the sigma-
delta modulation reduces the quantization error of the low-
resolution ADCs. The authors proposed to use the linear
minimum mean squared estimator (LMMSE) to estimate the
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channel based on the Bussgang decomposition [198] which re-
formulates the non-linear quantizer model using an equivalent
linear model plus quantization noise.

Other aspects of few-bit ADCs systems: Many papers stud-
ied the effects of low-resolution ADCs on mmWave systems
for different aspects rather than channel estimation, includ-
ing achievable throughput, achievable capacity, beamforming
schemes and types, spectral and energy efficiency, codebook
designs, and many more. One of these works is [199], where
the authors studied the effects of low-resolution ADCs in two
cases. First, they showed that the capacity of single-user SISO
systems can be achieved by combining least-squares channel
estimation with joint pilot and data symbols detection. Second,
they showed that the use of maximum ratio combining jointly
with least-squares channel estimation is adequate for the use
of high-order constellation (example 16-QAM) in the case of
multi-user uplink massive MIMO system. The authors in [200]
provided a performance comparison between a system using
hybrid beamforming and a system using digital beamforming,
where the comparison was delivered for a multi-user sce-
nario wideband mmWave system. Evaluations exhibited that
for systems implementing low-resolution ADCs, the digital
beamforming is more spectral and energy efficient than the
hybrid one, and can convey a higher rate.

Conclusions: The high power cost of the RF chains in
mmWave systems raises many questions mainly because a
high power-hungry ADC is needed at each RF chain, this
high power cost can be mitigated using few-bit ADCs. In
this section we have presented the methods that have been
proposed for mmWave channel estimation with few-bit ADCs.
The popular ones are listed in Table VI. These works studied
the narrowband and wideband systems. As we can see, all
of them except [180] and [69] considered the narrowband
case. Thus, more attention has to be appended for wideband
case in the future. Thereafter, we have seen the importance
of low-resolution ADCs for non-mmWave systems and some
few other aspects of them.

VIII. DISCUSSION AND OPEN DIRECTIONS OF RESEARCH

In this paper, we have provided a comprehensive overview
of the state-of-the-art of channel estimation techniques for
mmWave systems. A lot of work in this domain was conducted
in the past few years as we have seen in the above sections.
Existing techniques for hybrid architecture systems, for ones
with lens antenna array and for ones with few-bit ADCs
are respectively summarized in Tables II and IV, V and VI.
However, a lot of work also remains to be done in order to
develop efficient channel estimation techniques for mmWave
cellular systems. We list in the following some identified future
research directions.
• Duplexing techniques: At this stage the TDD is consid-

ered to be the best choice for mmWave systems. Recently,
the FDD have gained more attention thanks to the huge
available bandwidth in the mmWave frequency bands.
Most of existing channel estimation methods assume that
the employed duplexing technique is TDD. To the best
of our knowledge, the only exception is the solution

proposed in [86] for systems with lens antenna array.
Thus it will be useful to come up with solutions that adapt
to the FDD case for the three aforementioned system
architectures.

• Wideband frequency-selective channels: The wide band-
width available in the mmWave bands leads inevitably
to frequency-selective channels since the different fre-
quency components will experience independent fad-
ings. This problem is traditionally solved by employ-
ing appropriate waveforms such as OFDM, filter bank
multi-carrier (FBMC) or universal filtered multi-carrier
(UFMC), among others, refer to [12] for more details.
The channel estimation for wideband problem has been
mainly studied for hybrid architecture with OFDM. This
area must be further explored to cover all the architectures
and all the waveforms in order to propose tailored channel
estimation solutions and to try to keep up with the latest
advances in this domain.

• Multi-user scenario: The application of mmWave com-
munications to cellular systems implies to consider multi-
user communications. This also requires to employ some
multiple access scheme such as orthogonal frequency-
division multiplexing access, semi-orthogonal multiple
access scheme [201], or non-orthogonal multiple access
[202]. Most of the above presented works either consider
a single-user or several users with single-antenna per
user, which is not realistic. The employed multiple access
scheme must be taken into consideration in the design of
channel estimation techniques. Furthermore, an additional
effort must be dedicated to the pilot contamination prob-
lem which could limit the number of scheduled users and
degrades the channel estimation accuracy.

• Graphical models: The channel estimation problem can
be reformulated such as it can be represented in fac-
tor graph models which allows to employ the message
passing algorithms as a powerful solution. This approach
was exploited in the literature especially for the systems
with few-bit ADCs where the GAMP is mainly used. It
is promising to extend this effort to the other mmWave
system architectures, and to other variations of mes-
sage passing algorithms such as expectation-propagation
algorithms and belief-propagation algorithms and their
different approximations.

• Machine learning: It is not complicated to collect a large
amount of wireless communications data which makes
worth investigating if machine learning tools are capable
to inspect the structure of the received signal and hence
to estimate the mmWave channel. This idea becomes
more legitimate with the recent advances in machine
learning fields especially the deep learning which pro-
poses several efficient tools such as deep convolutional
neural networks, recurrent neural Networks, and Bayesian
neural networks, and their different variations. For the
time being, this axe of research was rarely studied, that
is why it is deemed as promising and attractive.

• 3D : A 3D channel estimation means that neither the
elevation scattering nor the horizontal scattering is ne-
glected. Indeed, it is more practical to know the AoAs and
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the AoDs in both the horizontal and the vertical plans. A
quick look on Tables II, IV, V and VI, shows that few
papers studied the 3D channels estimation for mmWave
systems with lens antennas arrays. Even in these papers,
the 3D estimation was not combined with other assump-
tions like FDD, wideband channels, different waveforms,
path reciprocity, multiple-antenna terminals. This issue
must be fixed by introducing new 3D estimation solutions
for the hybrid architectures and the ones with few-bit
ADCs, and by including other realistic assumptions.

• Antenna array design: Beamforming gains are enabled by
antenna arrays which are composed of several antenna
elements that can be distributed via different geometrical
configuration (linear, planar, circular) [203] and array
layouts (uniform and non-uniform) [204]. All existing
channels estimation works for hybrid architectures and
the ones with few-bit ADCs assume a uniform linear
planar geometry of the antenna array. It will be useful
to adapt the channel estimation techniques according to
the employed array configuration.

• High mobility : Accurate alignment of narrow beams of
mmWave transmission is essential to avoid a significant
loss in received power in the high mobility scenarios,
such as vehicular mmWave systems, since the high
mobility will increase the beam training and alignment
overhead. In order to establish a stable link between the
BS and the MT, the channel estimation, and hence the
beam alignment, must be completed or joined with a
beam tracking scheme in order to track the variations in
AoDs/AoAs at the receiver. Despite the efforts deployed
in this area [205], [206], some extensive research is
needed to develop practical and fast estimation/tracking
algorithms for mmWave channels.

• Quantization errors: In the literature, the beam steering di-
rections are assumed to be quantized, i.e. the AoAs/AoDs
are considered discrete against continuous ones in prac-
tice, which leads to quantization errors in channel estima-
tion algorithms. The impact of this quantization errors on
the performance of existing algorithms must be evaluated
and new improved ones must be proposed if necessary.

• Cognitive radio: One solution to increase the spectral
efficiency and to reply to the increasing traffic demand
is to combine cognitive radio and mmWave commu-
nications, this perspective had been studied in several
recent research works [207]–[209]. In this context, the
problem of joint channel estimation and spectrum sensing
for the secondary and the primary users must be further
investigated.

IX. CONCLUSIONS

This survey will serve as a useful review of the state-of-
the-art of channel estimation techniques for mmWave massive
MIMO communication systems. The systems design and the
channel characteristics to be taken into consideration were
first explained. Afterwards, we treated with a casual and non-
analytical way the principal channel estimation methods so as
to provide an essential knowledge on each one among them.

This treatment was applied to the three main mmWave system
architectures namely the hybrid architecture, the lens antenna
array one, and the one with few-bit ADCs. However, the reader
is recommended to further dig for more understanding of the
details of each method.
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