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Synonyms

Person following

Related Concepts

�Articulated People Tracking
�Multiple Object Tracking (MOT)
� People Detection
� Person Re-identification
�RGB-D People Tracking
�Visual Object Tracking (VOT)

Definition

People tracking is the process of estimating and
recording the locations of target people in 2D
image sequences (monocular computer vision) or
3D spaces over time (binocular computer vision).
It may also refer to the process of estimating and
recording the pose (or joint locations) of target
people.

Background

Visual object tracking is a fundamental problem
in computer vision. As a person is the most
important type of object, people tracking has
received tremendous interest from both academia
and industry. While generic object tracking meth-
ods can be directly applied to people tracking,
there are also many algorithms and schemes that
are tailored for people tracking.

Monocular People Tracking

Monocular people tracking finds applications
in surveillance, video indexing, and many
other video analytic applications. When a
specific person is considered, people tracking
can be treated as a generic visual object
tracking problem. The most well-known tracking
algorithm is the Kanade-Lucas-Tomasi (KLT)
feature tracking algorithm [1]. The basic idea
is to find a bunch of good features to track
and then estimate the object changes based
on the points movement. It was the dominant
tracking algorithm before the MOSSE tracker [2]
was proposed. MOSSE tracker is a correlation
filter (CF)-based tracker designed for fast object
tracking. There have been several modifications
to this method, including kernelization [3] and
scale adaptation [4]. In recent years, the Siamese
fully convolutional network (SiamFC)-based
trackers have attracted much attention [5, 6].
These trackers also perform fairly well on human
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Monocular and Binocular People Tracking, Fig. 1
Fully convolutional Siamese network for visual object
tracking [5], where z is the target object and x is the search
image. CNN denotes the convolutional neural network

for feature extraction, and * denotes the cross-correlation
operation. The output is a scalar-valued score map, where
the location of the maximal value indicates the location of
the object in the search image

objects. Figure 1 shows the architecture of the
original SiamFC tracker.

When multi-person tracking is considered, it
can be similarly treated as a generic multiple
object tracking (MOT) problem. In MOT
research, it is often assumed that object detection
results are given in each frame as input, and the
tracking task is to associate the detections to
find object trajectories. Existing works solve the
data association problem based on the Hungarian
algorithm, Markov decision process (MDP) [7],
or more complex graph models [8]. There are a
handful of efforts that treat object detection and
tracking as a coupled optimization problem [9].

For the human object, there is a stronger
demand to jointly optimize detection and
tracking. It is observed that people detectors
are able to locate pedestrians even in complex
street scenes, but false positives have remained
frequent. Tracking methods are able to find a
particular individual in image sequences but
are severely challenged by real-world scenarios
such as crowded street scenes. Therefore, the
advantages of detection and tracking should
be combined in a single framework [10].
Breitenstein et al. [11] propose a tracking-by-
detection algorithm which uses the continuous
confidence of pedestrian detectors and online
trained, instance-specific classifiers as a graded

observation model. Tang et al. [12] propose
training people detectors explicitly on failure
cases of the overall tracker.

In addition to the tracking algorithms which
treat a human in its entirety, there are approaches
which utilize the body parts or articulations.
Rather than simply determining the position and
scale of a person, Andriluka et al. also extract
the 2D articulation [10] or 3D pose [13] for the
tracking task. Shu et al. [14] extend part-based
human detection methods to the tracking task.
Henschel et al. [15] use body parts, such as the
head and/or shoulder, to facilitate person tracking
in very crowded scenes.

Note that, although person reidentification
has been a separate research topic, it is a
highly related concept. Traditionally, person re-
ID addresses the association of people across
nonoverlapping cameras, but it can be used for
linking the detected persons across the whole
video after long-term occlusion in multi-person
tracking [16]. Some of the results achieved by
this work are shown in Fig. 2.

Binocular People Tracking

People detection and tracking are key capabilities
for a mobile robot acting in populated environ-
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Monocular and Binocular People Tracking, Fig. 2 Some tracking results achieved by [16] on the MOT16
benchmark. The line under each bounding box indicates the lifetime of the track

ments. It is often addressed in the context of
binocular vision because a robot can be equipped
with two cameras. Conversely, robot control and
human-robot interaction are the most important
applications of binocular people tracking.

Around a decade ago, when the mainstream
tracking algorithms were feature-based tracking,
Chen et al. [17] proposed a binocular person
following algorithm which uses Lucas-Kanade
feature detection and matching to determine the
location of the person in the image and thereby
control the robot. Matching was performed
between two images of a stereo pair, as well
as between successive video frames. It is one of
the earliest works that do not rely on clothing
colors for tracking.

Usually, depth information can be estimated
from a pair of stereo images. The depth
information complements the appearance model
and allows tracking algorithms to achieve good
results in challenging scenarios. The majority of
binocular people tracking algorithms are directly
based on RGB-D data, but the depth information
can be used in different ways. For example, Ess
et al. [18] consider multi-person tracking in busy
pedestrian zones. The depth information is used

to verify people candidates obtained by a people
detector. Luber et al. [19] combine a multi-cue
person detector for RGB-D data with an online
detector that learns individual target models. In
the 3D tracking method proposed by Cao et al.
[20], depth information obtained from a moving
binocular camera is used to detect and recover
from occlusions.

Open Problems

People tracking faces challenges when there
are appearance changes due to illumination,
pose changes, or cluttered background. But
the biggest challenge arises from the person
interactions and long-term occlusions in crowded
real-world scenes. These may cause identity
switches between multiple tracked people.
Incorporating long-range person re-ID into
the tracking algorithms could be a feasible
solution. Besides, joint detection and tracking
is a promising approach to improve the overall
system performance.
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