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CHAPTER 3

Flying to the Clouds: The Evolution 
of the 5G Radio Access Networks
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Abstract  The number of connected devices and the amount of data traffic 
exchanged through mobile networks is expected to double in the near 
future. Long Term Evolution (LTE) and fifth generation (5G) technolo-
gies are evolving to support the increased volume, variety and velocity of 
data and new interfaces the Internet of Things demands. 5G goes beyond 
increasing data throughput, providing broader coverage and reliable 
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ultra-low latency channels to support challenging future applications. 
However, this comes with a cost. As such, the architectural design of radio 
access network requires due consideration. This chapter explains why the 
radio access network is critical to 5G success and how novel trends on 
edge computing, network slicing and network virtualisation perform a 
critical role in optimising resources on emerging 5G infrastructures.

Keywords  5G • Network function virtualisation • Radio access 
networks • Cloud radio access networks

3.1    Introduction

The combination of widespread adoption of smartphones and the Internet 
of Things (IoT) presents telecommunications operators with significant 
challenges that legacy architectures were not designed to handle. An ever-
increasing number of consumers use a plethora of bandwidth-intensive 
mobile applications, not least social media and video streaming, and device 
capabilities driven by affordable data plans. At the same time, the Internet 
of Things is driving data exchange; the number of smart end-points, for 
example, smart home and healthcare devices, will reach about 1.1 billion 
devices in 2022 (Cisco 2019). Globally, mobile devices and connections 
will grow to 12.3 billion by 2022 at a compound annual growth rate of 
7.5% generating 77 exabytes (EB) of mobile traffic (Cisco 2019).

As discussed in Chap. 1, innovations such as Ipv6 and new paradigms 
in computing such as fog, edge and dew computing are enabling the IoT, 
however, LTE and 5G play a critical role in network connectivity. 
Furthermore, 5G, in particular will stimulate innovation and value through 
new applications and business models to support unprecedented connec-
tivity and coverage. These applications and business models require 
increasingly heterogeneous and demanding service levels in terms of secu-
rity, reliability, latency, throughput and so on (Li et al. 2018). In order to 
support these requirements, 5G technology evolves the 4G network 
through a new high frequency radio technology that provides greater data 
rates. Due to the smaller coverage of the high frequency radio technology, 
5G needs more base stations to cover the same area than 4G, which in 
turn offers more resources to cope with the massive connectivity and low 
power demands of IoT devices. 5G technology can also ‘slice’ radio 
resources to offer more reliability, more bandwidth, or ultra-low latency 
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according to the demand of the heterogeneous services coexisting within 
the 5G network (Popovski et al. 2018).

One of the main economic issues for operators of mobile infrastructure 
is that the average revenue per user (ARPU) is not growing as quickly as 
the traffic demand. As such, network operators are looking for mecha-
nisms to sweat legacy infrastructure and reduce costs:

there has […] been a need for cost-effective solutions that can help operators 
accommodate such huge amounts of mobile network traffic while keeping addi-
tional investment in the mobile infrastructure minimal. (Taleb and Ksentini 
2013, p. 12)

5G may be the answer. However, this may be a blessing in disguise. 
Firstly, while new business models and use cases may generate new value 
and revenue streams, it will also result in even greater heterogeneity, data, 
and QoS demands. Secondly, the cost of a 5G base station cost is esti-
mated to be 4X of an equivalent Long-Term Evolution (LTE) base station 
and, due to the usage of higher frequencies, 5G is likely to need around 3 
times more base stations to achieve the same coverage as 4G networks. 
Wisely et  al. (2018) estimate that a 5G network with 100 times more 
capacity than a 4G network is 4 to 5 times more expensive than that 4G 
network. Finally, 5G’s base station power consumption is estimated to 
reach 3X that of an LTE’s. 5G uses massive multiple-input multiple-
output (MIMO) antennas to perform beamforming and gain bandwidth. 
In contrast, LTE MIMO antennas usually use no more than 4 by 4 ele-
ments; 5G MIMO is expected to adopt 64 (at transmitter) by 64 (at 
receiver) antenna elements. It requires more power amplifiers and 
analogue-to-digital paths, and consequently increases power consumption 
to tens of kilowatts per base station. Clearly, the cost of deploying 5G is an 
important issue. Therefore, one solution is greater optimisation of the 5G 
radio access network (RAN) architecture in order to save resources. As a 
result, the telecommunication operators need to distribute their network 
infrastructure to the edge to cope with the growing number of mobile 
users and the related bandwidth-intensive mobile applications, minimising 
the communication path between users and services, and consequently 
decreasing the delay and alleviating pressure on core network operation. 
In this context, distributed cloud data centres, network virtualisation and 
slicing techniques (such as Software Defined Networking (SDN), Network 
Function Virtualisation (NFV), and Virtual Network Function (VNF)) 
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perform critical roles in ensuring service availability, network enhance-
ments and cost reduction. As Taleb et al. note

Along with recent and ongoing advances in cloud computing and their support 
of virtualised services, it has become promising to design flexible, scalable, and 
elastic 5G systems benefiting from advanced virtualisation techniques of cloud 
computing and exploiting recent advances relevant to network function virtu-
alisation. (Taleb et al. 2016, p. 84)

Understanding the components of distributed data centres (at both the 
infrastructure and application levels) and the relationship between them is 
very useful for analysing and optimising both infrastructure and resource 
placement for composing VNF chains.

In this chapter, we provide a summary of the evolution of 5G architec-
tures and explain why RAN designs are critical to 5G success and conse-
quently, the success of IoT. We describe how the components and their 
functionalities evolved over time to meet the user and application require-
ments. We also present how some key technologies, such as SDN and 
NFV, support the evolution of cellular networks. We conclude with cur-
rent research challenges and opportunities in this area.

3.2    The Evolution of Radio Access 
Networks (RANs)

The section outlines the evolution of RANs from Distributed RANs to 
Cloud RANs, Heterogeneous Cloud RANs and Fog Computing RANs.

3.2.1    Distributed Radio Access Networks

Early generations of cellular systems used to have a baseband unit (BBU) 
and remote radio head (RRH) components physically integrated and 
located at the bottom of a Base Station (BS) connected to a Radio 
Frequency (RF) antenna at the top of the tower through heavy electrical 
cables. However, this architecture presented significant RF signal propa-
gation loss in the electrical cable feed resulting in degraded signal trans-
mission/reception power and quality (Liu 2017). As a result, 
telecommunications operators began to adopt a separated BBU and RRH 
architecture based on distributed Radio Access Network (D-RAN or 
just RAN).
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In D-RAN, as shown in Fig.  3.1, each BS is composed of two co-
located components: (1) a digital unit (DU) or BBU, and (2) a radio unit 
(RU) or RRH; these two components were connected through a Common 
Public Radio Interface (CPRI). The BBU is the component responsible 
for baseband processing, that is processing calls and forwarding traffic. 
The RRH is responsible for digital radio signal processing by transmitting, 
receiving and converting signals, as necessary. Each BS is connected to the 
core network through a backhaul.

In conventional D-RAN architectures, improving the operational 
capacity of a cell means to densify the network however this results in 
increased cost as additional BS’ need be deployed and each BS has an 

Fig. 3.1  A traditional D-RAN architecture
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associated RRH and BBU. Additionally, in this scenario, the processing 
resources of a BBU cannot be shared among other RRHs.

Wang et al. (2017) propose an alternative means to improve the system 
by making use of technologies, such as coordinated multipoint (CoMP), 
to reduce the interference and increase the throughput. However, this 
solution has two main drawbacks: (1) it applies stringent delay constraints 
for control and signalling to guarantee on-time coordination between BS 
(NGMN Alliance 2015), and (2) it is not designed to deal with the pro-
cessing capabilities of distributed BSs. As the volume of end users and 
complexity of the services offered by the operators has increased, new 
drawback in conventional D-RAN deployments emerged. For instance, 
average spectral efficiency gains of only 20% were observed in RAN 
deployments (Sun and Peng 2018). As a result, Cloud RANs (C-RANs) 
have emerged as a centralised solution, moving the BS functionalities to 
the cloud in order to optimise the resources and improve energy efficiency 
(Wu et al. 2015; Peng et al. 2015a, b).

3.2.2    Cloud Radio Access Networks (C-RANs)

The main design principle of C-RAN architecture is to relocate some of 
the cellular network functions to the cloud infrastructure. In 2010, IBM 
proposed a wireless network cloud (WNC) to decrease network costs and 
obtain more flexible network capabilities (Peng et  al. 2011). In 2011, 
China Mobile Research Institute launched the C-RAN architecture and 
ZTE Corporation proposed network solutions to comply with the C-RAN 
requirements. Following this lead, many telecom operators started to 
develop new solutions based on virtualisation techniques in order to guar-
antee flexibility and take advantage of cloud features. Network operators 
understand that the main cost of 5G is incurred at the RAN, therefore 
they decided to invest in new types of open and low-cost architectures.

To address the main limitations present in traditional RANs, the RRH 
and BBU functions were physically decoupled in C-RAN architectures. As 
shown in Fig. 3.2, the RRH is kept at the BS but now the BBU is migrated 
to cloud infrastructure. To connect the BBU with the respective RRHs, 
there is a need for a high-speed and low-latency front-haul communica-
tion channel (Hossain et al. 2019; Ren et al. 2018); bandwidth require-
ments for these links depends on the level of the split between BBU pool 
located in the cloud and RRH. As presented in (Peng et al. 2015a, b), 
there are three different functional split of C-RAN architectures: (1) fully 
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centralised, (2) partially centralised and (3) hybrid. In the fully centralised, 
all processing and management functions of base stations are performed 
by the BBU pool at the cloud. This way, basically all data need to be trans-
ferred from RRH to the cloud, requiring a high bandwidth. In the par-
tially centralised configuration, the RRH performs the functions related to 
RF, such as signal processing; and the other management functions are 
performed in the cloud by the BBU pool. This option reduces the band-
width requirements between the RRH and the cloud. However, the inter-
action between processing and managing functions can be complex, 
making the separation difficult. In this case, the third type of split, the 
hybrid, moves some types of processing functions to the cloud and assigns 
them to a new separated process. This option facilitates the resource man-
agement and reduces the energy consumption on the cloud side.

Fig. 3.2  A general architecture of a C-RAN cellular network
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The front-haul communication channel can be implemented using a 
wide variety of technologies including millimetre wave technologies, stan-
dard wireless communication, and optical fibre communication (Hossain 
et  al. 2019). While fibre optics are used to support high transmission 
capacity, these are constrained by cost and deployment flexibility. Wireless 
technologies with 5–40 GHz carrier frequencies are lower cost and more 
flexible in terms of deployment. Liu (2017) notes that with C-RANS:

…the conventional complicated and power-hungry cells can be simplified to 
RRH only, reducing capital expenditures (CAPEX) and operational expendi-
tures (OpEx) related to power consumption and cell maintenance. (Liu 
2017, p. 221)

In this way, several RRHs can be deployed at distributed BS to provide 
seamless coverage and high throughput for a large number of users (Pan 
et al. 2018), while a pool of BBUs can share computational resources in 
the cloud infrastructure thereby optimising resource usage. As such, in 
C-RANS, the most intensive computational tasks are now performance in 
BBUs allocated in the cloud. These tasks include signal modulation, pre-
coding matrix calculation, channel state information estimation, and 
Fourier transformation (Hossain et al. 2019; Wang et al. 2018). In addi-
tion, the monitoring of the RRHs operational status can be used to 
dynamically adapt the number of active BBUs in the cloud reducing the 
energy and operational cost (Pan et al. 2018).

As highlighted in Hossain et al. (2019), there are several advantages in 
adopting C-RAN architectures. In a traditional RAN architecture, the 
deployment and the commissioning of a new BS is very expensive and 
time-consuming. In contrast, in C-RAN systems, the deployment of an 
equivalent infrastructure is relatively easier since only a new RRH need be 
installed and associated BBU services deployed in the cloud. With this, it 
is possible to cover new areas or split the cell in order to improve its capac-
ity. Suryaprakash et al. (2015) suggests that the adoption of C-RAN can 
reduce CAPEX by approx. 15%. Furthermore, it is possible to improve 
energy efficiency. As all BBUs are allocated in the cloud, the telecommu-
nications operator is able to monitor the BBUs operation and apply strate-
gies to dynamically change their mode (low power sleep mode or shut 
down) to save energy saving energy (Wu et al. 2015).

There are some drawbacks in adopting C-RANs, not least security. 
C-RAN architectures may suffer the same problems of traditional 
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networks, such as primary user emulation attack and spectrum sensing 
data falsification (Tian et al. 2017). In addition, if all BBUs run in the 
cloud, any problem in the cloud infrastructure can compromise the whole 
service operation. Peng et al. (2016a) note that centralised signal process-
ing in the cloud can introduce the risk of higher latency. The constrained 
capacity of front-haul links is also a problem. This results in a significant 
negative impact on both energy efficiency and spectral efficiency (Sun and 
Peng 2018). Two proposed innovation to address these issues are hetero-
geneous C-RAN (H-CRAN) and fog RAN (F-RAN).

3.2.3    Heterogeneous Cloud Radio Access Networks

Heterogeneous CRAN (H-CRAN) is an architecture that takes advantage 
of two approaches: CRAN and Heterogeneous Networks (HetNets). 
HetNets are composed of a set of small cells that transmit signals with low 
power within a traditional macro cell network (Anpalagan et al. 2015). 
Hetnets allows short radio transmission distance resulting in reduced cost 
and promotes capacity enhancement (Yang et al. 2015).

Small cells can be classified as microcells, picocells, or femtocells. These 
types of cells are differentiated by output power, cell radius, number of 
users, and Distributed Antenna Systems (DAS) integration (see Table 3.1). 
DAS is a distributed version of a MIMO system that aims to provide spa-
tial diversity to avoid path loss and shadowing. Consequently, the signal 
reception quality and the physical layer security at receivers are improved 
(Wang et al. 2016). H-CRANs, as well as HetNets, present different types 
of small cells in their architecture, which are spread along a macro cell 
coverage area (Marotta et al. 2017).

HetNets have two important types of nodes: high power nodes (HPNs) 
and low power nodes (LPNs). HPNs, such as macro cell base stations 
(MBS), are in charge of wide network coverage. LPNs, such as small cell 

Table 3.1  Cell specification. (Adapted from Mishra (2018))

Femto cells Pico cells Micro cells Macro cells

Output power 1–250 mW 250 mW–1 W 1–10 W 10–50+ W
cell radius 10–100 m 100–200 m 0.2–2 km 8–30 km
Users 1–30 30–100 100–2000 2000+
DAS integration No Yes Yes Yes
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base stations (SBS), are low powered nodes densely deployed, offering 
high data rates in hot spots and seamless mobility, referring to the SBSs 
(Sun and Peng 2018). To manage complexity and for efficiency and cost-
effectiveness, HetNets support self-organisation, allowing cooperation 
between the base stations to optimally coordinate their resources.

The use of HetNet HPNs brings advantages to C-RAN architectures in 
terms of backward compatibility and seamless coverage in cellular net-
works, since in a C-RAN architecture, RRHs focus on high capacity 
instead of coverage. Furthermore, HPNs enable convergence of multiple 
heterogeneous radio networks and control signaling in the network (Alimi 
et al. 2017). In H-CRAN architectures, RRHs assume the role of LPNs by 
performing simple functions (such as radio frequency management and 
simple symbol processing). The BBU is responsible for coordination 
between HPNs and RRHs to mitigate inter-tier interference. The BBU 
pool is also responsible for important upper layer functions (Sun and Peng 
2018; Ali et al. 2017).

In H-CRANs, the control and data plane are decoupled. Data rate is 
the responsibility of an RRH (LPN) while control plane functionality is 
allocated to HPNs (Zhang and Wang 2016; Ali et al. 2017). Figure 3.3 
presents an H-CRAN architecture and its elements. The HPN located in 
the macro cell communicates with SBS’ through the control plane. RRHs 
located in small cells communicate by front-haul with the BBU pool 
through the data plane. In this architecture, the communication from the 
HPN to the cloud, from the cloud to the core network, and from the core 
network to the HPN are done by the back-haul channel.

3.2.4    Fog Computing Radio Access Networks

Fog Computing Radio Access Network (F-RAN) exploits the edge and 
storage capabilities of fog computing to address the front-haul constraints 
of previous architectures C-RANs and H-CRANs. The C-RAN and 
H-CRAN architectures centralise their software process at the cloud 
resulting in a heavy load on the front-haul link. To mitigate this problem, 
Peng et  al. (2016b) proposed the F-RAN architecture based on the 
H-CRAN architecture with the addition of two components: (1) a fog 
computing-based access point (F-AP), RRH equipment with caching, 
cooperative signal processing, and radio resource management (RRM); 
and (2) fog user equipment (F-UE), a smart user terminal that also con-
tains caching, cooperative signal processing, and RRM.  With both 
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components, the proposed architecture (Fig.  3.4) receives local traffic 
from the F-APs or F-UEs, preventing traffic overloads from the front-haul 
to the cloud BBU.

The F-UEs can communicate to each other through an adaptive tech-
nique device-to device (D2D) or using the F-UE based relay mode. For 
instance, the F-UE can exchange data directly with another F-UE using 
the D2D technology (Peng et al. 2016b). Meanwhile, the relay mode uses 
an F-UE as intermediary communication to other F-UEs. As mentioned 
earlier, the F-APs are RRH equipment that store a content cache and are 
used to forward and process incoming data. Because the F-APs and F-UEs 
contain caching, the control plane and part of the data plane can be trans-
ferred to them. As such, some requests will be processed locally addressing 
front-haul limitations (Peng et al. 2016b).

Although the F-RAN aims to minimise the disadvantages of C-RAN 
and H-CRAN, some questions about the new architecture are still open, 
such as caching, SDN and NFV. Caching on F-AP and F-UE devices 
requires intelligent resource allocation strategies to be efficient and thus 

Fig. 3.3  An H-CRAN architecture
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alleviate front-haul overhead. Device caching is limited and can save little 
data locally. Thus, if both resource allocation and caching are not efficient, 
using F-RAN will not make sense and will not help with front-haul relief 
(Peng et al. 2016b). SDN, originally designed to be applied in wired net-
works, has been adapted for use in F-RANs. However, its structure is 
based on a centralised operation, while the F-RAN is based on a distrib-
uted one. As such, SDN needs to be adapted to this new context. In the 
same way, virtualising the SDN controller in F-RAN architectures remains 
a challenge (Guizani and Hamdi 2017).

3.3    Network Function Virtualisation 
and 5G Networks

5G networks deliver six benefits: high capacity, high data rate, low end-to-
end latency, reduced costs, improvement of energy efficiency, and massive 
device connectivity (Zhang et  al. 2015). Consequently, it needs ultra-
densified networks, device-centric architecture, and specialised hardware. 

Fig. 3.4  An F-RAN architecture
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There is also a need to coexist with legacy infrastructures, e.g. 2G, 3G, and 
4G technologies, which increases management cost and complexity. A 
solution to address these factors is to implement the 5G network functions 
as software components using NFV (Alimi et al. 2017).

The initial purpose of NFV was to reduce CapEx and OpEx using vir-
tualisation technology and to allow network operators sweat legacy infra-
structure. NFV implements, through virtualisation technologies and 
leveraging standard servers, network functions in software, instead of run-
ning them on purpose-built hardware (Gomes et al. 2015). SDN enables 
the network operator to manage network functions through the abstract 
lower-level functionality, separating the control plane and data plane. At 
the same time, NFV is a technology that enables flexible and fast deploy-
ment of network functions in commodity devices instead of dedicated 
purpose-built hardware (Zeng et al. 2017). The combination of NFV and 
SDN brings several advantages for the network operator such as energy 
efficiency, network programmability (Miozzo et al. 2018; De Souza et al. 
2018), network slicing (Ordonez-Lucena et  al. 2017; Chartsias et  al. 
2017; Zhang et  al. 2015; ETSI 2013; Zhou et  al. 2016; Schiller et  al. 
2015), and dynamic bandwidth adjustment to reduce the delay (Zhang 
et al. 2015; Jahan 2015). For example, it is possible to identify the optimal 
resources to meet a specific demand and allocate them into the network 
using SDN/NFV (De Souza et al. 2018). SDN/NFV is increasingly being 
adopted by network operators not only for reduced CapEx and OpEx but 
also because it offers new service and revenue generation opportunities 
from legacy infrastructure by reducing the maturation cycle, deploying 
services faster (reduced time to market), and targeting particular customer 
segments or geographic markets with specific software and software con-
figurations (Lynn et al. 2018).

In an effort to improve C-RANs, NFV has been used to virtualise the 
RAN architecture (ETSI 2013; Peng et  al. 2015a, b; Rost et  al. 2014; 
Dawson et al. 2014; Peña et al. 2019). ETSI outline a virtualised RAN use 
case in a C-RAN architecture where the BBU functions can be executed in 
a Network Function Virtualisation Infrastructure (NFVI) environment, 
such as a data centre. Peng et al. (2015a) used a H-CRAN solution based 
on NFV that included virtualised radio and computing resources for both 
intra and inter RAN technologies. Rost et al. (2014) proposed RAN-as-a-
Service (RANaaS) to ensure flexible a functional split between a central-
ised cloud (e.g. C-RAN) and a distributed operation (in conventional 
mobile networks). They sought to take advantage of the flexibility of 
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virtualised RAN functions, while delay-stringent functions remained at the 
BS’ with the less stringent ones deployed centrally in the cloud. Dawson 
et al. (2014) proposed a virtual network architecture for Cloud-RAN base 
stations that presents the core network with an abstracted view of the 
physical network. Abdelwahab et al. (2016) explored the potential of NFV 
for enhancing the functional, architectural, and commercial feasibility of 
5G RANs including increased automation, operational agility, and 
reduced CapEx.

The RECAP project developed the next generation of cloud, edge and 
fog computing resource management, that supports complex applications 
and networks, and make use of network and service function virtualisation 
to handle heterogeneous underlying architectures and dynamic resource 
provisioning. Representative uses cases were proposed to demonstrate the 
challenges and one of the use cases is owned by TIETO, the largest IT 
service company in the Nordics. TIETO provides new solutions leverag-
ing on the possibilities enabled by 4G and beyond mobile technologies in 
conjunction with cloud and fog computing. Through the RECAP project, 
TIETO evaluated 5G technologies by simulating network characteristics 
and QoS requirements, focused on improving reliability and reducing net-
work latency. The RECAP solution for TIETO relies on SDN and VNF to 
dynamically provide resources (application placement and infrastructure 
optimisation) considering the QoS and QoE requirements (Peña 
et al. 2019).

3.4    Challenges and Future Directions

C-RAN is currently established as an alternative to the distributed cellular 
RAN. It centralises mobile network functions and is shown to consistently 
reduce capital and operational expenditures of such networks. Despite 
this, there is currently a number of opportunities for architectural 
improvements.

In order to meet the requirements of 5G deployments, C-RAN tech-
nology must evolve to reduce the costs of high-speed front-haul networks. 
CPRI-based front-haul demands high data rates (typically 10 to 24 Gbps 
per RRH) and small latency (100 μs to 400 μs) due to the nature of the 
I/Q data (Gomes et al. 2015). As such, options like Ethernet-based links 
appear as cost effective alternatives to replace CPRI as they are based on 
low-cost equipment and it brings statistical multiplexing capabilities to the 
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front-haul. Despite offering high data rates, Ethernet presents delay and 
synchronisation issues that remain as barriers to further adoption.

Greater energy efficiency is critical for future 5G mobile networks. The 
deployment of small 5G cells and heterogeneous networks will increase 
network energy demands. Harvesting ambient energy (through solar and 
wind power technology) are needed to make such deployments economi-
cally feasible and environmentally sustainable thus reducing energy con-
sumption. At the same time, strategies to conserve energy at BBUs and 
RRHs (sleep mode) will be more and more employed (Hossain et al. 2019).

Even though the advantages of H-CRAN are well-documented, there 
are some open challenges in terms of operability. Front-haul and backhaul 
links may suffer additional burden due to the increasingly massive volumes 
of data received by the BBU pool (Zhang et al. 2017). The high density 
of base stations also may result in issues in H-CRAN architecture, such as 
inefficient resource usage, signal interference and degraded throughput in 
cases where distant cells are located at the cloud edge (Tran et al. 2017).

Supporting a massive amount of device-to-device communications 
brings several challenges that must be overcome in order to make 5G 
radio access the main infrastructure for the IoT. First, new IoT services 
and applications will change the traffic matrix at the RAN, as there will be 
an increase in connections between devices at the edge and between these 
devices and the distributed applications hosted close to the BBU. Such a 
traffic matrix will lead the front-haul to change uplink and downlink 
requirements. Second, the sheer mass of new IoT devices will bring new 
mobility management issues due to the increase in handoff and location 
operations. This will, in turn, be impacted by the centralised nature of 
C-RANs that can impose additional latency to perform these operations. 
To manage the complexity inherent in such a massive volume of heteroge-
neous and geographically distributed end-points, self-organisation pres-
ents itself as a solution and an avenue for further research (Hossain 
et al. 2019).

In terms of security, C-RAN technology is subject to threats from cloud 
systems and cellular systems (Hossain et al. 2019). Research in this area 
needs to employ security frameworks and techniques from both worlds 
(cloud and cellular) to promote new solutions for maintaining user pri-
vacy, trust among devices in HetNets, and among devices from different 
operators. The security challenges also extend to physical security. Wireless 
communications, by their nature, are susceptible to eavesdropping, and 
standard solutions based on encryption often impose infeasible or 
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unacceptable computing and communication overheads. This way, devel-
opment of strategies to exploit the physical characteristics of the radio 
channel for security is an active research field (Peng et al. 2016a)

3.5    Conclusion

Radio access networks, and 5G technologies in particular, provide the net-
work connectivity to enable the Internet of Things. In this chapter, a sur-
vey is presented on the evolution and improvements of radio access 
networks for 5G cellular networks (D-RAN, C-RAN, H-CRAN, and 
F-RAN) by presenting their infrastructure details, advantages, and limita-
tions. A selection of key emerging technologies, such as SDN and NFV, 
and their benefits are also discussed. 5G deployments, energy efficiency, 
massive device-to-device communications, and security in RAN-based 
architectures all present potentially fruitful and necessary avenues for 
research as the adoption of the Internet of Things accelerates. We believe 
that this survey serves as a guideline for future research in 5G networks, as 
well as a motivator to think about on the next generation 5G RAN archi-
tectures for the Internet of Things.
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