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ABSTRACT: In the recent few years, there was a concentrated search on Arabic Optical Character 
Recognition (OCR), especially the recognition of scanned, offline, machine-printed documents. However, 
Arabic OCR consequences are dissatisfying and are still a developed research area. Finding the best feature 
extraction techniques and selecting an appropriate classification algorithm lead to supreme recognition 
accuracy and low computational overhead. This paper presents a new Arabic OCR model by integrating both 
of Genetic Algorithm (GA) and the Fuzzy K-Nearest Neighbor classifier (F-KNN) in a unified framework to 
enhance the identification accuracy. GA is utilized as a feature selection algorithm that has better convergence 
and spread of solutions with candid variation preservation mechanism. The F-KNN algorithm is more 
appropriate to classify ambiguous or uncertain data objects in the sense that every object belongs to all classes 
with different degrees of membership. The suggested model semantically fuses bio-inspired based feature 
vectors with fuzzy KNN classifier to build accurate membership function for each class. Experimental results 
compared to other approaches revealed the effectiveness of the suggested model and demonstrated that the 
feature selection approach increased the identification accuracy process. 

INDEX TERMS: Arabic OCR, Fuzzy Classification, Feature selection, GA. 

I. INTRODUCTION 
 

Optical character recognition is the automatic recognition of 
characters from images with lots of applications such as 
document recovery, zip code recognition, car plate 
recognition, and many banking and business applications. In 
general, OCR is divided into online and offline character 
recognition systems [1]. Online OCR recognizes characters as 
they are entered and utilizes the speed, direction of individual 
pen strokes and order to achieve a high level of identification 
accuracy in recognizing handwritten text. However, offline 
OCR is more complex. This kind of recognition must get over 
many complexities, such as similarities of distinct character 
shapes, interconnections of neighboring characters, and 
character overlaps. Although offline systems are less precise 
than online setups, they are broadly used in specialized 
applications such as interpreting handwritten postal addresses 
on envelopes and reading currency amounts on bank checks. 
Furthermore, offline OCR saves money, time, and has the 
ability to rewrite old and historical documents in electronic 
format [2] [3]. Consequently, obstacles encountering offline 
OCR, and the increasingly urgent need for OCR applications, 
make offline OCR an exhilarating field of research. 

OCR system aims to accomplish a high recognition rate, 
overcome the poor quality of scanned images, particularly in 
historical documents, and adapt style and size variations 
within the same document. Regardless of other languages, 
Arabic OCR is still developing because of the complicated 
nature of Arabic words structure and syntax. Some of these 
complexities are that [3]: (1) every character has two or four 
shapes where the form of each letter relies on its location in 
the word as shown in Table I. (2) The shape of some characters 
is similar, but difference arises with the position and dots 
number such as ( ث, ت, ب ), which can be written either above 
or below the characters. (3) The characters are written 
connected to each other. Yet, some characters cannot be 
accompanying to latter characters that cause a word to have 
many connected components; these are called Pieces of Arabic 
Words (PAWs). Moreover, special marks called diacritics, 
written above or below the character, are used to adjust the 
character accent (see Fig. 1). 
     The performance of the OCR relies on the quality of the 
input text, processing of text image, and the different 
classification techniques used to improve the identification 
rate. Generally, the OCR system involves six stages: image 
acquisition (scanning), segmentation, preprocessing, feature 
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extraction, classification, and post-processing, as shown in 
Fig. 2 [4]. The two major factors that affect the OCR 
recognition rate are: (1) a set of representative features from 
word images and (2) a robust classification algorithm [5]. The 
selection of a stable and representative set of features is the 
core of OCR system design. This operation selects the most 
important features of a word and joins them in a feature vector, 
yet simultaneously ignores the unimportant ones. OCR 
classification techniques can be broadly grouped into three 
categories [5] [6]: heuristic (e.g., fuzzy logic), template 
matching (e.g., dynamic time warping), and learning-based 
methods (e.g., neural networks). These algorithms, until now 
do, not reach a suitable and fitting consequence. With Arabic 
OCR as they are not generalized training data well and 
sensitive to common types of distortions.  
 
 

TABLE I: ARABIC CHARACTER FORMS. 
 

Name     Isolated Initial  Medial Final 
Alif ا --------- أ 
Baa ب بم بم ب 
Taa ت  تح تح ت 
Thaa ث ثن ثن ث 
Jiim مج جم جم ج   
Haa مح حم حم ح  
Khaa مخ خم خم خ 
Daal د        د 
Zaal ذ    --------- ذ 

   

 
 

FIGURE 1. Printed Arabic script characteristics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 2. Optical character recognition steps. 

 
 

Feature selection is the process of getting the most 
applicable inputs for a predictive model. These techniques can 
be used to recognize and ignore unnecessary, unimportant, and 
redundant features that do not participate or decrease the 
accuracy of the predictive model [6]. The Genetic Algorithm 
(GA) is one of the most advanced and strong algorithms for 

feature selection. This is a stochastic method for function 
optimization based on the mechanics of natural genetics and 
biological evolution. As mentioned and shown in this article, 
we try to clarify how genetic algorithms can be applied by 
selecting the most relevant features in order to optimize the 
performance of the predictive model.  

There are many advantages of genetic algorithms over 
other optimization algorithms. Two of the most notable are the 
ability to deal with complex problems and parallelism. Genetic 
algorithms can deal with various types of optimization, 
whether the objective (fitness) function is stationary or non-
stationary (changes with time), linear or nonlinear, continuous 
or discontinuous, or with random noise. Because multiple 
offsprings in a population act like independent agents, the 
population (or any subgroup) can explore the search space in 
many directions simultaneously. This feature makes it ideal 
for parallelizing the algorithms for implementation. GA, like 
all other random-search oriented optimization algorithms, 
does not require any information about the structure of the 
function to be optimized and uses it as Black Box. Classical 
optimization methods should use some information. The GA 
is a well-established and popular algorithm with recognition 
applications as it yields good optimization for “noisy” 
environments [7-9]. 

There are fuzzy classifier models inspired by the concept 
of "fuzzifying" conventional classifiers. A typical 
representative of this group is the K-Nearest Neighbor 
classifier (K-NN). In the classical K-NN, the object x is 
labelled as the majority of its K nearest neighbors in a 
reference data set. The approximations of the posterior 
probabilities for the classes are crude, given by the proportion 
of neighbors out of k voting for the respective class. Fuzzy K-
NN uses the distances to the neighbors as well as their soft 
labels, if these are obtainable. Fuzzy k-nearest neighbor is 
based on that the pattern set is extended to a fuzzy set to 
assigns class membership to a pattern instead of assigning the 
pattern to a specific class [10]. In general, fuzzy algorithms are 
oftentimes powerful, in the sense that they are not very 
sensitive to changing environments and erroneous or forgotten 
rules. Furthermore, the reasoning process is often easy, in 
contrast with the precise computationally systems, so 
computing power is saved. This is a very interesting feature, 
particularly in real-time systems. However, there are some 
emerging problems regarding how to obtain near good Arabic 
OCR that overcomes the curious nature of Arabic characters, 
accomplishing a high- level of recognition rate and dealing 
with numerous font styles. All these challenges constitute the 
motivation of this research. 

 

1- CONTRIBUTION 
 
The cursive nature of the Arabic characters makes it more 

difficult to reach a high accuracy in character recognition since 
even printed Arabic characters are in cursive form.  The main 
contribution of this research is to establish a new Arabic OCR 
model that deals with a printed and segmentation-free 
approach for images of Arabic words by adopting both GA 
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and Fuzzy KNN.  GA is utilized in the feature selection 
process because of its capability to exploit accumulating 
information about an initially unknown search space in order 
to bias subsequent search into promising subspaces. Besides, 
the proposed model exploits fuzzy KNN as a classification 
algorithm to deal with Arabic characters’ cursive nature. The 
“fuzzification” process guarantees voting from different 
samples belonging to more than one class, using the 
membership function that may be considered as weighted 
voting. The model aims to reach the least recognition error, 
the shortest running time, and the simplest structure.   

As far as our knowledge, this is the first model that fuses 
both of well-known bio-inspired feature selection and fuzzy 
classification for Arabic OCR. The suggested model fuses 
the near good extracted features with a fuzzy KNN classifier 
by means of building a precise membership function for each 
class through features-related training data.  Herein, the 
contribution extends to aspects that play a key role in refining 
fuzzy clustering, including the local search process of 
building the membership function that relies on some 
parameters for sample’ features.   

Current methods of OCR recognition, in general, 
depend on the use of extracted features as samples for the 
fuzzy classifier based on default membership functions and 
sample's distance from its KNN. Unlike these methods, the 
proposed model considers how to build the membership 
function of the fuzzy classifier based on the samples' features 
vectors to enhance classification accuracy. Herein, a 
histogram-based method is utilized to build memberships of 
those KNN in the possible classes.  This is the first work in 
which a fuzzy classifier's membership function has been 
built based on the semantic fusion between two methods: 
histogram and fuzzy nearest neighbor to handle the cursive 
nature of Arabic words for recognition applications.    

The structure of this paper is prepared as follows: a short 
survey about prior studies is discussed in Section II. In Section 
III, the proposed model is provided in detail. The experimental 
results that show the performance of the suggested model and 
the assessment are given in Section V. Then, the paper 
concludes with final remarks on the study and the future work 
in Section IV. 

 
II. RELATED WORK 
 

Research in the Arabic OCR domain has attracted 
tremendous interest in the past few years, mainly due to its 
challenging nature in electively satisfying both aims without 
degrading one another [11-14]. For example, the authors in 
[15] built an Arabic OCR system using Scale Invariant Feature 
Transform (SIFT) as features for classification of letters in 
conjunction with the online failure prediction method. The 
system scans every word with increasing window sizes; 
segmentation points are set where the classifier achieves 
maximal confidence. By exploiting the polymorphism of 
Arabic letters, one can accurately predict the correctness of the 
segmentation. 

To highlight the influence of image descriptors, the research 
in [16] focuses on enhancing the extracted feature stage by 
selecting the efficient feature subsets using different feature 
selection techniques. These techniques ranked the 96 possible 
features based on their importance. The work proved that the 
NSGA selects the best subset of features compared to the other 
four methods. The system also concluded that the Support 
Vector Machine (SVM) classifier has the best classification 
accuracy. 

The idea of the partial segmentation process has been 
utilized in [15] for identifying Arabic machine-printed texts 
using the Hausdorff distance. The stroke width transform was 
used to calculate the size and the font style to define a set of 
multi-size sliding windows to search and recognize characters 
within the given shape of a PAW. The process evaluates the 
likenesses of the two sub-images (character and sliding 
window) using Hausdorff distance. The system gave 
acceptable results of high-level recognition rate for the Arabic 
Printed Text Image (APTI) database and Printed Arabic Text 
Set A01 (PATS-A01) database. However, the process of time-
consuming comes from increasing the number of sliding 
windows in every image. To handle the problem of word 
segmentation, the authors in [16] defined each shape of an 
Arabic word as a separate class, without word segmentation. 
The features extracted for every word consisted of twenty 
vertical sliding windows to get structural and geometrical 
representations of Arabic words. The last phase was the 
classification phase, where the multi-class SVM was applied. 
The system was examined using different datasets of Arabic 
words and reached a recognition rate of 98.5%.  

As stated in [17], many works were introduced that utilizes 
fuzzy logic within Arabic OCR applications. In [18], some of 
these approaches, features are modeled by fuzzy linguistic 
variables, and fuzzy rules are then used for classification.  A 
structural method for feature extraction is employed in another 
work, and then fuzzy relations for classification are 
introduced. Combining a fuzzy linguistic model and non-
fuzzy one allows a simple qualitative representation of the 
feature knowledge for the Arabic characters. Other approaches 
[19] [20] were also reported in the literature.  

Reference [21] listed an approach for the Arabic OCR 
using neural networks to classify features. This algorithm 
creates tokens that characterize the characters. The suggested 
method mainly depends on extracting a set of features for 
every character. It then provides all the extracted information 
to the recognition and assembly phases. However, the average 
recognition rate is only 87%. In [22], to resolve the problem 
and overcome the difficulty of Arabic handwriting 
recognition, the artificial neural network successfully applied, 
and the ANN obtained 99.62% to the percentage for 
recognition using handwriting database. 

In recent years, deep learning has been received much 
attention from researchers [23][24]. The authors in [24] 
deployed a deep learning approach based on Multi-
Dimensional Long Short-Term Memory (MDLSTM) 
networks and Connectionist Temporal Classification (CTC). 
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The MDLSTM has the advantage of scanning the Arabic 
text-lines in all directions (horizontal and vertical) to cover 
dots, diacritics, strokes, and fine inflammation. However, the 
application of the deep neural network is facing some 
difficulties, including hyper-parameter tuning is non-trivial, 
needs a big dataset for proper training, still a black box, and 
is comparatively slow. 

In [23], the authors presented a generic OCR system 
based on deep Siamese convolution neural networks (CNNs) 
and support vector machines (SVM). Supervised deep CNNs 
achieve a high level of accuracy in classification tasks. 
However, fine-tuning a trained model for a new set of classes 
requires a large amount of data to overcome the problem of 
dataset bias. The classification accuracy of deep neural 
networks (DNNs) degrades when the available dataset is 
insufficient. Moreover, using a trained deep neural network 
in classifying a new class requires tuning the network 
architecture and retraining the model. Our proposed model 
handles all these limitations. The deep Siamese CNN is 
trained for extracting discriminative features. The training is 
performed once using a group of classes. The OCR system is 
then used for recognizing different classes without retraining 
or fine-tuning the deep Siamese CNN model. Only a few 
samples are needed from any target class for classification. 

 From the survey conducted, it has been inferred that the 
current methods for Arabic OCR rely on hard classifiers for 
classification. The current fuzzy rule-based classification 
methods mainly have low accuracy. Furthermore, the 
semantic association between Arabic OCR features and 
classifiers is missed.  Different from the existing methods, the 
suggested model relies on a fuzzy classifier to deal with the 
vagueness of the extracted features not by using feature’s 
fuzzification but using features to build the fuzzy membership 
function of each class. This is done to deal with the major 
limitation in selecting the optimal distinctive features from 
different words; which, despite the use of the genetic 
algorithm to extract it, we often do not get the optimal features.  

 

III. PROPOSED MODEL 
 

The block diagram that summarizes the main components 
of the proposed Arabic OCR model is depicted in Fig. 3. The 
model utilizes GA to select the optimal features and fuzzy 
KNN Classifier for recognition of off-line Arabic characters 
without assigning a hard-crisp membership for each class. The 
system contains two main phases: training and testing phases. 
The following subsections discuss the system's components in 
detail with the clarification of each step's objective. 

 
 

A-    Image Acquisition 
 

Although there are many common Arabic databases, the 
proposed model used well-researched printed databases that 
have a high-quality resolution, many sizes, and font styles, 
Firstly PATS-A01 database [25] contains 2766 text line 
images in eight fonts. Secondly, the APTI database [26] 
includes 113,284 text images, 10 Arabic fonts, 10 font sizes, 
and 4 font styles. The samples are different in size, font type, 
orientation, and noise degree. Since PATS-A01 images are li 

 
FIGURE 3. The proposed Arabic OCR model by fusing GA and FKNN 

 
B- Segmentation 
 

Since word segmentation is the major source of errors in 
recognition, the proposed model avoids this step and uses pre-
segmented images (segmentation-free words) [1]. However, 
images from the PATS-A01 database are lines of words; these 
will be segmented manually. Given a digital text image, a line 
segmentation algorithm locates and extracts each text line 
from the image for further processing. The challenges for 
line segmentation are mentioned as follows: (1) Overlapping 
line boundaries, (2) Touching lines, (3) Broken lines, (4) 
Lack of baseline information, (5) Curvilinear text, (6) 
Piecewise linear text, (7) Touching characters and words 
within a line. See [27] for more information. 
 

C- Preprocessing 
 

Pre-processing aims to produce a clear version of every 
image for the OCR model [25][28]. In this step, data is 
subjected to many preliminary processing phases. Each 
sample’s image follows five operations to prepare for feature 
extraction, as shown in Fig. 4. These operations are: (a) 
transforming the image to grayscale and then to binary format, 
(b) removing noise from the image by applying a suitable 
median filter, (c) removing all small objects by applying 
morphologic open and close operations, (d) correcting the 
image if it is rotated, (e) resizing image to appropriate 
dimensions in order to handle the scale problem since some of 
the characters in the text may have various sizes and scales. 
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FIGURE 4. Preprocessing operations. 

 

D. Feature Extraction  
The main goal of the feature extraction stage is to maximize 

the recognition rate with the minimum number of features that 
are stored in a feature vector. The underlying idea of this stage 
is to extract features from word images that achieve a high 
degree of similarity among samples of the same classes and a 
high degree of variation among samples of other classes 
[6][13]. As stated in [5], feature extraction methods based on 
second-order statistics achieved higher differentiation rates 
than the power spectrum (transform-based), and structural 
methods. From these second-order statistics, image moments 
achieved the best results [14]. Consequently, the proposed 
model employs a set of fourteen features extracted from Gray 
Level Co-occurrence Matrix (GLCM) that are dependent on 
invariant moments; because they are translation and scale-
invariant [5][6][13][16].  

In general, the first-order statistics of an image, concerned 
with properties of individual pixels, obtained from mean and 
standard deviation. As known, the second-order statistics of 
an image can be obtained from GLCM, which accounts for the 
spatial inter-dependency or co-occurrence of two pixels at 
specific relative positions. Co-occurrence matrices are 
calculated for the directions of 0°, 45°, 90°, and 135°. For 
every matrix, the fourteen features that include angular second 
moment, correlation, contrast, the sum of squares or variance, 
inverse difference moment, sum average, sum entropy, sum 
variance, difference entropy, difference variance, information 
measure of correlation and cluster tendency are obtained. The 
homogeneity, entropy, contrast, and energy are sensitive to the 
choice of the direction. The entropy and homogeneity supply 
the indication on the dominancy values of the main diagonal 
on the basis of the frequencies. The energy supplies the 
information on the randomness of the spatial distribution. See 
[29] for more details.  

The advantage of the co-occurrence matrix calculations is 
that the co-occurring pairs of pixels can be spatially related in 
diverse orientations regarding distance and angular spatial 
relationships, as on considering the relationship among two 
pixels at a time. As a consequence, the combination of grey 
levels and their positions are exhibited apparently. In 
comparison with deep learning-based feature extraction, CNN 
has a problem of overfitting, and it is mostly computationally 
expensive because it has to take a large dataset for training. So, 
you give much data, CNNs are stronger and more willing to 
give you better performance, you give less data CNNs is very 
weak. 

E. Feature Selection 
Feature subset selection problem is concerned with finding 

a subset of the original features of a dataset, such that an 

induction algorithm was running on data that only including 
the selected features that will produce a predictive model that 
has the highest possible accuracy. It is important to select a 
subset of those features which are most relevant to the 
prediction problem and are not redundant [30].  In general, a 
feature 𝑓𝑓𝑖𝑖 is relevant if a change in the feature’s value can 
result in a change in the value of the predicted (class) variable. 
A feature 𝑓𝑓𝑖𝑖 is powerfully relevant if the use of 𝑓𝑓𝑖𝑖 in the 
predictive model eliminates the uncertainty in the 
classification of instances. A feature  𝑓𝑓𝑖𝑖 is weakly relevant if 
𝑓𝑓𝑖𝑖 becomes strongly relevant when a subset of the features is 
removed from the set of available features. By implication, a 
feature is irrelevant if it is not powerfully relevant, and it is not 
weakly relevant. A feature 𝑓𝑓i is redundant relative to the class 
variable C and a second feature 𝑓𝑓i if 𝑓𝑓i has stronger predictive 
power for 𝑓𝑓i than for the class variable C.  The reduction of the 
number of features decreases the size of the instance space, 
and therefore also decreases the complexity of the prediction 
problem [7].  

 The proposed model utilizes the obvious feature selection 
that includes the use of a distinct step to select those features 
that are considered relevant for a predictive modeling task. As 
a rule, the suggested model needs to extract the best features 
that optimize classification results and highlight the 
discrepancy among different classes. The goal in optimization 
is to find the best possible solution or solutions to a problem, 
with respect to one or more criteria. Therefore, genetic 
algorithm is utilized to select the best features and reduce the 
dimensionality of the training dataset. The GA is a well-
established and popular algorithm with recognition 
applications as it yields good optimization for “noisy” 
environments [7-9]. This is what distinguishes GA  in dealing 
with the extraction of features in the Arabic words, which has 
a lot of noise represented in the great overlap between the 
words due to the presence of many of the similar letters.  

Genetic Algorithms (GAs) are stochastic optimization 
methods based on the mechanics of natural evolution and 
natural genetics [8][9]. They work with a population of 
individuals, each representing a practical solution in the 
research space. A fitness score (namely the objective function) 
measures the adaptability of individuals in their environment. 
For group individual, the set of parameters are coded into a 
finite-length character string (chromosome). The convergence 
of the population to a global optimum of the space comes from 
applying respectively three genetic operators: selection, 
crossover, and mutation. However, for simple genetic 
algorithms, all the individuals in the population converge to a 
single solution representing the global solution of (see 
Algorithm 1).  

In this case, an instance of a GA-feature selection 
optimization problem can be described in a formal way as a 
four-tuple (R, Q, T, f) defined as [8][31- 34]: 
• R is the solution space (initial population – a combination 

of n-dim second-order statistics feature vectors) where n 
represents the number of vectors features (vector's element). 
Each bit is signified as a gene that represents the absence or 
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existence of the feature within the vector. Every feature 
vector is represented as a chromosome. 

• Q is the feasibility predicate (different operators- selection, 
crossover, and mutation). The crossover is the procedure 
of exchanging the parent's genes to generate one or two 
offspring that transfer inherent genes from both parents to 
raise the diversity of the mutated individuals [34]. Herein, 
a single point crossover is employed because of its 
easiness. The essential aim of mutation is to avoid 
dropping into a locally optimal solution of the solved 
problem [34]. Uniform mutation is employed for its 
simple implementation. The selection operator retains the 
best fitting chromosome of one generation and selects the 
fixed numbers of parent chromosomes. In all, 
probability-based tournament selection is the most 
common selection method in genetic algorithm due to its 
efficiency and simple implementation.  

• T is the set of feasible solutions (new generation 
populations). With these new generations, the fittest 
chromosome will represent the character vector with a set of 
salient elements. This vector will specify the optimal feature 
combination explicitly in accordance with the identification 
accuracy                                                

•  f is the objective function (fitness function) .The 
individual who has higher fitness will win to be added to the 
predicate operators’ mate .Herein, the fitness function is 
computed based on accuracy the recognition accuracy of 
class matching.  
                    𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹
                    (1) 

                   𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                                    (2) 

                       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                                       (3) 
 

In which, True Positives (TP) stands for the number of 
correctly classified samples, False Positives (FP) defines the 
number of wrongly classified samples, True Negatives (TN) 
represents the number of correctly rejected samples, and 
False Negatives (FN) is the number wrongly rejected 
samples. For evaluation of the classification per class, recall 
and precision measures were used: precision is the 
proportion of positive predictions that are correct, and recall 
is the proportion of positive samples that are correctly 
predicted positive [34]. 
 

   Algorithm1: Genetic Algorithm Pseudo Code 
       t = 0 
      Generate Initial Population [R(t)];  
      Evaluate Population [R(t)];  
      WHILE not termination DO 
            R'(t)= Variation [R(t)];  
            Evaluate population [R'(t)]; 0 
            R(t+1) = Apply GA Operators [R'(t) Q]; 
          t= t+1 

END WHILE 

F. Classification using Fuzzy K-NN 
 

Classification is the decision-making process in the 
OCR Model that makes use of the features extracted from 
the earlier stage. The classification algorithm is taught with 
the training dataset; then it is fed with the testing dataset to 
recognize the different classes (each class is a word). 
Reaching a high identification rate needs a powerful 
classification technique that outperforms its contemporaries’ 
techniques in terms of speed, simplicity, and recognition 
rate. The suggested model utilizes Fuzzy KNN (F-KNN) 
classifier.  

The similarity among the KNN and F-KNN algorithms 
is that both of them are used to assigning a class label to a 
newly unclassified data object. In the KNN algorithm, each 
newly unclassified object is assigned to the closest class 
with a full membership degree of 1. While the F-KNN 
algorithm is more appropriate to classify ambiguous or 
vague data objects in the sense that every object belongs to 
all classes with varied degrees membership [35][36]. The 
fuzzy K-nearest neighbor algorithm assigns class 
membership to a sample vector rather than assigning the 
vector to a particular class. The main advantage is that no 
random assignments are made by the algorithm. Besides, 
the vector's membership values must provide a level of 
assurance to go along with the resultant classification. 

The basis of this algorithm is to assign membership as a 
function of the vectors distance from its K-nearest neighbors 
and those neighbors’ memberships in the possible classes 
[10][19]. Let W = {x1, x2, . . ., xN} be a set of N labeled 
samples. Also, let ui (x) be the assigned membership of the 
vector x, and uij be the membership in the i th class of the j th 
vector of the labeled sample set. ui (x) is computed by [37]: 

 

       𝑢𝑢𝑖𝑖(x) = 
∑   𝑢𝑢𝑖𝑖𝑖𝑖
𝐾𝐾
𝑗𝑗 =1  � 1/  �𝑥𝑥−𝑥𝑥𝑗𝑗�

2/(𝑚𝑚−1)
�

∑  �1/�𝑥𝑥−𝑥𝑥𝑗𝑗�
2/(𝑚𝑚−1)

�𝐾𝐾
𝑗𝑗=1

                       (4) 

 

The variable m determines how heavily the distance is 
weighted when calculating each neighbor's contribution to 
the membership value. If m is two, then the participation of 
every neighboring point is weighted by the common 
distance from the point being classified. As m increases, the 
neighbors are more evenly weighted, and their relative 
distances from the point being classified have less effect. As 
m reaches one, the closest neighbors are weighted far more 
heavily than those farther away, which has the influence of 
decreasing the number of points that contribute to the 
membership value of the point being classified. As seen by 
(4), the assigned memberships of x are influenced by both 
their class memberships and the inverse of the distances from 
the nearest neighbors. The inverse distance helps to weight a 
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vector’s membership more if it is closer and less if it is farther 
from the vector under consideration [36-39].   

 
 Algorithm 2: Fuzzy K Nearest Neighbor 

 
BEGIN 
  Input 𝑥𝑥, of unknown classification. 
  Set 𝐾𝐾, 1 ≤ 𝐾𝐾 ≤ n. 
  Initialize 𝑖𝑖 = 1. 
  DO UNTIL (𝐾𝐾 -nearest neighbors to 𝑥𝑥 found) 
      Compute distance from 𝑥𝑥 to  𝑥𝑥𝑖𝑖 . 
      IF (𝑖𝑖 ≤ 𝐾𝐾) THEN 
        Include 𝑥𝑥𝑖𝑖  in the set of K-nearest neighbors. 
     ELSE IF (𝑥𝑥𝑖𝑖  closer to 𝑥𝑥 than any previous nearest            
                  neighbor) THEN         
          Delete the farthest of the  𝐾𝐾 -nearest neighbors 
         Include 𝑥𝑥𝑖𝑖  in the set of 𝐾𝐾 -nearest neighbors. 
   END IF 
 END DO UNTIL 
 Initialize 𝑖𝑖 = 1. 
 DO UNTIL (𝑥𝑥 assigned membership in all classes) 
     Compute  𝑢𝑢𝑖𝑖𝑖𝑖  (𝑥𝑥) based on Histogram of classes’ features  
     Increment 𝑖𝑖. 
 END DO UNTIL 
END 
        
In our case, the histogram-based method is employed to 
build  𝑢𝑢𝑖𝑖𝑖𝑖. In general, histograms of features provide 
information regarding the distribution of input feature values. 
A multidimensional histogram of n-dimensional feature 
vectors from the word’s image can be constructed for each 
class. The histogram thus generated can be modeled by a 
mixture of parameterized functions such as Gaussians. The 
parameterized mixture can then be used as the membership 
function for the particular class/image. This method is easy to 
implement, and memberships once generated can be used for 
classification in the testing phase. So, the suggested model 
semantically fuses between the histogram of features (to 
compute   𝑢𝑢𝑖𝑖𝑖𝑖) and fuzzy nearest neighbor (to compute 
𝑢𝑢𝑖𝑖(x)) membership function generation techniques to build 
accurate memberships assigned to the sample vector.     
   

IV. EXPERIMENTAL RESULTS 
 

 In this section, the accuracy of the suggested model was 
tested, and the consequences were compared with the results 
of related state-of-the-art Arabic OCR systems on the same 
benchmarked databases. The testbed dataset contains 1200 
word images (around 50.000 characters) for PATS-A01 and 
APTI (960 training samples and 240 as a testing sample) [26].  
APTI Database is the large-scale benchmarking of open-
vocabulary, multi-font, multi-size, and multi-style text 

recognition systems in Arabic.  The database is synthetically 
generated using a lexicon of 113'284 words, 10 Arabic fonts, 
10 font sizes and 4 font styles. The database 
contains 45'313'600 single word images totaling to more 
than 250 million characters. The images of APTI are generated 
using 10 different fonts. These fonts have been selected to 
cover different complexity of shapes of Arabic printed 
characters, going from simple fonts with no or few overlaps 
and ligatures to more complex fonts rich in overlaps, ligatures, 
and flourishes (Diwani Letter or Thuluth). Different sizes are 
also used in APTI.  We also used 4 different styles, namely 
plain, italic, and bold and combination of italic and bold. 
Overall, the APTI Database contains 45’313’600 single words 
images, taking into account the full lexicon where the different 
combinations of fonts, style, and sizes are applied. 

 
FIGURE 5. Arabic words samples. 

 

The first Printed Arabic Text Set A01 (PATS-A01) consists 
of 2766 text line images. The text of 2751 line images of this 
set was selected from two standard classic Arabic books. The 
text of the remaining 15 line images is added from minimal 
Arabic script. The line images are available in eight fonts: 
Arial, Tahoma, Akhbar, Thuluth, Naskh, Simplified Arabic, 
Andalus, and Traditional Arabic. The model tests only four of 
the eight fonts in this database, which are Arial, Naskh, 
Simplified, and Tahoma. The individual text lines of the 
PATS-A01 database were segmented manually to separate 
them into words. Training classes were 24 (13 classes for 
PATS-A01, and 11 class for APTI) different Arabic words in 
different sizes, orientations, noise degrees, and fonts, as in 
Fig.5.  

The experiments were conducted on an Intel Core i7–
5500U, 2.4 GHz processor, 8 GB DDR3 RAM laptop, and 
Windows 10 operating system. The code was written in 
Python language using Python 3.6 software. The adopted GA 
configuration parameters are population type: bit strings, 
population size: 100, number of generations: 200, Crossover 
ratio: 0.8, Mutation ratio: 0.1, fitness function based on 
accuracy, selection scheme tournament of size 2, and finally 
Elite count is 2. Many criteria were used in the evaluation of 
the model, these criteria are training time, defined as the time 
consumed in the training phase, testing time, which is the time 
consumed in predicting all testing data, and training/testing, 
that is precision and recall measures were used: (1) Precision 
is the proportion of correct positive predictions. (2) Recall is 
the proportion of positive samples that are properly predicted 
positive. 
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Experiment 1: The effect of using GA on accuracy 
 

The first set of experiments was performed to compare 
the identification accuracy of the proposed model that 
employs GA to determine the optimal features and the 
traditional version of the model without using GA (i.e., using 
14 features from second-order statistics).  A set of features is 
extracted from each word image forming a feature vector for 
each word. Each feature vector is then classified individually 
using a fuzzy 3-Nearest-Neighbor (3NN) classifier. The 
results shown in Table II revealed that the use of the 6 optimal 
features [ f4, f6, f7, f8, f12, f14]  with fuzzy 3NN classifier 
generates a further identification rate improvement of 1.29 % 
for the same method without feature selection phase, and 
2.03% improvement for PATS-A01 and APTI   respectively. 

 
TABLE II: THE IDENTIFICATION ACCURACY RATES WITH AND WITHOUT GA 

FOR K=3.  

Dataset  
Accuracy 

(%) 

Testing 
Time for all 

samples  
average(sec) 

Training 
Time for 

all samples  
average (sec) 

PATS-A01 
(650 samples 
for all classes) 

With GA 98.69 15 98 

Without GA 97.04 30 60 

With  PSO 98.51 17 130 

With BAT 98.43 16 100 

With ACO 98.58 19 102 

APTI 
(550 samples 
for all classes) 

With GA 95.37 12 73 

Without GA 93.34 25 15 

 
The performance improvement comes from the correct 

identification of word image because of using GA to extract 
optimal features (discriminative features) with the help of the 
objective fitness function that mixes the recognition error. In 
general, increasing the number of neighbors in the F-KNN 
classifier may decrease the identification accuracy (overfitting 
of the training phase), in addition to the increasing of the 
computational cost. Also, APTI contains images with a small 
Arial font in contrast with PATS-A01 that contains images 
with a big Arial font; so, the accuracy for APTI decreases 
compared with the second dataset.  As expected, using only 
six features, on average, for each sample will decrease the time 
required for identification in the test phase as compared with 
fourteen features (on average 56 %    decreasing in time). For 
the training phase, the GA module consumes more time for 
feature selection, about 63% increasing.  

Furthermore, another subset of experiments was 
accomplished to verify the efficiency of the genetic algorithm 
for feature extraction compared to other meta-heuristics 
algorithms such as particle swarm optimizer (PSO), BAT, and 
Ant Colony Optimization (ACO)[40][41]. We have replaced 
the GA-based feature extractor module in the proposed model 
with a well-known optimization–based feature extractor as a 
Blackbox with their default configurations.  

The results in Table II confirm the research hypothesis 
that using GA with the fuzzy classifier will enhance, to some 
extent, the recognition accuracy of Arabic words, compared 
with other packages that incorporate different optimization 
methods for feature extraction with fuzzy classifier. The 
results confirm that the differences in accuracy of 
identification are very small between different mechanisms of 
extracting features. The increase for GA does not exceed    
0.001%. One explanation for these results is the use of a fuzzy 
classifier which has the ability based on the membership 
function to classify new samples based on the extracted 
features. The proposed membership function depends on both 
histogram and fuzzy nearest-neighbor techniques that can 
handle the overlapping between Arabic words (noisy 
environment). 

 

Experiment 2: the effect of using FKNN classifier 
 

The second set of experiments was running to validate the 
role of the F-KNN as a classifier to enhance classification 
accuracy as compared with traditional KNN. As revealed from 
Table III, matching features learned from the FKNN 
classifier achieves better classification performance than 
direct matching using baseline (KNN) algorithm. FKNN 
classifier enhances the recognition accuracy of up to 4% for 
PATS-A01 and 6% for APTI. One possible justification for 
this reduction in accuracy for the APTI dataset is that it 
contains images with a small Arial font, and resizing will 
degrade the quality of the image. Furthermore, some 
limitations are facing our model due to overlapping fonts such 
as Diwani and Thuluth fonts that are significantly affecting 
accuracy compared to the other fonts. The increased accuracy 
in the case of FKNN comes at the expense of the time needed 
for the computation. The fuzzy KNN classifier module with     
k = 3 needs twice the time as the conventional classification 
module needs. 

 

TABLE III: COMPARATIVE STUDY BETWEEN FKNN, KNN, AND STANDARD 
CLASSIFIERS WITH OPTIMAL FEATURES MODULE. 

 

Dataset Classifier Type  
Accuracy 

(%) 

Average Classifier 
Time in the 

training phase 
(Sec) 

PATS-A01      
(650 samples 
for all classes) 

FKNN  98.69 16 

KNN 91.04 7 

SVM 93.08 11 

HMM  87.23 14 

ANN 91.60 20 

DT 70.90 8 

RF 79.20 13 

GBoosting  80.45 15 

APTI 
(550 samples 

for all classes ) 

FKNN 95.37 10 

KNN 89.34 5 
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Another set of experiments was implemented to verify the 
efficiency of the combination between the GA and the Fuzzy 
KNN as a classifier in the field of Arabic OCR, although both 
of them are not new in much research. We have replaced the 
fuzzy classifier in the proposed model with well-known 
classifiers as a Blackbox with their default configurations. 
These classifiers include Support vector Machine [SVM], 
Hidden Markova Model [HMM], Artificial Neural Network 
[ANN], Decision Tree [DT], Random Forest [ RF], and finally 
Gradient boosting [GBoosting].   

The results in Table III confirm the research hypothesis that 
using the fuzzy classifier based on discriminative features 
extracted using GA will enhance the recognition accuracy.  At 
least, the suggested combination achieved a 6 % increase in 
accuracy compared to the nearest combination that shields 
between the genetic algorithm and the SVM classifier. This 
increase was achieved due to the method used to construct the 
membership function within the fuzzy classifier that made the 
proposed model able to distinguish words in the Arabic 
language despite the great similarity in their letters and 
overlapping between words. 
 

Experiment 3: Performance accuracy with different k  
   

The third set of experiments is conducted to clarify the 
effect of parameter k of the fuzzy KNN classifier on the 
recognition accuracy of the proposed model.  In general, the 
standard approach to choose k is to try different values 
of k and see which provides the best accuracy on your 
particular data set. So, a different number of k is considered 
with the stability of the rest of the model variables. The 
selection of k is made by selecting the best top minimum 
distance nearest neighbours. As shown in Table IV, the 
greater the k value, the greater the accuracy, but with a slight 
increase (only 1 to 2 % difference between the use of k = 1 
and 5). This slight increase at the expense of cost, which is 
often measured by the time required to implement the 
program (about 11, and 8 sec is required to increase k from 1 
to 5 for both dataset respectively).  It can be concluded that           
k = 3 is the best option that achieves high accuracy at an 
acceptable time.  

 
 

TABLE IV: RESULTS OF PROPOSED MODEL IDENTIFICATION FOR 
 

DIFFERENT K. 

Test Set K Accuracy (%) 
Testing Time 

(s) 
 

PATS-A01 
 
 
 

APTI                  

1 96.62 4.23 

3 98.07 8.92 
5 97.32 15.14 
1              94.32         2.80  
3 95.30 7.01 
5 95.09 9.91 

                               

As the proposed model mainly depends on the features 
selection module to associate each sample with a reduced 
vector that encodes the most salient characteristics that able 
to distinguish samples. This vector effectively handles intra 
and inter-based variations. Smoothing is typically a desirable 
property for generalization. While it technically relies on the 

characteristics of the dataset, increasing k should reduce 
overfitting, but once k is too large, the smoothing effect you 
intuited results in decreased variance, which will affect 
overall performance negatively. 

 
TABLE V: RELATIONSHIP BETWEEN ACCURACY RATE AND THE NUMBER 

OF SAMPLES. 

Test Set 
No of 

samples  
Accuracy (%) 

Testing Time 
(s) 

 
PATS-A01 

 
 
 
 
 

         APTI  
     

5 80.98 3.12 

10 88.48 5.51 
20 90.36 10.82 
30 98.02         14.21 
50 98.69 24.74 
60 98.70 28.54 

   
5 80.02 1.09 

10 87.41 1.92 
20 90.33 3.78 
30 97.08 4.97 
50 97.10 8.66 
60 97.20 11.87 

     

Experiment 4: The relationship between accuracy and 
number of samples 
  

The fourth set of experiments was performed to show 
how the recognition rate of the suggested model relies on the 
number of word’s image samples per word because if the 
word has more enrolled samples, the chance of correct hit 
increases. The maximum allowed limit of word’s image is 60 
(for both PATS-A01 and APTI) per class and through which 
they appear different operations on the image such as 
rotation, scaling, and noise.  In Table V, as expected, the 
recognition rate increases as the number of samples grows as 
a result of the increase in inter-class word’s image 
variability. The accuracy rate grows nearly by 2% on average 
for every increase by 5 of the number of samples in the 
dataset. 

As shown from Table V, increasing the number of 
samples within each class does not affect largely in 
improving accuracy up to 60 samples, since the suggested 
model relies on extracting characteristic features from the 
pattern word image, which does not vary much based on the 
font type and style. Combining all samples to learn the 
proposed model increases accuracy up to 99%; due to the GA 
performance in choosing the best features that represent the 
word’s image in general.  This increase is done at the cost of 
the time taken to train the model. But this time is negligible 
compared to the time consumed in the testing phase. In the 
training phase, the optimal feature selection module takes the 
most time. 

 

 Experiment 5: The identification accuracy rates against 
image transformation (scale-rotation-noise)                    
   

  Although the proposed model relies on a mechanism to 
perform pre-treatment of words (pre-processing phase), 
which helps a great deal in improving the accuracy of 
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recognition, and in order to verify the effectiveness of each 
of both GA module to select optimal features and fuzzy 
classifier this set of experiments was running to assess 
recognition performance in case of disable pre-processing 
phase.                      

TABLE VI: RELATIONSHIP BETWEEN ACCURACY RATE AND SCALING 

FACTOR. 
Scaling Ratio 

(%) 
PATS-A01 

Accuracy (%) 
APTI 

Accuracy (%) 
50 22.7 15.15 
70 47.7 30.72 
90 75.2 70.41 
95 93.36 86.20 

105 92.8 91.30 
110 89.2 87.70 
130 78.1 75.32 
150 68.2 66.90 

 
The first sub-experiment was performed to illustrate how 

the verification rate of the proposed model is robust against 
image resizing. Resizing operation scales an image at a 
scaling factor between 50 and 150 by the bicubic 
interpolation method.   Bicubic interpolation is often chosen 
over bilinear or nearest-neighbor interpolation because 
bicubic interpolations are smoother and have fewer 
interpolation artifacts. As is evident in Table VI, resizing 
image dramatically affects the accuracy of recognition.  In 
general, image reduction results from merging pixels, which 
in turn leads to loss of some details and features. Also, the 
image enlargement leads to the appearance of many artifacts 
that also leads to loss of some details and features. As the 
images within the APTI dataset is small in size, therefore its 
accuracy is generally reduced in the case of zooming in and 
out. 
               

TABLE VII: VERIFICATION RATE AS A FUNCTION OF IMAGE’S ANGEL 
ROTATION. 

Rotation Degree PATS-A01 
Accuracy (%) 

APTI 
Accuracy (%) 

    3 83.65 78.41 

    5      75.96     72.72 

7 74.03 62.50 

10 69.23 62.30 

20 57.69     56.81 

40 53.48 45.45 

60 47.7 21.15 
 

The second sub-experiment was conducted to show how the 
verification rate of the proposed model depends on the rotation 
angle of the word’s image. Rotation operation rotates the 
image by an angle in degrees in a counterclockwise direction 
around its center point (rotation angles from 3 To 60 degrees). 
As shown in Table VII, at every rotated angle of the image, 
the chance of a correct hit decreases. Up to 3 degrees of the 

rotation angle, the returns in performance are, however, 
diminishing for every new rotation angle to the image because 
rotation moves the pixels out of place and thus the extracted 
features differ from the features of the original image 
depending on the degree of rotation.  Also, as the images 
within the API dataset are small in size, therefore; its accuracy 
is generally reduced in the case of increasing rotation angle as 
compared with another dataset. 

The third sub-experiment was running to validate how 
the verification rate of the proposed model depends on the 
noise amount of the image.  In this case, Gaussian noise is 
added to the image (noise amount between 1 and 10). As 
shown in Table VIII, as expected, at every amount of noise, 
the chance of a correct hit decreases. Up to 1 degree of noise 
amount, the returns in performance are, however, diminishing 
for every new amount of noise of word’s image. As noise 
changes the pixels’ gray level, so, a difference appears in the 
extracted features. We get the same difference in accuracy 
between the two datasets.  

 
TABLE VIII: RELATIONSHIP BETWEEN ACCURACY RATE AND NOISE     

AMOUNT. 
   

 Noise Amount        PATS-A01 
Accuracy (%)  

APTI 
Accuracy (%) 

1 91.75 87.13 
2              89.71 83.85 
5     75.28       69.45 

          7             71.33 63.82 
          10             67.16 58.12 
 

Experiment 6: Comparative Study 
 

The last set of experiments was fulfilled to validate the 
efficiency of the suggested model as compared to state-of-the-
art models listed in Table IX using the PATS-A01 dataset. The 
model in [40] relies on a widely used Hausdorff distance-
based classifier for recognition. However, the 
main drawback of this measurement is its lack of robustness, 
which makes it inappropriate for noisy input data. In [25], a 
classifier based on a support vector machine is employed. 
Choosing a kernel must be according to previous knowledge 
of invariances. However, the linear kernel function does not fit 
the unpredictable invariances of the words in the current 
datasets. The classifier system in [15] depends on some 
heuristic penalties and segmentation techniques that 
significantly affect the SIFT descriptor accuracy. In the case 
of the comparison, the default parameters are set for each of 
the re-implemented methods that were compared. 

 The results confirm the superiority of the suggested 
model. Despite the convergence of the results of the proposed 
model with the results of the SVM-based recognition model 
but the suggested model is independent of any descriptors, and 
it uses a powerful set of translation and scale-invariant 
features. In general, SVM does not perform very well when 
the data set has more noise i.e., target classes are overlapping. 

VOLUME XX, 2017  



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2020.3004286, IEEE Access

In cases where the number of features for each data point 
exceeds the number of training data samples, the SVM will 
underperform [3]. Furthermore, one characteristic of 
the Hausdorff distance is that it heavily punishes single 
outliers, which is a severe drawback in many cases [40]. 

 
TABLE IX: COMPARISON ANALYSIS ON PATS −A01 DATASET. 

 

Recognition Models Max. Testing 
Accuracy  

Execution 
Time (Testing) 

R. Saabni Method  [42] 0.970 10 
A. Al Tameemi, et al.  

Method [25] 0.978 17 

A. Stolyarenko and N. 
Dershowitz, Method  [15] 0.951 20 

Deep learning [23] based on 
Siamese convolution neural 

networks and SVM (60 
samples per class). 

0.975 22 

Deep learning [24] based on  
Dimensional long short-term 

memory networks and 
connectionist temporal 

classification (60 samples per 
class) 

0.982 21 

The proposed Model 
( six features for each word 

with K=3 for F-KNN 
30  samples per class) 

0.988 10 

 
To verify the efficiency of the proposed model compared to 

methods that rely on the use of deep neural networks as one of 
the most famous tools for extracting features, another set of 
experiments was conducted to compare the proposed model 
with recent works in [23] and [24] that differ for each other in 
the type of CNN and classifier as illustrated in Table IX.  Both 
methods were re-implemented and running on the PATS-A01 
dataset.  Although the results have largely converged with 
these methods. However, we have a smaller number of 
training samples. Moreover, the size of the high-level feature 
vector used for classification is roughly ¼ the size of their 
feature. In general, the decrease of the feature set from 14 
features to only six features results in an increase in the 
accuracy and decrease in time. Thus, F-KNN is a powerful 
classification technique with an accuracy of 98.69% and short 
running time. Moreover, applying GA reduced the complexity 
by 57%, increased accuracy, and cut the time by half, by 
selecting the best features. 

VII. CONCLUSION 
 

Arabic offline OCR for printed text is a very challenging 
and an open area of research. This paper developed an Arabic 
OCR for printed words based on a combination of the FKNN 
classifier and the GA. In the beginning, the model used 
fourteen features dataset. After applying GA, the datasets were 
reduced to six features dataset; then, data was fed to the 
FKNN, which is fast and straightforward. GA is utilized in the 
feature selection process because of its ability to exploit 
accumulating information about an initially unknown search 
space in order to bias subsequent search into promising 

subspaces. Besides, the suggested model exploits fuzzy KNN 
as a classification algorithm to deal with the cursive nature of 
the Arabic characters. The “fuzzification” process ensures 
voting from different samples belonging to more than one 
class, using the membership function, which may be 
considered as weighted voting. The model aims to reach the 
least recognition error, the shortest running time, and the 
simplest structure.  The model achieves a high recognition 
accuracy of 98.69% for different samples in a very short time.  

One of the advantages of the proposed identification model 
is its dependence on the fuzzy classifier to deal with Arabic 
words overlapping. The strength of the fuzzy KNN classifier 
depends primarily on the method of constructing the 
membership function, which was done through the semantic 
fusing of both histogram and fuzzy nearest neighbor, for the 
first time, to improve the performance of the classification 
(context-based classification). However, the proposed model 
fails to recognize free (handwritten) words, as these samples 
need a feature vector that must include geometrical 
characteristics.  Future work includes utilizing more complex 
Arabic font’s datasets, especially Diwani font, and trying to 
solve the diacritics problem to achieve promising results. 
Furthermore, enhancing the suggested model to handle 
Arabic handwritten words. 
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