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Abstract

The correction, authentication, validation and identification of the original texts in
Hafez’s poetry among 16 or so old versions of his Divan has been a challenge for schol-
ars. The semantic analysis of poetry with modern Digital Humanities techniques is also
challenging. Analyzing latent semantics is more challenging in poetry than in prose for
evident reasons, such as conciseness, imaginary and metaphorical constructions. Hafez’s
poetry is, on the one hand, cryptic and complex because of his era’s restricting social
properties and censorship impediments, and on the other hand, sophisticated because
of his encapsulation of high-calibre world-views, mystical and philosophical attributes,
artistically knitted within majestic decorations.

Our research is strongly influenced by and is a continuation of, Mahmoud Houman’s
instrumental and essential chronological classification of ghazals by Hafez. Houman’s
chronological classification method (Houman, 1938)!, which we have adopted here, pro-
vides guidance to choose the correct version of Hafez’s poem among multiple manuscripts.
Houman’s semantic analysis of Hafez’s poetry is unique in that the central concept of his
classification is based on intelligent scrutiny of meanings, careful observation the evolu-
tionary psychology of Hafez through his remarkable body of work. Houman’s analysis
has provided the annotated data for the classification algorithms we will develop to clas-
sify the poems. We pursue to understand Hafez through the Houman’s perspective. In
addition, we asked a contemporary expert to annotate Hafez ghazals (Raad, 2019)2.
The rationale behind our research is also to satisfy the need for more efficient means
of scholarly research, and to bring literature and computer science together as much as
possible. Our research will support semantic analysis, and help with the design and
development of tools for poetry research.

We have developed a digital corpus of Hafez’s ghazals and applied proper word forms and
punctuation. We digitized and extended chronological criteria to guide the correction
and validation of Hafez’s poetry. To our knowledge, no automatic chronological classifi-

cation has been conducted for Hafez poetry.

'Prof. M. Houman’s book is available only in Persian. It is probably not available in the West.

Please see Section 7.4
2Mr. Mehran Raad’s labels were collected specifically for this thesis, and they are not available as a

separate publication. Please refer to Section 7.4.
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Other than the meticulous preparation of our bilingual® Hafez corpus for computational
use, the innovative aspect of our classification research is two-fold. The first objective of
our work is to develop semantic features to better train automatic classifiers for anno-
tated poems and to apply the classifiers to unannotated poems, which is to classify the
rest of the poems by applying machine learning (ML) methodology. The second task is
to extract semantic information and properties to help design a visualization scheme to
assist with providing a link between the prediction’s rationale and Houman’s perception
of Hafez’s chronological properties of Hafez’s poetry.

We identified and used effective Natural Language Processing (NLP) techniques such
as classification, word-embedding features, and visualization to facilitate and automate
semantic analysis of Hafez’s poetry. We defined and applied rigorous and repeatable
procedures that can potentially be applied to other kinds of poetry. We showed that the
chronological segments identified automatically were coherent. We presented and com-
pared two independent chronological labellings of Hafez’s ghazals in digital form, pro-
duced their ontologies and explained the inter-annotator-agreement and distributional
semantic properties using relevant NLP techniques to help guide future corrections, au-
thentication, and interpretation of Hafez’s poetry. Chronological labelling of the whole
corpus not only helps better understand Hafez’s poetry, but it is a rigorous guide to
better recognition of the correct versions of Hafez’s poems among multiple manuscripts.
Such a small volume of complex poetic text required careful selection when choosing
and developing appropriate ML techniques for the task. Through many classification
and clustering experiments, we have achieved state-of-the-art prediction of chronological
poems, trained and evaluated against our hand-made Hafez corpus. Our selected classi-
fication algorithm was a Support Vector Machine (SVM), trained with Latent Dirichlet
Allocation (LDA)-based similarity features. We used clustering to produce an alternative
perspective to classification.

For our visualization methodology, we used the LDA features but also passed the results
to a Principal Component Analysis (PCA) module to reduce the number of dimensions to
two, thereby enabling graphical presentations. We believe that applying this method to
poetry classifications, and showing the topic relations between poems in the same classes,
will help us better understand the interrelated topics within the poems. Many of our
methods can potentially be used in similar cases in which the intention is to semantically

classify poetry.

30ur corpus consists of Persian and English so far.
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Introduction

In literary research, genre theory involves continuous examination of deeper interpreta-
tions and complex analysis of textual meaning. Accordingly, Digital Humanities concerns
itself with automatic processing of such aspects of literary texts to facilitate literary re-
search as much as possible and to fill in the gaps between literature, linguistics and
computation. For example, Ardanuy and Sporleder (2015) used plot structure as a
proxy for identifying and distinguishing genre or authorship. In this thesis, we want to
automatically extract or get at the semantic properties of the poetic text. The novelty
stems from the fact that we deal with Persian poetry, and that we focus on the semantic
aspects inherent in such texts. Thus, the context is eastern philosophy, mysticism, Sufism
and their rise in Persian history. The poetry classification is a component of a broader
architecture of poetry interpretation discussed in this thesis. We present the high-level
methodology architecture and the literature behind it and define the research design and
questions.

Detecting the time period when a work of art was produced is important. In our
work, we propose to do automatic chronological classification of Hafez’s poems, into a

set of time periods when he might have written them. The main purpose of automatic



chronological classification of Hafez’s ghazals* is to help us to understand them and also
as a consequence, guide the corrections when it is necessary. The objective of this research
is to classify the ghazals using machine learning (ML) methods. It is commonly known
that any true artist while maintaining his or her authentic individuality, is also more or
less affected by the environment they live in. Therefore, the ability to clearly define a
specific era and gain a deeper knowledge of the historical-artistic attributes of the time
is an excellent source of insights and clues, and these help us understand works of art
and reveal the meanings and intentions beneath the surface. For example, imagine if an
art researcher could know the characteristics of an era, and how they affected creations
such as Homer’s Odyssey. The researcher would be far better equipped to analyze,
criticize, and understand the work of art in question, and would also gain an advantage
since art history is required for true art-related education. Indeed, we can go as far as
claiming that the historical essence is an important aspect of any real knowledge. This
is particularly true in Hafez’s case, as the highly constraining political conditions of the
time encouraged a unique type of crypticity and mystical properties to his poems. As
a result, ghazal interpretations have been a major source of information for scholarly
debate over centuries.

We also hold the work of Dr. Mahmoud Houman in the field of Hafez studies in high
esteem. In his book about Hafez, Houman did the chronological classification by hand
about 80 years ago (Houman, 1938). Though he did not classify all the poems, it is our
understanding that he meant to provide a novel and pragmatic perspective that stresses
the use of semantic analysis, as opposed to subjective and intuitive speculation. Thus,
our research is essentially a continuation of Dr. Houman’s work, using Machine Learning
and software automation. We consider this to be a good candidate for ML automatic
text classification.

Early on in the process, we began to realize the significant challenges involved. Most
daunting was the fact that there was no substantial, reliable electronic Hafez corpus
readily available. Nearly all classification tasks in NLP were performed with large cor-
pora, as opposed to our case of 468 ghazals of approximately ten lines each. Very few
of the datasets and resources for text classification had poetic content, and none were
in Persian. Persian is read right-to-left and uses many dots, oblique strokes and hidden
vowels; it is also highly cursive, with many position-driven sub-words. Therefore, we not

only had to adapt the software libraries to work with Persian (since researchers have

4An average of 10 couplets with the same rhyme at the end of even hemistichs.
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generally designed software libraries to classify English text), we also had to adopt an
efficient and accurate classification methodology applicable to our classification task with
its small corpus. After we came up with class predictions, an additional but necessary
step was to decide how to provide the rationale behind each prediction. Thus, we de-
signed a basic but sufficiently intuitive visualization method for the poems, to address
the need to understand the semantic properties of the model and its internal reasoning.
A section at the end of the thesis defines some NLP abbreviations we will use in this

text.

1.1 Semantic Concepts

Houman provided psychological and personal growth perspectives of the poet Hafez and
these play an integral referential role in the interpretation of his poems and their chrono-
logical classification. This analytic spectrum of Hafez and his ghazals informed our
decision to apply NLP semantic-based methodologies to the chronological classification
of his ghazals.

Figure 1 depicts a chronological and conceptual poem chart, with a poem at a specific
curve point depending on its determined point in time, based on the semantic elements,

themes and attributes which Dr. Houman detected in the poems.



1.2 The Hafez Corpus

We used Ghazvini’s® version of Hafez, following Houman’s approach. We considered
consistency as the number one priority during the creation of our Hafez corpora. One
of the attributes of an ancient language is its flexibility which provides the freedom to
use a variety of writing options in the same compound terms. It should be noted that
this flexibility has complex and costly computational implications. We needed to be
consistent so that any current or future morphological parsing of the terms is constant
across all 468 ghazals. For example, we used multiple types of white spaces to separate
one-word terms, and where there is potential confusion, we specified otherwise hidden
vowels and diacritics inline.

Our Hafez corpus complies with Houman’s order of ghazals; that is, the timing annotation
is the actual location of the ghazal in the corpus, with discrete labels. This method was
the most efficient means to record Houman’s classification, and it set the timing attribute

of the poems during the preparation of our Hafez corpus.

1.3 Problem Statement

Our research has three main parts, as shown in Figure 2. Houman’s intention for his
semantic classification was to support the correction of Hafez manuscripts among 13
different versions. We extend the purpose of chronological classification of Houman to
all the ghazals of Hafez using machine learning which corresponds to the second layer of
the pyramid in Figure 2. But before any such modelling, we had to prepare the digital
version of the poems, which corresponds to the base layer of the pyramid. At the top
level of the pyramid from Figure 2, we used the results of automatic classifications to

visualize the semantic properties of the chronological segments or classes of poems.

1.3.1 Semantic Modelling, Proposed Methodology

We searched for the most appropriate text classification method for our research and
decided on SVM by (Cortes and Vapnik, 1995), which Joachims (1998a) considered a
state-of-the-art classification algorithm®. Apart from the need for a reliable and con-

sistent corpus, effective SVM feature engineering was also important. There is a huge

®Mohammad Ghazvini (1874-1949) was an Iranian scholar who corrected and prepared the most

reliable prints of Hafez ghazals.
6We used decision-tree and neural-net but SVM performed best.
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volume of similar work on the application of SVM classification; indeed, there are many
related works addressing facial recognition alone (Melisek and Pavlovicova, 2008). LDA
and PCA have long been used as effective classification tools in many industrial areas
(Marcialis and Roli, 2002) and (Martinez and Kak, 2001). In text classification, many
researchers apply LSA or LDA in feature engineering for SVM classifiers (Inkpen and
Razavi, 2014). Our feature engineering is based on the layers of BOW, TF-IDF and
LDA. As one of our most effective features, we applied our LDA based cosine similarity
features to all poems in the training set to determine our top-performing SVM classifier.
We used different techniques in isolation, then compared them to identify the best LDA
based similarity features for SVM. We have listed the features that proved to be highly
effective in chapter 4.

As part of the final analysis of the results, we used PCA to reduce dimensionality and
display the LDA results in 2D. The cycle-of-terms, being driven by the LDA model,
showed that they bring about and maintain comparable and distinctive characteristics,
which help the user distinguish between the ghazals and better justify the classification
theme of Houman’s classes. As depicted in Figure 3, we grouped the six Houman classes
into pairs, and found that the top right cluster has the highest probability terms among
the six topics for the class "Youth’, the top left cluster for the class 'Maturity’ and the

bottom cluster for class Elderly.
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Figure 3: Clusters of words for Houman classes Youth, Maturity and Elderly

1.4 Semantic Modelling, Research Contributions

Although each text classification method we adopted is well-known in the field, the
innovative aspect of our research is largely in the feature engineering aspect of the work
as well as the application context. To the best of our knowledge, no other layered LDA
driven similarity features have been used to create training data for SVM classifiers,
particularly in the new application of this method to Persian poetry. Therefore, as a
true NLP task in Digital Humanities, there is innovation in working on Persian old
poetry with relatively small corpus 7. The following lists the important aspects of our

work:

1. We developed a multilingual Hafez poetry corpus (Persian and English®) composed
of 468 ghazals, 249 of which are annotated with Hafez classes we can use for training.

Of the 249, 21 instances are accompanied by English translations;

2. Hafez Semantic Feature Engineering;

"Hafez corpus consists of 468 ghazals, average of 10 couplets each, with approx. vocabulary count of

35,269, of which 14,215 are unique, excluding stop words.
8English translations by Shahriar Shahriari are included when available.



3. We successfully created a chronological classifier of Hafez poetry that we used to
predict the classification of the remainder of the ghazals that Dr. Houman left
without labels; this is published as (Rahgozar and Inkpen, 2016b);

4. We used the highest probability LDA topics as clusters of terms, to represent them

as differentiating characteristics of ghazals for their corresponding classes;

5. Hafez Bilingual Corpus Development and Classification; this is published as (Rah-
gozar and Inkpen, 2016a);

6. We applied PCA analysis to produce visualizations of topics, as well as their word

clusters and the relational network for the poems;
7. Clustering of Hafez poems; this is published as (Rahgozar and Inkpen, 2019);

8. Comparison of the two scholars’ labels (Houman vs. Mr. Mehran Raad);? and

their semantic comparisons.

1.5 Organization of the Thesis

The balance of the thesis is organized as follows: Chapter 2 presents the scientific back-
ground and related work. Chapter 3 explains the chronological concepts of Hafez poems,
historical facts and explains the properties and development specifications of the Hafez
digital corpus. Chapter 4 details the classification methodologies we used and describes
the classification experiments, as well as the labelling inconsistency management. Chap-
ter 5 clusters the poems, depicts the semantic properties of the clusters and presents
an alternative to the two scholarly labelled classifications of Hafez poems. Chapter 6
presents the prediction results and visualizations, compares the semantics of two schol-
arly labelling, and describes the LDA-driven ontology of Hafez; it also describes the Hafez

semantic analysis tool. Finally, chapter 7 discusses our conclusions and future work.

9For Prof. Mahmood Houman’s and Mr. Mehran Raad’s labels, please refer to Section 7.4.



Background and Related Work

2.1 What is Natural Language Processing?

Natural Language Processing (NLP) involves automation and processing in applications
of human languages. One example in a multilingual context is automatic translation.
As the name implies, the objective is to create functionality that allows computers to
process human spoken and written languages. The history of NLP goes back to the 1950s
when computer scientist Alan Turing developed his ideas of artificial intelligence. But
he never wrote explicitly about what we now know as NLP, though Turing test does rely
on language processing. The translation is a tangible and complex example of an NLP
application. IBM addressed the concept of machines translating one natural language to
another in 1954 (Hutchins, 2005). Until recently, the most significant progress in machine
translation is due to continuous research projects in the field by industrial giants such
as IBM and Google (Li et al., 2014).

An important aspect of NLP is how data is presented to the computer, and much work
was done in the 1970s in this area (O’Connor, 2012). For example, chatbot research found
that enabling a computer to carry on a conversation and to imitate human dialogue is

a difficult task. There are some sophisticated hand-written rule-based systems to search



and determine the appropriate response while collecting and acquiring information from
the conversation (Elworthy, 2001).

Regarding methodologies, it was not; 1980’s that concepts such as machine learning algo-
rithms were developed to help NLP scale-up rule-based systems and information retrieval
methods. Due to the diversity of natural languages and inherent ambiguities, probabilis-

tic methods prove to be an acceptable means of processing language (Manning, 1999).

2.1.1 Applications of NLP

Machine learning (ML) is the field of science that develops algorithms that allow ma-
chines to learn from the data so that models can make predictions on the new data and
help with decision-making. We usually employ ML algorithms to find patterns in data.
However, with the concept of deep learning, a combination of multiple data is used to
train the models; representations consist of annotated corpora, dictionaries and hierar-
chical data.

Once the natural language is involved, one cannot avoid the knowledge representation and
inference, which is why strong ties with artificial intelligence were inevitable. Although
machine learning cannot completely replace the human ability to interpret poetic text
and understand its nuances, it has become an important aspect of the job. Indeed, the
systematic analysis of text and its coding scheme, particularly with the high-performance
we see today, is only possible with machine learning. See (Alpaydin, 2020) for a compre-
hensive introduction to ML.

In order to train statistical ML models for NLP tasks we need data (corpora). Unsu-
pervised models can be build directly on the data, while supervised models require that
the data is labelled. Before training ML models for classifying texts, features need to
be extracted from the texts. Classifiers are trained on the labelled data (training data).
Then they can be used to make predictions on new (unseen) texts (that are represented
as features, in the same way).

These classifiers need to be rigorously evaluated and measured, and there is an aspect
of NLP that focuses on evaluation in order to measure how accurate the predictions
were (Sebastiani, 2002). Text categorization or classification is the task of automatically
sorting a set of documents into categories (or classes or topics) from a predefined set

(Sebastiani, 2002) or assigning portions of text with predefined category labels.



2.2 Text Categorization: Supervised Machine Learning

Hand labelling text is an important process that is used in diverse areas, including litera-
ture, marketing research, policy-making, media and researching public opinion. However,
manual coding of labelling rules is very costly and time-consuming. So naturally, machine
learning has become an attractive option to many scientists in different fields, particu-
larly in NLP to reduce the amount of manual work.

In text classifications as a subset of ML, we employ an inductive process that automat-
ically builds a classifier by learning from a set of pre-classified documents that capture
the characteristics of the categories (Sebastiani, 2002).

Text Classification (TC) is a discipline derived from applying ML to text; Manning

et al. (1999) dedicated a chapter to it. With text classification, we already have defined
categories. Text clustering groups texts by their similarities. Manning et al. (2008) define
TC as grouping text item instances.
There are single-label and multi-label tasks in TC (in the latter, an item can belong to
any number of categories). A binary TC is a single-label special task that predicts if
the document item belongs exclusively to a specific category or its complement. Other
related concepts include document-pivoted (DPC) or category-pivoted categorization
(CPC). Typically DPC uses a document at the start of the process and then looks for
related categories in the document, whereas with CPC a category is the start of the
process, and it then looks for all the documents that belong to that class (Kowsari et al.,
2019).

In hard categorization, a single label is assigned per document, while with a soft
approach, there are multiple labels. In addition to categorization with discrete and abso-
lute predictions, there is a ranking categorization that provides a spectrum of continuous
results through the document-categories as well. Although the main categorization task
is to find a binary relation between documents and categories depending on the require-
ments and appropriateness, there could be cases that we probabilistically rank by their
degree of membership in various categories. Depending on the DPC or CPC condition,
we call this process category-ranking TC or a document ranking process, respectively.

The potential applications of TC are extensive; one interesting example is automatic
indexing and metadata generation in library systems. Another example is document
organization, often used for newspaper articles, ads and patent classification. Text Fil-
tering is another application, in which a stream of documents such as a newsfeed from

a news agency is classified according to consumer needs (Hayes and Weinstein, 1990).
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The hierarchical categorization of web pages is another area of application (Sebastiani,
2002).

In supervised learning, there is a set of training instances in which the knowledge of
the categories is incorporated by manual annotation, which requires dividing the corpus
up for training, validation and testing. After the classifier is trained using the annotated
training data, its effectiveness is measured and fine-tuned using the annotated validation
data. The automatically annotated test data, is used to measure how often the classifier
correctly or incorrectly classifies instances. The results are usually depicted by a contin-
gency matrix which shows the predicted vs. actual labels (see Table 1). No test data, in
any form, should be part of the training data, otherwise, the evaluation would have no
scientific value (Mitchell et al., 1997).

Document Indexing (DI) and Dimensionality Reduction (DR) are fundamentally im-
portant, as they determine how texts become meaningful and manageable to the ML
classification algorithms. DI and DR should always be applied to the training, valida-
tion, and test data sets (Keogh et al., 2001).

One way to represent the text for the classification algorithms is to extract units

(features) such as words. This representation is called Bag of Words (BOW) (Zhang
et al., 2010). The text is transformed into a vector. The values (weights) in the vectors
can be binary (1 if a word is present in a text and 0 if it is not). Another approach for
calculating the weights is TF-IDF.
We capture the number of times the term ’t’ occurs in document 'd’ by the term-frequency
(TF), while IDF is the inverse document frequency: a measure of how much information
the term provides, or how rare it is, For details, see section 4.1.2. TF-IDF is high for
terms that are frequent in the document, but rare in the corpus. Terms that are frequent
in the corpus do not help the classification, particularly if they appear in many classes
(Fautsch and Savoy, 2010).

The indexing method by Fuhr and Buckley (1991) known as Darmstadt Indexing is
significant for many reasons, the main one being including the properties of documents
and categories and their pairwise relationships in the feature vector. Applications of
this method are used to retrieve relevant units of the transformed text based on their
probabilistic weights.

From the DR point of view, the reduction can be local or global, and can be done by
term selection (e.g. document frequency), or by term extraction where we obtain new

terms by combinations or through transformation (e.g. clustering) of the original terms;
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Actual Class

C Not C
C True Positive False Positive
Predicted Class
Not C False Negative True Negative

Table 1: Contingency Matrix

see (Sebastiani, 2002).

We explain the main concepts of other ML methods relevant to our task in more
detail in the following sections. Among the supervised methods, we prefer the Support
Vector Machines (SVM) approach (Joachims, 1998a). If we apply feature vectors to
form decision surfaces, SVM attempts to find the unique surfaces that best separate the
classes. We refer to the support vectors of the input as the data vectors of the ML
model. Given a set of training examples, with each marked or annotated as belonging to
a category, an SVM training algorithm builds a model that can be used to classify other
data, and determine if it belongs to a category. SVM is a machine learning algorithm
that proved effective in many NLP tasks (Shima et al., 2004).

We typically evaluate text classifiers and their performance and legitimacy empiri-
cally, as the central concept of text classification is highly subjective and it would be
more difficult to formalize it analytically. Therefore, we usually base the measurements
of the frequency of right predictions using test data that is labelled with the expected
classes.

We can also average the measurements over all the classes locally, or globally among all
documents. We call these micro-averaging and macro-averaging, respectively. Micro and
macro averaging are based on true positives, false positives, and false negatives or pre-
cision and recall of different data sets respectively. It should be noted that the precision
and recall measurements are meaningful individually, but we also consider a measure
that combines them, named F-score. Accuracy is the number of correct predictions for
all the classes over the total number of text in the test data. Precision is the percentage
of retrieved documents that are relevant to a class and recall is the percentage of relevant
data that is retrieved for a class. The formulas are presented in Equation 1. F-score in

classifications is the equal-weighted harmonic mean of the Precision and Recall measures.
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Figure 4: Main Classification Tasks
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Another evaluation measure is the area under the curve (AUC). By curve we mean
the Receiver Operating Characteristic (ROC) curve which shows the true positive rate
against the false positive rate at various threshold settings. Using classifier probability
membership estimates provides more analytical frameworks for text classification evalu-
ation (Lewis, 1992).

Figure 4 shows the main tasks when classifying text. Due to the general rule in exper-
imental science and the ML methods used in TC, the comparison of classifiers is only

possible if we consider three important factors:
1. ensuring the collection of documents and categories are the same among models;
2. applying the same split of training and test data;

3. using the same set of evaluation measures with the same parameters.

2.2.1 Persian Language Classification and Resources

This section describes the NLP resources and tools available for for the classification
of Persian texts. The special attributes of Persian from a computational linguistics
point of view are notable. Persian belongs to the Indo-Iranian branch of the Indo-
European linguistics division. It is actually the Parsi spoken in Iran, ’Arabicized’ to
Farsi because the phoneme /p/ does not exist in Arabic. We categorize the Persian
spoken in Afghanistan, Tajikistan and Uzbekistan as Eastern Persian, which is known

as Dari (Seraji et al., 2012). Hafez’s poems are written in Parsi.
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Persian affects other languages, including Turkish, Armenian, Azerbaijani, Urdu,
Pashto and Punjabi, due to the geographic proximities and cultural overlap. The con-
stituent order is relatively free and verbs are inflected for tense and aspect. Verbs also
agree with the subject in person and number, but not in gender. Persian lexical items can
include what we refer to as ‘pseudo-space’ or Zero Width None Joiner (ZWNJ), as well
as white space in multi-words. The Persian language has both long and short vowels, and
the latter is rarely written, only spoken, which causes many homographs in Persian text.
Homographs are easier for humans to recognize than for machines (Ghayoomi, 2012).
Seraji et al. (2012) performed an extensive analysis of the orthography, morphology and
syntactic structure of the Persian language that impact Persian language resources and
their related software tools.

The orthographic properties indicate that Persian has four more letters than the 28 in

! "
ye
and "kaf" which are different in Unicode. Despite popular perception, we propose that

the Arabic alphabet, but their character encodings are largely the same, except for

there are 33 letters including Hamze a: which is a glottal stop in the alphabet. Persian
does not follow the consonantal root system that is an important property of the Semitic
languages, though it is cursive. Cursive means the letterform is a function of its location,
such as right, left or dual joining and there are separate codes for variants.

Seraji et al. (2012) states that the phonological and lexical ambiguity is as frequent
as in other languages, particularly when the short vowels are left out. We usually skip
the diacritic signs, and do not write them in the text. This is a source of ambiguity that
humans understand the context.

Seraji et al. (2012) also mentioned the special type of space character other than
the white space, that is, the zero-width and non-joiner (ZWNJ). Similar to white space,
zero-width space defines word boundaries, while ZWNJ defines boundaries inside a word.
For example, danef +ZWNJ+amuz is the single word that means "student" and ZWNJ
prevents the formation of a ligature.

Persian morphology usually follows an affixable system that has no grammatical con-
cept for gender. Affixes are indicative of pronouns, pluralisms, adjective suffixes and
portative genitive, particles that relate with verbs, nouns, and adjectives. Inflectional
verbs carry the mood, tense and aspect and agree with the subject in person and number.
Apart from the possessive clitic -e’, there are genitive clitics pronouns, as well as plural
markers from Arabic that are mainly used for Arabic loanwords.

Persian follows subject-object-verb word-order unless the obligatory subject is embedded
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in the verb. Thus, the order of optional constituents in Persian is very flexible, or even
omit it. A headword follows its dependent and the verb can be the initial word or the
final. The structure is between left-branching (head-final) and right-branching (head-
initial) (Stilo, 2005). Unlike the subject, a verb’s presence is compulsory (Seraji et al.,
2012).

Ghayoomi (2012) used word clustering to create class-based or coarser level terms to
improve Persian parsing. He used the modified Stanford parser version for Persian and
his PerTreeBank for training while applying word classes instead of words. In this way,
the parser can parse any new word if its class exists in the training data, even if the test
word itself was not in the original training data. Ghayoomi further showed improvement
in clustering by considering POS tags!

The general-purpose corpus of Bijankhan et al. (2011) is the first annotated Persian
corpus, and other TreeBank developments often use Bijankhan’s work as their base or
reference. The corpus consists of 4300 different newspaper articles that are annotated
hierarchically by morphosyntactic and partial semantic features.

Dehkhoda (1994) built the main Persian lexicon resource of 343,466 entries with their
morphological structure.

Though Persian may possess comparatively less developed annotated resources, there are
many valuable contributions in Persian computational linguistics research.

There are also major contributions that apply to most NLP work such as preparing tree-
banks. The Persian Tree Bank is annotated with HPSG grammar notations (Ghayoomi
and Miiller, 2011).

The Persian Dependency Treebank consists of dependency relation annotations at the
sentence level (Rasooli et al., 2013).

The Uppsala Persian Corpus (UPC) by Seraji et al. (2012) improved the Bijankhan cor-
pus by upgrading or adding the following features:

sentence segmentation, modified POS tags, distinguished multi-word expressions into
tokens, defined and tagged pre-nominal clitics, whitespaces changed to pseudo-space or
ZWNJ when appropriate, replaced Arabic style Unicode with Persian style encoding and
replaced Arabic and Western digits with those in Persian.

Seraji et al. (2012) also created a successor to the Uppsala Persian Dependency Tree-
bank (UPDT), based on the Stanford Typed Dependencies. Their treebank was used in
a bootstrapping context to dramatically improve the Persian parser, and the treebank

and associated tools are open-source.
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Hamshahri (AleAhmad et al., 2009) is another available news article corpus that
many researchers and Persian NLP practitioners use.
Another more contemporary corpus is the Persian Linguistic DataBase (PLDB) anno-
tated with pronunciation, grammar, and morphosyntactic properties (Assi, 1997), and
there is a bilingual corpus as well (Pilevar et al., 2011). MULTEXT-East POS style
annotated corpus of the novel '1984’ is also available (QasemiZadeh and Rahimi, 2006).
Tools include the Basic LAnguage Resource Kit (BLARK) with its sentence segmenter
(Seraji, 2011), a tokenizer, a POS tagger and a parser.
Mosavi Miangah (2009) produced a bilingual English-Persian corpus comprised of web

pages and digital documents, to improve concordance in translation.

2.2.2 Cross-Lingual Features and Evaluations

The Cross-Language Text Categorization (CLTC) task involves categorizing text based
on the labeled training data from one language, to classify text in another language. The
common technique, known as Bag-Of-Words (BOW), can classify texts with up to 90%s
accuracy, depending on the task, context and corpora (Zhang et al., 2010). A difference
between research works is how they develop and weight features, and they also differ in
the learning algorithm they employ to train by using these weighted features. In addi-
tion to the BOW features (Nastase and Strapparava, 2013) used etymological common
ancestry attributes of words that are shared between two languages (Italian and English
in this case) to categorize text more effectively. They also showed that their method
improved the baseline classification performance by about a 40% F1 score over the BOW
representation. They used the LSA to achieve a better relationship between features or
words and document classes. LSA that is based on the training data creates a deeper
vector representation of the word-document co-occurrences, through shared lexical and
etymological attributes. Rigutini et al. (2005) and Shi et al. (2010) employed source-to-
target language modelling based on translation and adaptation. And Wan et al. (2011)
and Guo and Xiao (2012) evaluated the cultural and domain differences of training and
test data for classification, to highlight cross-linguistic phenomena.

Using LSA is a popular way to create multilingual domain models in a CLTC context.
Given the common etymology of the words, Dumais et al. (1997) then applied the SVM
classification method to classify mixed languages. The objective is to determine seman-
tic correspondences between languages (Dumais et al., 1997). (Prettenhofer and Stein,

2010) used translation to capture semantically similar words, and to partition the data
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with these words into cross-language structures and mappings. Most CLTC techniques
use translation and dictionaries (Wan et al., 2011), and induce clusters of words using
LSA (Gliozzo and Strapparava, 2006).

In general, the objective of CLTC is to decrease the dimensionality among languages
by finding common ground between them. In the literature, researchers have addressed
dimensionality reduction using dictionaries. More recently, however, they use the trans-
lation with the etymological ancestry equivalents alongside the lexical baseline features.
The more the cross-lingual features overlap, the more they transcend language bound-
aries (Nastase and Strapparava, 2013).

Word etymology is an interesting topic in linguistics and TC and is used to trace
back and link the shared words across different languages. Languages adopt words from
each other, and to a degree adjust them for different senses while maintaining their
common roots. For example, the words “Check”, “Chess” and “Checkmate” in English,
have Persian roots of “Shah” and "mét" as in “Shah-mat” (this means "King"-"Mate")
and maintain strong semantic relations. A cognate example is the word ‘daughter”,
dokhtar in Persian.

Pandian and Karim (2014) addressed authorship identification for both English and
Tamil emails, using style-markers apart from the lexical measures, and compared the ef-
fectiveness of similar methods between the two languages. They mixed LDA and neural
networks for the unsupervised and supervised methods. With regard to feature engineer-
ing, they reference authorship identification in other ML works that employ Bayesian
regression, SVM, neural networks, k-nearest neighbour and rule learners. They first to-
kenized and filtered out irrelevant information, then extracted the features based on the
work of Khan et al. (2008) and Farkhund et al. (2010). Important types of extracted

features, applicable to Persian, include:
1. Lexical features such as the number of words
2. Total characters per line
3. Ratio of digits
4. Ratio of characters
5. Ratio of short words

6. Ratio of uppercase letters
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7. Ratio of spaces to total characters
8. Occurrences of characters to total alphabetic characters
9. Occurrences of special characters
10. Lexical word base analysis
11. Number of words, sentence length
12. Average token length, the ratio of short words
13. Ratio of word length-frequency distribution
14. Unique words
15. Syntactic features
16. Occurrences of punctuation
17. Occurrences of function words.

The cross-language aspect of their work is a generalization of their method, which they

claim to be language-independent.

2.2.3 Semantic Vectors

Many NLP applications take advantage of ’semantic vector’ representations that re-
searchers use to capture the syntactic and semantic properties of the words in a par-
ticular language, or in cross-language contexts. Semantic vector representations can be
effective in feature engineering of our Hafez classifications as they tend to capture seman-
tics aspects, which are the foundation of Hafez ghazal’s and others’ classifications. To
predict the pivot word, Mikolov et al. (2013) proposed a continuous BOW and skip-gram
model in a neural network setting, referred to as word embeddings, which predicts the
context by probability maximization conditioned on the pivot word. The expansion of
the context window improves the accuracy, but it also slows down the computation.
Pennington et al. (2014) went further, by repressing a word in vector space as a function
of a global context by looking at the word-word co-occurrences in the corpus. They then
calculated the probability of the appearance of each word in the context of the other
word.

Sahlgren (2006) used a Word Space model for semantic vectors, with points in the space
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representing the semantic concepts, such as words and documents. Landauer et al. (1997)
referred to LSA as a word-document co-occurrence matrix. They then decomposed the
matrix into a smaller matrix, using singular value decomposition. Widdows and Ferraro
(2008) used random indexing (RI) (Kanerva, 1993) to create semantic vectors and Basile
et al. (2009) improved on the matrix factorization and inferential incremental strategy.
The random projection concept theorizes that context vectors contain randomly dis-
tributed non-zero elements that are assigned to each document. We will use context
vectors to analyze documents and create semantic vectors for each term, then calculate

the semantic vectors for each document as the sum of all its term semantic vectors.

2.2.4 Word Sense Disambiguation

As mentioned earlier, our Hafez classification task requires capturing semantics. Consid-
ering this, it seems logical and predictable to explore an important area in NLP that deals
with the meaning of words in context; more specifically, to disambiguate word senses. We
apply Word Sense Disambiguation (WSD) applications that are used in translation and
anaphora resolution tasks, as the methodology may inspire and help with our Persian
poetry case. WSD is a well-known problem in NLP. When a word could potentially have
multiple meanings in a sentence or context, we need to decide which sense we used in
that context.

Earlier WSD works in the literature use the part-of-speech or other contextual at-
tributes of the neighbouring words in the sentence to determine the best meaning. For
example, Navigli (2009) focused on the grammatical and syntactic relations between
words and their surroundings. We categorize some research under knowledge-based
paradigms such as those referenced in (Lesk, 1986). They use knowledge from lexi-
cal resources. They decided the number of senses using WordNet (Miller, 1995), thesauri
or special-purpose dictionaries (Stevenson and Soanes, 2003). Montoyo et al. (2005) used
both such resources in conjunction with corpus-based or "shallow" paradigms to achieve
better word disambiguation. In supervised ML methods, a manually sense-annotated
corpus that captures the context of ambiguous words is used to train a WSD classifier.
Yarowsky (1994) used decision lists for WSD, by evaluating 100 weighted surrounding
words to infer the most probable class of a stemmed word.

This method does not work well for documents with no specific topic; however, Ped-
ersen (2000) applied Naive Bayes ensemble higher accuracy, and Brown et al. (1991)

employed bilingual syntactically related words to disambiguate translations with 45%
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accuracy. Sarrafzadeh et al. (2011) used Wikipedia articles in English and Persian,
and the equivalent of WordNet for Persian called FarsNet for cross-language WSD.
Mosavi Miangah (2009) achieved cross-lingual WSD by extracting the most probable
senses, counting related word combinations and using the frequencies in conjunction with
their co-occurrence in the target Persian language corpus to disambiguate Persian words.
Their ambiguous word attributes only included the POS of nouns, pronouns, adjectives
and verbs, which restricted and limited translation of English into Persian. Rezapour
et al. (2014) used a supervised learning K-Nearest Neighbour (KNN) algorithm for word
sense disambiguation in both English and Persian. The Fuclidean distance multiplied
by weight was the basis for the KNN, as:

dist(xy,x9) = wai (T1; — 2;)? (2)
i=1

where wy, is the weight assigned to the feature f;. They extracted two sets of features:
the set of words that occur frequently and the set of words surrounding the ambiguous
words. Their paper brings about a new feature selection process, and a weighting scheme
for features. They filtered out and kept the features that led to higher classification ac-
curacy, then the trained a classifier to perform WDS using those vectors as input to the
KNN classifier.

In the literature, when we select a sense from a set of predefined possibilities, we refer to
the task as WSD supplied with a sense-inventory. However, WSD is a more appropriate
term when we divide the usage of a word or differentiate word meanings based on pro-
cessing unannotated corpora, not only when we employ the semantic vectors discussed
in the previous section. SENSE (Semantic N-level Search Engine) uses a combination of
both approaches.

The work of Silva and Amancio (2013) is usually in the latter group, and it is interesting
that they used a combination of topological or graphical structural patterns inspired by
the "tourist walk’ algorithm to capture the semantics and to disambiguate ten polysemous
words. This algorithm can conceptualize a tourist visiting locations in a d-dimensional
map. The rule is that the tourist goes to the nearest site that he has not visited during
the past k steps. The authors achieved good disambiguation performance improvements
over the more traditional network characterization measurements and clustering. They
represented text as complex networks to disambiguate the ten words used in the context
of 18 Gutenberg online repository books. Specifically, they applied the tourist walk al-

gorithm to the graphs with words as nodes connected by edge values to represent the
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frequency of words’ adjacency in the text. They cleaned the texts by removing articles,
stop words and other high-frequency words that convey little or no meaning. The tourist
walk algorithm uses the simple deterministic rule that it will visit the nearest node that
its control has not visited in the previous k steps; the self-avoiding memory window is
k-1. The authors then measured the recurring patterns of connectivity by hierarchical
degree, clustering coefficient, average and variability of neighbouring degrees, average
shortest path length and betweenness measures. They captured these attributes to train
the KNN, a C4.5 Decision Tree, and Bayes classifiers then compared the findings and
found that the tourist walk method yielded better discrimination rates than other tra-
ditional methods. These are a few examples in which ML algorithms are used to get at
semantics, that we also experimented with. Schiitze et al. (1995) used mixed models
that initially applied unsupervised techniques to WSD by creating clusters and compar-
ing sense pairs. We discuss similar methods in the LDA and Clustering (unsupervised
ML) in section 2.3.

2.2.5 Poetry Categorization

There are strong interrelations between lyrics and music, and the properties of one can
help classify the other (Baumann et al., 2004). Lyrics analysis also adds to musicology
research; from a sociomusicology context, for example (Frith, 1988). Lyrics are often
easier to process than audio, and they can play a proxy role for the analysis of musical
structure, rhythm and even for melody (Nichols et al., 2009).

Lustrek (2006) did genre detection in text classification, and Simonton (1990) ran ex-
periments in authorship attribution, poetry analysis and lyric-based classification, using
shallow features such as POS and function word distribution. Simonton also analyzed
the 154 sonnets attributed to William Shakespeare. Each sonnet consists of four con-
secutive units (three quatrains and a couplet). A computer gauged how the number of
words, different words, unique words, primary process imagery and secondary process
imagery changed within each sonnet unit, and noticed a common vocabulary change in
the couplet. Kim et al. (2010) used deeper features, such as the distribution of syn-
tactic constructs in prose to analyze authorship and writing style. While meter may
sacrifice the syntax, rhyme and meter can form effective features to classify lyrics. Scott
and Matwin (1998) used synonymy and hyponymy for classification, while Mayer et al.
(2008) applied the POS proportion of hapax legomena per document and end-of-line

rhyme as features. Hirjee and Brown (2010) developed statistical rhyme detection to
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extract in-line and slant rhymes while analyzing Rap lyrics. Fell and Sporleder (2014)
classified songs by approximately when the lyrics were published, and detected the genre
using features such as vocabulary, style, semantics, orientation toward world and song
structure.

Genre classification was accomplished using the Weka implementation of SVM and the

following combinations of feature categories (Seyerlehner et al., 2010):
1. n-grams (top 100 n-grams), BOW and collocations as a baseline (vocabulary)
2. POS / Chunk tag distribution as syntactic structure proxy (style)
3. Length (style)

4. Pronouns and past tense verb (orientation)
5. Imagery (semantics)

6. Slang use (vocabulary)

7. Echoism: high relative similarity (style)

8. Rhyme features (style)

9. Use of past tense (orientation)

10. Type-token (vocabulary)

11. Repetitive structure (structure)

12. Chorus (structure)

13. Song title (structure)

Fell and Sporleder (2014) also found that one of the highest performing classifications
was for the Rap genre, with its 77.6% F-Score. They showed how lyrics-based statistical
models could indirectly help classify music when the lyrics were available. The combi-
nation of innovative features used captures the style and semantic aspect of the lyrics,

making these features useful in lyric classification.
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2.3 Text Clustering: Unsupervised Machine Learning

2.3.1 Latent Dirichlet Allocation

Topic modelling, such as Latent Dirichlet Allocation (LDA) and clustering, are unsu-
pervised learning methods and we often use them as prerequisites to or in conjunction
with supervised methods. Unsupervised methods often help enhance the better repre-
sentation of training data for supervised ML methods. In this section, we examine LDA
applications of interest combined with supervised method, and discuss similar mixed and
unsupervised clustering methods and their use in literary contexts. We are interested
in methods that can perform in situations when the available data is small, as most
classification methods require a large volume of documents for training and testing. This
creates two challenges, one of which is that it requires these documents to be annotated
and encoded as representations acceptable to ML algorithm. The second challenge is the
sheer volume of data preparation, which requires human labour. In addition, when con-
sidering categorization requirements, we should define the categories (classes) for training
purposes. All the supervised ML needs annotated input with set classes. More specif-
ically, the set of features and weight factors for each class or category must form data
vectors, thereby allowing us to use them to train classifiers. These limitations encour-
aged researchers to look for alternatives, particularly in contexts without available large
training datasets, and others that are too time consuming and costly or the annotation
criteria are unclear. Usual classification methods use BOW, unigrams or n-grams to
represent the feature space. Thus, the scarcity of lexical word features associated with
each document results in very sparse representing vectors.

Blei et al. (2003) addressed these challenges by introducing the Latent Dirichlet Allo-
cation for document categorization by topic as an unsupervised learning method. LDA
is sometimes used in conjunction with other learning algorithms to find more refining
features (Inkpen and Razavi, 2014).

In our case, the categorization of Hafez ghazals, scarcity and limited number of ghazals
per class, and the labour-intensive annotation of data, compels us to pursue a specific
blend of LDA mixed with other ML methodologies, in order to achieve a promising can-
didate approach. We can also use LDA without other ML methods, as it does not need
annotated data to explore and find topics in the texts. Hence, there is methodological
overlap with clustering algorithms. According to Blei et al. (2003), the central concept

is based on a probabilistic hierarchical Bayesian model that can produce the topics by
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induction through the input documents, not necessarily by annotation.

To achieve this, we determine or estimate the distribution of topics over the vocabulary
of words using Dirichlet prior, a matrix of words and topics. We also estimate the distri-
bution matrix of documents over topics using Dirichlet prior. This allows us to develop
probabilistic distribution relationships between documents and topics, and between top-
ics and word tokens. In this way, words are associated with the topics that we sample
for each document. Technically, the advantage of LDA can be attributed to the present
conjugacy between the Dirichlet distribution and the multi-nominal likelihood (Inkpen
and Razavi, 2014).

LDA assumes the documents have latent topics. Akiva and Koppel (2013) questioned
this and presented the topics as top-N highest probability words. Haghighi and Vander-
wende (2009) used LDA as a prerequisite to other text classifications. Lau et al. (2012)
applied it to word sense detection and Zhao and Xing (2007) used it for translation pur-
poses. Hofmann (1999) applied LDA for probabilistic latent semantic indexing (PLSI).
Blei and Lafferty (2005) later found that perplexity plays a counter-intuitive role in topic
modelling, and they had people compare the top probable topics to the intruder or out-
lier words.

Using a 3-point scale, Newman et al. (2010) asked people to rate the topics on how the
topic words expressed their observed coherence. They tried to automate the observable
coherence to calculate approximations and applied the context sliding-window. They
found that the method inspired by Point-wise Mutual Information (PMI) (Church and
Hanks, 1990), an alternative to TF — IDF for co-occurring words, is the most reliable
method to produce highly consistent document-topic classification. They fed the LDA
results to the ML algorithms (SVM, NB and DT) and assisted with the training and
testing performance. Employing LDA made feature spaces more manageable by reduc-
ing the dimensionality. The results were evaluated using different combinations of SVM,
BOW/SVM, LDA/SVM and LDA + BOW with SVM achieving the highest accuracy of
80.4% on FriendFeed data (Celli et al., 2010) and 97.29% in the Reuter R8 data (Aryal
et al., 2014).

Blei et al. (2003) used variational inference to estimate the distribution of data vec-
tors, while the work of Minka and Lafferty (2002) was based on the expectation propa-
gation. Griffiths and Steyvers (2004) used the most popular and effective approach that
was based on sampling. The Gibbs sampling method was inspired by Markov chains

(Porteous et al., 2008), in which the probability of a topic for a word in a document is
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conditional on the word itself, previous words in the context and their associated topics.
The multiplication of denominators of the conditional probability is the number of times
we assigned a word to the topic, as well as the number of times we previously assigned
the topic to the document.

The ultimate objective is to make an argument about the probability of using the word
(tokens) on the topic and the probability of associating the topics to the documents.
Thus, these distributions can create a base for comparisons and optimizations. In other
words, the best category has the maximum weight on words-contexts and document-
topics that form the best topic candidate for the document.

This scheme is capable of ranking the labels rather than using hard binary classifications.
We can extend or tweak the method to help us make the same arguments on multiple
labels per document (Blei et al., 2003).

Wang et al. (2007) used LDA for search engine experiments, and Mimno et al. (2011)
proposed an alternative method to PMI and log conditional probability to evaluate se-
mantic coherence by highlighting the document-topic consistency compared to human
judgments (Newman et al., 2010). The aim of these research efforts is to capture the
evaluation of semantic coherence as part of the topic model, which is very promising for
our case because it is based on mutual information. In addition, the objective will be
to find a cluster of important word meaning in Hafez. Mimno et al. (2011) recorded the
collocation frequencies and updated the counts of associated words before and after the
Gibbs sampling accordingly for every new topic assignment. They showed that LDA pro-
duces more coherent measures than other methods with the log conditional probability.
Musat et al. (2011) also attempted to capture the relevance of topics by incorporating
the WordNet hierarchy.

Ghayoomi and Momtazi (2014) applied LDA to a corpus extracted from the Persian
newspaper Hamshahri and Iran with up to 80.66% and 90.44% accuracy, respectively,
and they performed topic modelling and classified news articles using what they called
a weakly supervised model. Before they did the final classification they manually short-
listed topics, then mapped the automatically generated topics to a set of predefined
topics, which minimizes the amount of human annotation required. Then they obtained
classifier predictions by looking up the generated topics, then mapped the correspond-
ing categories to the high-level shortlist. They also used the MALLET toolkit, which
is a Java implementation of the LDA algorithm (McCallum, 2002). Ghayoomi’s work

in Persian text classification is quite recent, and it seems very applicable to our Hafez
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classification task as they achieved good results with LDA. Therefore, we believe LDA is
a good candidate methodology in the Persian NLP literature, given our limited volume
of annotated data. The creative aspect of this work is addressing the numerous topics
generated by LDA, and mapping them to high-level news categories such as Economy,
Literature and Art, Politics, Sport and Tourism.

Ghayoomi and Momtazi (2014) used the Hamshahri newspaper archive at the University
of Tehran, which contains about 318,500 documents. They did not include the annotated
labels in the LDA process but used it as the gold standard for evaluation, and to create
35 fine-grained labels. They finally shortlisted the labels and achieved nine coarse-grain
categories. When they randomly analyzed the misclassifications they detected errors in
the gold standard, which meant that extensive misleading overlap in the standard labels
confused evaluation, and the labels had to be verified and corrected. They also found
that their LDA model could not assign the correct category labels to the documents in
some cases, mainly due to common word-classes. These are aspects and nuances in the
corpus and we need to monitor their effects on classification.

Aletras and Stevenson (2013) captured coherence with LDA, which led to distribu-
tional semantic similarity between feature vectors for topic words such as cosine similar-
ity and the Dice coefficient (Anuar and Sultan, 2010): DSC = %.True—positive
(TP) is the number of times the algorithm correctly predicted the class, false positive
(FP) is the number of falsely predicted the class, and false-negative (FN) is the number
of times falsely predicted that the item did not belong to the class. They used Wikipedia
to collect co-occurring words in a five-word window and established semantic vectors of
topic-words.

Lau et al. (2013) also used LDA evaluation to capture semantic quality, or discard ir-
relevant topics. They examined the quality of the topic interpretability by word intrusion
(Chang et al., 2009) and observed coherence to emulate human performance; they were
more successful using the latter method than the former. They empirically examined
different topic-modelling evaluation methods, and proposed an improved formulation of
the PMI-based method (Newman et al., 2010). Lau et al. (2013) used the SVM ranking
in (Joachims, 2006) to rank topics by word association features and determine intruder
word topics. They used PMI, CP1 and CP2 (Lau et al., 2010) in the process and an

NPMI normalized point-wise mutual information evaluation measure (Bouma, 2009).
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2.3.2 Clustering Methods

As is normal with new methods, some researchers are critical of the LDA approach. For
example, the work of Akiva and Koppel (2013) in a continuation of (Koppel et al., 2011)
objected to the assumption that each category of interest will necessarily have a dis-
tinctive topic, particularly in the context of authorship classification, as each document-
author may contain multiple overlapping topics. This is why they criticized the above
LDA studies and other work that used LDA for topic-authorship, such as (Rosen-Zvi
et al., 2010). The criticisms indicate that they used clustering methods. Graham et al.
(2005) decomposed the documents based on their authorship, while Akiva and Koppel
(2013) proposed a generic method that required no tagged corpora or training data. They
chunked the text into predefined lengths, represented each segment as a binary vector of
the 500 most common words in the full text, then measured the similarity of every pair
to cluster the chunked pieces into k clusters. They used a precise sampling of purified
and labeled chunks as training data input to their SVM method, and claimed to obtain
up to 91.5% accuracy for authorship attribution using synonyms as the feature set.
Ghayoomi (2012) used classes of word clusters rather than the word-based clusters, and
improved the Persian text parsing precision by approximately 10%. This coarser class
level of lexicon based on the similar syntactic behaviour of words has made a significant
improvement to Persian parsing using the Stanford Parser (Manning et al., 2014). In
this way, if the parser encounters a new word that did not exist in the training dataset,
but it recognizes its class, the system could still parse the word according to the class.
Data sparsity is a common issue with parsers, and this clustering method helps reduce
it. The parser is more genre-independent when using the coarser-level lexicon, and the
clustering method helps distinguish the homographs that would have otherwise been
treated equally. The clustering assigns homographs to different clusters, according to
their POS attributes. This paper used the Brown algorithm as an unsupervised cluster-
ing method to create over 700 classes of words. They used the Java-based SRILM toolkit
and implementation of the Brown clustering algorithm (Stolcke, 2002).

The Persian treebank is known as PerTreeBank!® which was derived from Bijankhan!!
and was used in conjunction with the clustering word-class results to train the parser
(Bijankhan et al., 2011). This Persian treebank is available online, and as mentioned
previously it follows HPSG (Pollard and Sag, 1994).

Ohttp://hpsg.fu-berlin.de/ ghayoomi/PTB.html
Uhttp://ece.ut.ac.ir/dbrg/bijankhan/
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2.4 Visualization and Model-checking

The visualization and model-checking of LDA-based SVM classification have been a very
active, open and worthwhile research area (Chaney and Blei, 2012). When semantic
attributes and text meaning are searched for, which is one case, often the co-occurrence
of terms within documents and the corpus provides good leads, which we deal with
technically using probabilistic models. But Houman still demands substantive answers,
understandable rationale and detailed explanations. Questions that drive the need for
model-checking and visualization include: How many topics should be set as a param-
eter for an LDA algorithm to optimally obtain semantically distinctive topics? Or how
does coarse-graining affect the topics? In addition, given that the LDA algorithm is
prior-based, a topic’s high probability terms of each run are not necessarily the same.
Therefore, another question is how to optimize the number of iterations needed for con-
vergence and to be confident of the significant terms.

The presence of insignificant terms in the topics is an open issue that needs verification
by domain experts (Chuang et al., 2012). Termite (Chuang et al., 2012) lets the user
choose LDA terms from the most probable or salient topic-terms that are domain-specific,
but it does not support document-level interactivity or correlations. Snyder et al. (2013)
studied the so-called junk topics.

Another interesting question concerns stop-words and their effect on classification results.
In NLP, stop-words are words that are excluded from training and test data, because
they appear in most of the documents. However, in our case classification of poetry
stop-words could potentially provide significant benefits, and increase to the accuracy or
change the dynamic of topic-terms. Hughes et al. (2012) argued that some seemingly
uninterpretable topics could indicate a sub-genre or style.

Topic modelling results usually require expert validation, particularly in industry,
thus there is a need for frameworks and tools to assist users to cross-check topic terms
and learn the differences between document-topic results in different runs. In other
words, we need to facilitate expert verifications and validation processes so they are
feasible. Chaney and Blei (2012) employed different document parallel interactivity to
observe topic changes. It is usually difficult to understand what is happening inside
LDA-based models, which makes providing evidence and intuitive rationale for the re-
sults challenging. Such pursuits will enable us to satisfy human curiosity and build trust
and credibility, which are the main reasons for developing software tools that can pro-

vide detailed system visualizations of internal aspects of topic models. TopicNets plots
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documents without showing the actual topics using dimension reduction techniques (Gre-
tarsson et al., 2012), and LDAwis plots relevance-ranking terms within topics that show
their compositions (Sievert and Shirley, 2014b).

Principal Component Analysis (PCA) is a well-known dimension reduction technique
that researchers have used throughout the NLP research to find patterns within data.
Zhang and Yong Yan (1997) used PCA for facial recognition specifically, which many
others then cited also. This led to a body of work on the application of PCA in facial
recognition and classification.

There are now many software tools that explore the LDA visualization field, and even a
brief description of them could easily take a whole chapter. We use the LDAvis library
(Sievert and Shirley, 2014b). One such tool is RoseRiver, which utilizes tree and word-
clouds (Cui et al., 2014). Another explores topics and highlights their associated terms
that relate to documents (Chaney and Blei, 2012). Overview (Brehmer et al., 2014) and
VarifocalReader (Koch et al., 2014) created topic hierarchies based on TF-IDF, while
UTOPIAN utilizes graph and matrix factorization to depict topics (Choo et al., 2013).
Given that visualization is not the sole purpose of this research, we will adopt LDA-PCA
graphical presentations to assist with interpretation of the results, and discuss the ratio-
nale behind each ghazal classification. Refer to section 6.1.3. Our graphical presentation,
similar to that of our feature-engineering method is using, among other tools, the Gensim
library (Rehifek and Sojka, 2010).
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Hafez and the Corpus

3.1 Hafez Poems: Chronological Classification

3.1.1 Historical Facts

An understanding of at least a brief history of the era is certainly important to help us
get a better understanding of the potential societal effect on the artist and his works.
Hafez’s lived during 1326-1389 CE according to the Christian calendar!? (Dehkhoda,
1994).

The second Mongolian attack 1271 CE by Hulagu happened about 30 to 40 years before
Hafez’s birth. The first destroying attack was in 1219 CE; it is believed that recovery
from this attack took 100 years (Dehkhoda, 1994). In Neyshabur even after the Mongo-
lian army left, 400 soldiers were ordered to stay guard to kill any living creature until
further notice. Another example indication of the brutality is that the Mongols flooded
everywhere in the city and grew hay for their horses. Exceptionally, the governor of
Shiraz offered tribute to the Mongols at the time of the first attack, so Shiraz suffered

comparably less than other cities.

12 A1l dates are converted from Hijri A. H., lunar calendar.
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The series of governors of Iranian cities or regions or territories after the Mongol attacks
were all Mongols obviously (ilyanian). In Shiraz, the Mongol governor was abu-gshage-
mgu (1321-1356 CE) who had more of a sybaritic and self-indulgent personality. Hafez
seems to have had a job in the palace during his reign and this coincided with Hafez’s
Youth years: "xof derax[id vali dolatee mostajal bud" means "Was joyous but as well
short-lived!".

These were very good times for Hafez, given the environment of relative freedom of
thought, bars (mei-kadae) and taverns were open in Shiraz. The next governor is Amir
mobarezeddin from Alese-mozaffar (1318-1357 CE) who was in Yazd then attacked and
killed Abu-zeshage-mgus and stayed in Shiraz for about a year; during that time all bars
and taverns were closed as he was a very hardliner character. This coincides with the
third period of Hafez’s life. In ghazals, Hafez refers to Amir Mobarezeddin as Mohtaseb
who bothers everyone and ruins their freedom. In fact, this is to the extent that he
puts Hafez in jail and sends him to Yazd for exile (Zendan-e-Sekandar), for the crime of
drinking wine!

Shah-Shoja (1357-1384 CE) was the son of Amir Mobarezeddin. Shah-Shoja with the
help of his brother Ghotbeddin Shah-Mahmud (1357-1374 CE) blinded his father. Shah-
Shoja was the opposite of his father, less fanatic and therefore friendlier; he brought
back a bit more freedom and was close to Hafez. Shah-Shoja probably provided him
with palace assignments, during this time, or a job at Madresa which was a formal
school for religious teachings.

It is said that Hafez was often present in Shah-Shoja’s parties and gatherings as more
of a musician than as a poet. Hafez played Rubab (a Lute-like musical instrument)
and he must have known music very well. In addition, it is said that Hafez had a very
good singing voice! Hafez apparently also must have known to play chess and must have
known astronomy owing to skillful use of reported terms in his poetry.

There are a few other Alee-mozaffar governors before Amir Tamerlane, although most of
them adopted the Persian culture and language very quickly, even the most liberal ones
were highly influenced by the political extremist ideas. Here are the other governors who

came to power during Hafez’s lifetime:
1. Shah-Yahya (1362-1392 CE)
2. Soltan Zeinol Abedin (1384-1387 CE)

3. Emadeddin Ahmad (1384-1392 CE)
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4. Shah MansUr (1388-1392 CE)

During 1369-1404 CE Amir Tamerlane from Turkestan, the other side of Jeyhun, another
political extremist, attacked Iran and removed the governance of Mozaffarian. He ordered
the capture of Hafez and it is said that Tamerlane contested Hafez’s reputation. He
competed with him and beat Hafez in reading the Quran by memory as Tamerlane could
even read the Quran from memory backwards. Nonetheless, he relatively appreciated
Hafez’s talents and his poetry to the extent that he did not order his persecution!

We see that the volatile environment and the constantly changing conditions of political
turmoil affected Hafez and his artworks'®. He lived during a period of continuous turmoil,
change and war. Iran was subject to the governance and attacks of the Mongolians and
to their brutality of fanatic rulers and extremists. In a sense, Hafez was a regular being,
who was not staying as a pure Sufi or as a mystic throughout his life. His life condition
is not similar to that of Mbolavi’s or Attar’s life. However, as a result, his philosophy
towards life has gone through a natural maturation process and has been subject to a
constant evolutionary change as well, considering the historical aspects and uncertain

conditions throughout his lifetime!4.

3.1.2 Hafez Semantics

Khwaja Shams-ud-Din Muhammad Hafez-e Shiraziknown by his pen name Hafez (1325-
1389) wrote ghazal'® poems.

His ghazals have been the subject of many interpretations, but mostly the contextual
question becomes whether he is criticizing the social settings of his time or he is referring
to mystical meanings. The fundamental question is about what Hafez is saying. How
do we solve this mystery? Do we have to interpret it as a straightforward day-to-day
warning when he advises of hiding the cup of wine because of political threats, or he is
in fact trying to teach us about the twists and turns of the mystic subtleties and their
metaphors? Are his poems about general life lessons, perhaps referring to traps that
man is facing in life and what life is? When he decides to drink wisely as the time is

problematic, what are the traces of the influential historical events in his art? What are

13There is fiction (no supporting document) that at the time of this attack, his works were burned out
of fear by members of his family, which caused his death out of grief. Later on, the works were collected

and published by his close friend and admirer Mohammad Golandam some 20 years after Hafez’s death.
For more information refer to www.iranicaonline.org/articles/hafez
15The structure of a ghazal is very close to that of a sonnet; a poem of about fourteen lines using any

of a number of formal rhyme and rhythm schemes; in English typically having ten syllables per line.
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the difficulties that he goes through during his life and how much has his era been studied
through his lens and how did sociological properties of his time influence his poetry and
in what ways?

These questions are important because they help us better understand Hafez’s amazing
poetry. Is it not possible to assume that Hafez has in fact combined both reality and
mysticism in such a beautiful and smooth way that has made them as one unbreakable
cohesion? Perhaps there are layers of meaning hidden and interwoven in such an en-
crypted way together. Who is Hafez? What are the meanings of his Ghazals?

Among many scholars, Ali Hasouri'¢ in his book (Hasouri, 2005), following Ostad Zabih
Behrouz’s'” perspective which is mostly based on historical events, claims that Hafez is
simply a happy poet who is just praising life. Hasouri claims Hafez is really in love with
life and his perspective and philosophy towards life is to be happy and to enjoy it as
much as we can. Hasouri also claims that if we consider a work of art having mystic
attributes and roots, then we should validate the work by the criteria set forward and
depicted in the mysticism references in Persian literature. Hafez’s ghazals do not qualify
to pass those criteria, he claims. He gives examples of concepts and meanings in Hafez’s
poems that are strongly and directly associated with historical events and are associated
with the geographic mentions in Shiraz during Hafez’s time. Even if there are mystic
references in Hafez’s poems, Hasouri advises us to first look through the lens of sociolog-
ical and historical properties of Hafez’s time in order to interpret his poetry.

Secondly, Hasouri says, Hafez cannot be a mystic because he is always questioning the
mysticism’s fundamentals. Examples are when Hafez refers to the beloved, or to God.
If we were to assume him as a mystic, then one wonders why Hafez associated earthy
things with God, he asks things from God that do not necessarily fit with the mystic
beliefs towards God as the ultimate source. It is as if Hafez does not agree with God’s
definition in mysticism. Hafez believes in a different God.

Hasouri says that nowhere in the other historical documents about Hafez’s time, there
is a reference to Hafez as a mystic; but he is mostly referred to as a musician, singer of
ghazals and of wisdom. Hasouri follows the suggestion of professor Bastani Parizi that
the word Hafez means musician as many other musicians throughout the 300 years before
Hafez’s time; people referred to those musicians as Hafez. The other secondary but more
popular interpretation of the word Hafez is ‘the one who knows Quran by heart’; but the

musician is the main meaning, Hasouri claims. He also says the knowledge that in fact,

16Professor of Persian literature and culture.
17Ostad Zabih Behrouz (17 July 1890 to 12 December 1971) was an Iranian playwright and linguist.
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a musician is writing these poems is very important in the way we read and interpret
Hafez’s poems. In addition, Hafez himself does not ever refer to himself as a mystic,
Hasouri says. Hasouri has classified only 60 ghazals in chronological order according to
their geographic and historical connotations because the other ghazals do not have those
elements. For example, if the name of the Shah Mansour is present in the ghazal, then
it belongs to that period and so forth.

Hasouri translates the word Rend as anti-religion or rouge or knave; but, certainly, Mr.
Ashoori, another researcher in this area, has a different perspective in that he believes
Hafez is deeply rooted in mysticism (Ashoori, 2009). Ashoori goes as far as to define a
new Persian Rend of mysticism according to his understanding of Hafez 8.

Darioush Ashoori!® argues that we should look at any poetry through its intertextuality
with other documents; this methodology is inspired by modern social science. Any docu-
ment has ties and relations with prior books and any other documents of its time. There
is a dialogue between these literary works. Hafez is not an exception. One should look at
Hafez in conjunction with other works that show Sufi’s culture and Sufi’s evolution. This
discourse has a history. The history of mysticism starts in Shaam and Baghdad. Mys-
ticism comes to Fars and Khorasan and comes into the Persian language. The mystics
claim that they knew the ultimate objective of the being, and they got to this under-
standing through mysticism and by learning and practicing their own religious-driven
ways and beliefs.

Mersadol Ebad?® has indications that Hafez studied and was influenced by Kashfol As-
rar?!, by which one can understand many mystic interpretations of existence. Rend and
Zahed are always in quarrel and in arguments. Ashoori asks: What are these coming
from? It would be very naive, Mr. Ashoori says (Ashoori, 2009), to think that Rend is
good but he drinks all the time and Zahed is pretentious goodness. So this effect must
be only on the surface. In Asrar we see that these two archetypes strongly exist and one
is referred to as Rend and the other as Zahed. In Asrar, Zaheds are the angels that are
constantly praying to God. Rend is refers to Adam; Rend is the first man who committed
the sin. When Hafez in his poetry calls himself the Rend, he is, in fact, unifying himself

with his archetype. We clearly see these parallels in intertextuality. In addition, given

18BBC Pargar: Who is Hafez, https://www.youtube.com/watch?v=US8EdY7VLeOU
19Born August 2, 1938, in Tehran is a prominent Iranian thinker, author, translator, researcher, and

public intellectual. He lives in Paris, France.
20This history book was written by Najm al-Din Daya(1177-1256).
2L A Thirteenth-Century Quranic Commentary, written by Meibodi who lived before Hafez. It is an

important book in Persian literature.
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that Hafez lived 700 hundred years ago, there is no Newton, Darwin, Freud, etc.; that
is, modern science had not come to exist yet; therefore, naturally, the artist’s ideology
is mythological. However, Sheikh Abu Said is the first positive and a so-called happy
mystic that has affected Hafez. According to Ashoori, these are examples that show that
we cannot isolate Hafez’s ideology from these other giants before him. Ashoori claims
that the hermeneutics of what happens to Adam and how God threw him out of Eden
has affected the mindset of Hafez. Ashoori says the mysticism based in Shiraz affected
Hafez’s mystic beliefs.

Shiraz’s mysticism brings about very down-to-earth types of ideas to the extent that
Hafez most probably believed the place of ‘existence’ for humankind was here on Earth.
This concept is opposed to that promoted by Khorasan’s mysticism, which is rooted in
much stronger religious-mystic beliefs. The notion of man praising God or the beloved
has an evolutionary process according to Ashoori; that is, in the early days, the fear
created such a belief, the fear between Zahed or the prayer and God. Later, this re-
lationship evolved into a loving one that was based on the passion between the lover
and the beloved. This concept is consistent with the intertextuality of other documents,
Ashoori claims. To Hafez, God becomes poetic and beautiful and a kind being from
what it was before, a revenging and scary character.

Hasouri, on the other hand, disagrees that the meaning of Rend is necessarily consistent
with this mystic evolutionary process and hence disagrees with the new perspective of
loving God in Hafez’s ghazals, especially without any substantial evidence to supporting
it.

Ashoori says that the deeper analysis of the semantics of ghazals indicates that religious
locations such as mosques are portrayed as negative places of wine drinking which is
praised with positive connotations. This concept corresponds with the dual archetypes
present in the intertextuality mythologies of Hafez’s era. Hasouri does not necessarily
deny the presence of these semantic elements but disagrees with the mystic arguments
and interpretations. Hasouri says Hafez uses these terms and symbols for his mostly
anti-religious objectives. Rendy (verb) means “being Rend” (name), to Hasouri is anti-
religious, but to Ashoori is a reference to Adam and Adam’s rather unfair destiny and
his hardships.

Apart from all the nuances of either realistic or mystic perspectives in the interpretation
of Hafez’s ghazals, Ashoori looks through semantics, with sociological lenses. Ashoori

studies the intertextuality of the evolution of words semantics and therefore goes about
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removing layers of meaning to better understand the words’ connotations. The words
find a different sense in the context of mysticism and hermeneutics. For example, behind
the surface of the chaperone meaning of the word raqib Ashoori finds references to the
competing relations between Adam and the angels.

Mahmoud Houman (Houman, 1938) presents Hafez as a very special poet whose poetry
includes mysticism, resentment against pretentious clergy, demeaning towards dialectic
philosophy, while praising love and Rend aspects. Houman strongly sees and encourages
the deep interrelation of the ghazal lines and, as many others claim, the first line often
carries the main topic. He promises that understanding Hafez is, in fact, possible; and
although there is no supporting documentation available to us other than his poems, one
can still understand them by setting aside personal tastes and presumptions and then
only using logical analysis.

Houman categorizes Hafez’s thoughts into main and secondary concepts by studying ge-
nealogy and the semantics of the symbols and expressions used in the poems. Some

122

of the main concepts are ‘knave’**, ‘love’, ‘wine’; some Hafez’s secondary concepts are

‘destiny’ and ‘dervishi’®

. Through this logical analysis combined with the supporting
geopolitical and historical events at the time of Hafez, plus his psychological properties
and his philosophy, Houman is able to map Hafez’s poetry to the evolution of his thinking
and accordingly maps his poems into different time slots of Hafez’s life.

Houman believes in Hafez also as a philosopher-poet who questions the universe and who
does not seem to believe in the plots set forward by the religious documents. Houman
brings many solid references from the ghazals that support his claims. For example,
the last line of a ghazal reads: ‘Hafez, our existence is a mystery, solving it is but all
imaginary’.

Houman’s classification of the ghazals is based on the intrinsic evolution of the poet and
therefore he analyzes this evolutionary process starting from questioning Hafez’s philos-
ophy of being and the way Hafez views the origin of the universe, as a result, Houman
is able to explain why Hafez is astonished.

Houman follows the semantics of expressions through the prior literature and cultural
history, and draws such conclusions that relate the perceived “wine drinking” with de-

meaning intentions towards clergy and religious ideologies; he brings examples of other

22English Dictionary translates Rend as a dishonest or unscrupulous man.
2Google: A member of a Muslim (specifically Sufi) religious order who has taken vows of poverty and

austerity. Dervishes first appeared in the 12th century; they were noted for their wild or ecstatic rituals

and were known as dancing, whirling, or howling dervishes according to the practice of their order.
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giants of Persian literature such as Rumi and Attar who use similar expressions to bring
down the dialectic and logic. Houman interprets the drinking wine and its praise by
Hafez as a symbol of dislike towards the blinded science that is solely based on logic and
has no legitimate philosophical context.

Houman also does very interesting psychoanalysis on the bipolar emotional reasoning be-
hind Hafez’s preferences; for example, Houman mentions love against knowledge, praising
the unworthiness of the world against notions of power and affluence. Houman presents
Hafez’s attraction toward turning his back on social rank by praising doubt. Houman
mentions the praising love against imaginary hopes and religion are all worthwhile clues
and indications.

The meaning of ‘Rend’ that is ‘knave’ in English is somebody who is against the asceti-
cism and the ascetic. Examples of such uses are brought forward in the works of Khayam
and Sanaii to support this use of “knave”. Hafez’s behaviour by turning back to afflu-
ence and materialism, demonstrated in his ghazals, according to Houman, is rooted in
Hafez’s perception that pretences and charlatanism come from the weakness of character.
Weakness, in turn, is a roadblock to human greatness of self; hence, one should avoid
attractive superficial and decorative earthly materials and instead thrive for simplicity,
and strive and search for cleanliness in psyche and constantly endeavour for truth.
Hafez also has three types of references to love in his poetry, according to Houman:
Freudian, Platonic, and mystic love. These types are contradictory and therefore cannot
happen at the same time but they exist throughout the life of Hafez and throughout
his poetry. Hafez never stayed in one type according to Houman but he even had the
knave’s attitude towards love itself. Houman brings much supportive evidence from the
ghazals where Hafez shows love towards righteousness or God, and refers to humans as
a realization of righteousness. Wine also closely relates to the meaning of love; wine
essentially makes love come to life.

Hafez has references to destiny as cause and effect, and sometimes as an unchangeable
and predefined event. Houman maps these philosophic changes to his maturity growth
line. Similarly, he has references to dervish attributes to reference the freedom and some-
times to mean withdrawal and contentment. Houman uses these concepts and analysis
results to map the poems to the chronological evolution of Hafez’s character and ideology

and his maturity growth.
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3.1.3 Divan of Hafez

Houman used the compilation of Hafez’s Divan by Mohammad Ghazvini and Ghasem
Ghani (1942). Erkinov (2002) used earlier copies of Hafez such as the ones by Khalkhali
and Pezhman (Arberry, 2004), each had used 6 to 8 different older copies of Hafez to
compile, develop and correct their copy. Therefore, Houman claims that indirectly his
final copy inherits from about 16 copies of the Divan of Hafez. Houman’s classification
of ghazals was initiated by the observation of differences in the ghazal’s copies. Houman
found Ghazvini’s corrections subjective so he observed a gap and necessity for a more
systematic framework to guide the correction of Hafez poems. Houman (1938) counted
that majority (70%) of ghazals diction were common, reliable and correct across different
copies of the Divan, he hypothesized that the 30% could be corrected based on the larger
segment of the Divan. He decided that two aspects of ghazals could form more reliable
criteria for the correction, validation or decision over the correct form of the words in
the ghazals that had few differences in the copies of Hafez. One aspect was semantic and
the other was formal aesthetic or style. The former is the subject of our research, the
latter is outside the scope of our current research and left for the future.

Hafez uses multiple types of poem structures. There are 468 Ghazal, 2 Masnavi, 3
Ghasideh, 30 Ghatae and 40 Roba’s. These short and long structures are known for a
specific theme, style and purpose. Houman has classified only a subset of the ghazals
Houman divided the ghazals into six main classes, which correspond with the approx-
imate segments of Hafez’s life chronologically. In Houman’s mind, each class contains
only the poems that are similar in context and follow Hafez’s specific worldview during

that segment of his lifetime. See Table 2.

Class | Youth | PostYouth | Maturity | MidAge | Before Elderly | Elderly
Count 38 25 79 66 28 I

Table 2: Lifetime Ghazal Periods

Each ghazal has an average of 10 pairs of hemistichs. The first pair or the onset usually
has the main theme. The last pair has the Hafez name, in which the poet refers to a
pseudonym or enunciates himself. Houman only classified 249 Ghazals and 219 were not
classified. In his Hafez book page 377, Houman (1938) says that he had only finished

249 of the ghazals classified and the rest were work-in-progress but he mentioned that

38



they were sufficient to demonstrate what he had set forward to achieve. Houman make
his points about semantics and style of Hafez’s ghazals and the logic behind their clas-
sifications. Houman provided an objective framework and guidance for interpretations
and corrections of Hafez poems. As an example of the correction of Hafez’s poetry, in

7 whereas the correct form should be

Ghazvini’s version, it is written “thank god ...
“thanks to...” (Houman, 1938: page 417, poem no. 184 - 238, correction 66). This poem
belongs to Elderly or Senectitude or the very last class of ghazals classified by Houman:
In our midst, thank God**, the dogs of war are put in chain and lock The angels
gratefully drink, gracefully dance, from block to block.

According to Houman, the parallel between the two hemistichs would be more intact
with this pattern of “thank that..”, which is also present in other undisputed ghazals.
Also, it is possible to replace “that” with “god” in Persian hand-writing. Therefore the
Khalkhali version of Divan-e-Hafez must be the correct version. Also in Ghazvini’s ver-
sion, the word “angels” is written “Sufis”. This cannot be correct and angels should be
the correct version consistent with Brockhaus’s old version of Divan-e-Hafez (Brockhaus,
1875). According to the proper classification and meaning of the poem, there is no reason
for Sufis to celebrate the partnership of Hafez with his beloved. In Houman’s ontology of
Hafez, Sufism more or less equates with sadness and obstinacy. Sufism ideals contradict
joy, celebration and drinking. On the contrary, angels’ celebration is not only quite con-
sistent with Hafez’s philosophy and semantics of his ghazals but is also conforms to his
aesthetic and style, showing the grandeur and depth of his spiritual love during Hafez’s
senectitude.

Another example of Divan-e-Hafez’s correction by Houman (1938: page 418, poem 355 -
248, correction 67) is from old age class or senectitude:

If I am the rascal of the tavern or the Hafez of the city, I am that which you see or even
less

In Ghazvini’s version, it is Zahid or Sheikh or the preacher. According to Houman,
Hafez never associate or calls himself the sheikh or the preacher. In fact, he belittled
or resented them during the second and third period of his life. It would be therefore
very unlikely that he ever called himself that, let alone doing that during senectitude.
This correction is consistent with Brockhaus’ old version of Divan-e-Hafez which is also

consistent with Hafez’s style.

24Shahriari’s translation, intentionally or inadvertently, is following Ghazvini’s version.
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3.2 Hafez Corpus

In this section, we introduce many aspects of the Persian language that could have im-
plications in natural language processing applications. Although there is incredible work
done in the preparation of Persian corpora such as Bijankhan et al. (2011) and AleAhmad
et al. (2009) and there are many valuable NLP works for Persian (Seraji et al., 2012), we
believe that the research community has only scratched the surface. We see much room
to do justice to the digitization of Persian text. We need to apply defined linguistic rules
consistently and clearly throughout the text to make it ready for NLP applications. In
this section, we try to make further progress on that front while preparing Hafez corpus.
In the computational world, the Persian alphabet is an extension of the Arabic letters
plus four extra. Apart from a few disparities such as for kaf and "ye”, characters are
represented in almost the same Unicode UTF-8 in both languages depending on the
software system and adoption policies. We need to consider the overlap of common char-
acters in preparation of Persian text for automatic processing and we should define and
account for such linguistic aspects. We introduce the Persian language properties and
the implementation aspects for preparing our corpus. We specify how we have overcome
some of the ambiguities in the following sections.

We obtained the poems from Houman’s Hafez book that Mr. Esmail Khoi edited. We
typed them in electronic form while following the wording and order from the book. In
addition, we have made sure that the words are typed consistently both from lexical and
grammatical perspectives. We have tried to follow the guidelines of the Persian Language
Academy of Iran wherever possible.

We look at the linguistic aspects and properties of Persian such as its orthography and
morphology that are applicable to the creation of the Hafez corpus from the information
retrieval point of views. These aspects will provide requirements. Central to all is that
we have applied three types of spaces and we have used them to overcome word ambi-

guities. Especially, we emphasize on the use of the third type of space as novel.

3.2.1 Persian Orthography

The cursive script nature of Persian means that the same character may be written in
linked or stand-alone forms depending on its location in the word: initial, medial, final.
The form is also a function of the adjacent letters in the word in question. There are

Dual-joining and Right-joining characters (Seraji et al., 2012)
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Because of the variety of possibilities, it is easy to sacrifice consistency especially in writ-
ing and preparing a corpus for computational processing. In classification, consistencies
in orthography are of the essence otherwise the same intended word would be introduced
as different and consequently affect the classification accuracy.

The purpose of white space in Persian is not just defining the boundaries of words, be-
cause of the cursive nature and other orthographic aspects, space also plays important
roles within the words. Therefore, the other two spaces are non-printing spaces. We
refer to the second type of space as pseudo-space or zero-width non-joiner (Seraji et al.,
2012). Take, for example, in the word for student in Persian, between "danesh" and
"amuz" there must be a pseudo-space to make them as a single word, although we write
it as a non-linked cursive. Inflectional suffixes are examples of lexical ambiguities that
pseudo-space resolves.

We refer to the third type of space as joiner-no-width-space; its role is the opposite of the
second type of space. We use it to differentiate and separate the linked cursive subjects
and plural markers mostly linked to nouns and verbs. For example, didama means "I
saw her." | which needs a joiner-space between "am" I and "af" her so that the system
can distinguish and separate the subject and the pronoun, both of which are linked to
the verb.

3.2.2 Persian Morphology

According to the guidelines of the Persian Language Academy of Iran, we should write
the comparative adjective made by postfix "tar" as separate. For example for the word,
"kuchak-tar" which means "smaller", it is possible to write the two parts separately.
However, with some words such as "keh-tar" and "meh-tar", this guideline makes the
corpus ambiguous. "bish-tar" means "more" and we are supposed to write it separately
not linked. Therefore, in such instances, we have linked the postfix. However, we have
tried to be consistent as opposed to many available Persian electronic documents that
write the same words in different ways.

Another example is the plural postfix ha. Persian Academy suggests that we write it
separately. For example, we had to decide, do we write the word animals as separate
"heyvan-ha" or linked as "heyvanha". We chose to comply as much as possible and,
more importantly, be consistent across the corpus.

Following the guidelines requires multiple types of spaces. Apart from the regular white

space, we have also used two other; of the pseudo space and the no-width optional break.
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For example, we used them for the plural postfix "ha" wherever it did not link with the
word to make it as one word. Another example, for the third type of space, is with the
"mibinamet", which means, "I see you", but is written as linked.

We categorize the morphological implementation rules that we have considered and ap-

plied to the corpus as follows:
1. Possessiveness or ezafe is written as genitive clitic or pronominal genitive clitic.

2. Plural markers differentiation for Persian words and for those borrowed from Ara-
bic.

3. Differentiation of the comparative and superlative adjective suffixes.
4. Pronominal clitics attached to nouns, verbs and adjectives.

5. Pronominal clitics attached to adjectives, adverbs, prepositions, verbs.
6. Non-canonical subject.

We have not defined any of the verb-subject rules in our annotations. We could do this
in the future works. We conjecture that this could increase and improve classification
accuracy when using POS features. This means that the current classifier does not specif-
ically separate to distinguish the links between subjects and verbs and so we consider
such linked entities as single terms. For example "mibin-am-et" is written as one word

but should be recognized as three: "I see you".

3.2.3 Corpus preparation: Summary

We summarize the implementation specification of our Hafez corpus development as fol-

lows:

1. Consistency in writing when the word can be written in different ways.

2. The proper use of glottal stop or plosive consonant hamze (a:) whenever appropri-

ate.

3. The proper and inline use of diacritics whenever it was necessary.
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llaial cona pwbs Sohu ol 5 oalsd uugs Juay S ccnlSd oK Wadla L oI5 fga eyl a3ls3G. The fame
of your virtuous deeds Like my love have reached a peak Joy is what everyone needs Neither
can fade nor are weak Wine imagination will find |s outside the realm of mind No metaphor of
any kind Can transcend wine-speak My purpose will come about On the day that | find out

You granted without a doubt The union that | seek When with you | stay A year is just like a
day And the times you are away A moment a year-long streak A vision of your face In my
dreams | trace In my wakefulness | chase My dreams to have a peek Your grace on my heart
bestow As your love & kindness grow My weakness will clearly show Like a crescent lean &

you must reek. 1|

Figure 5: Hafez’s poem in digital encoding

4. Application of second and third type of white-space to foresee the support for the

future efficient POS annotation and parsing.

5. Following the many diction rules that are derived from the feasible definition of

Persian parsing requirements.

The corpus refinements are not by any means final but we are on the right track. For more
details, please refer to the appendix: Some Considerations for the Persian Language.

Figure 5 is a snapshot of the digital encoding of our Hafez corpus; we see a ghazal
in Persian accompanied by its English translation; it is labelled 1, as class Youth, for

training purposes.

43



Chronological Classification

Methodology and Experimentations

4.1 Classification Method

In this chapter, we describe the method we used for classification, including two main
challenges. One issue was that our classification drew on a relatively limited number of
instances. The differences between poem classes or categories are very subtle and fuzzy,
and one cannot distinguish them without a deep analysis of a poem. Hafez’s ghazals
are the product of a well-educated, deep-minded and high-caliber artist, who did not
drastically change his philosophy and perspective on existence during his lifetime. It is
safe to say that, as with other artistic work, traces are not direct, and through time there
are changes in innovative perspectives and evolutionary ideas within multiple layers of
meaning. The other issue was due to the limited number of ghazals in our corpus (468
ghazals), which is considered very low in the text classification field. Thus, finding a
suitable technique with acceptable performance and accuracy to serve our purpose was
very difficult.

A combination of ML and rule-based methods typically performs best in real-world in-
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dustrial applications, particularly when new business imperatives require quick response
implementations to manipulate the data, something that rule-based methods do very
well (Villena-Romén et al., 2011). Though the ML methodology is our focus, in practice
one can couple our techniques with any other complementary rule-based implementation
or technology. As stated by Manning et al. (2008), this strategy is the main reason why
decision tree type ML methods are so popular; they provide more interpretable classifiers
since they encode rules in tree format.

Our chronological classification of Hafez’s poems involved a combination of techniques
to improve performance. The selection of techniques is based on the most effective
semantic-based text classification methods in the literature and, empirically, they have
been quite effective in our case. SVM (Cortes and Vapnik, 1995) proved to be a state-of-
the-art classification algorithm for applications of topic-based text classification such as
ours (Joachims, 1998a). Colas and Brazdil (2006) compared SVM with other algorithms.
However, we have adopted a multi-stage approach that employs topic modelling tech-
niques in conjunction with SVM algorithms, including LSI, LDA and PCA, as the feature
engineering techniques to transform and prepare the training data for SVM. Thus, to im-
prove performance we used LSI and LDA as prerequisite steps in our feature engineering
and preparation of training data before it is input to SVM. We use a BOW representation
with TF-IDF weights before applying the LSI and LDA unsupervised models. We also
used an LDA-PCA model independent of the classification, for visualization, discussion
and further analysis of the results.

Our Hafez corpus is labelled according to Houman’s classification in which 249 of the
468 ghazals were classified As mentioned, the Hafez corpus is very small but what mat-
ters most is to achieve acceptable accuracy and meaningful evaluation results on our
classification models. The priority was to predict the classes for the unclassified poems
according to the labels defined by Houman, and our top model satisfied these criteria
for the six classes. However, at high levels, as we show the experiment in Table 6 in
section 4.1.11, we did a two-phase classification with a reduced number of classes. Our
strategy was to amalgamate in order to reduce the number of classes and increase per-
formance, and this approach was consistent with the literature guidelines for SVM, as
proven by our results.?.

We presented the option of combining the original classes into two or three while main-

taining the chronological order of the ghazals defined by Houman’s classification. That

25 Experimenting with BOW features for the SVM classifier for both cases; as expected, the smaller

number of classes had better performance.
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is, in any of the SVM models, the number of classes will be either six, three or two. For
example, in the first phase, we train and predict with three of Houman’s amalgamated
classes. The first is the Youth and Post Youth class, the second is the Maturity and
Middle age class, and the third is the Before-Elderly and Elderly class (Rahgozar and
Inkpen, 2016b).

In all our Hafez experimental designs, we maintained the chronological order of the la-
belled classes with respect to Houman’s well-defined order classification; in the second
phase, we drill down into the next level of granularity. For example, if the model predic-
tion is classifying an unclassified ghazal to our second amalgamated class, in the second
phase we attempt to predict and classify the ghazal to the Maturity and Mid-Age class.
These are a more fine-grained breakdown of our assumed class with regard to how it was
originally defined and created. Ultimately, we accurately classify ghazals to whichever
of Houman'’s six classes they belong.

The base methodology is the same in all experiments. We use SVM in the second stage,
while the training data features of BOW, TF-IDF, LSI or LDA-driven term distributions
are prepared in the first stage. Also, in some experiments, we used the similarity factors
based on the LDA model. In this chapter, we explain each technique individually.2¢.
We used SMO, the multi-class version of SVM that is implemented in JAVA by Weka
(Hall et al., 2009). And for feature engineering and graphics we used the open-source
Python package genism (Rehﬁfek and Sojka, 2010).

We explain the techniques we applied in this section, and provide applications and ref-

erences from the literature.

4.1.1 The Main Modelling Components

From the start of our classification experimentation, we pursued a variety of feature
engineering endeavours to improve performance and finally determined that LSA and
LDA-based features are highly effective classification techniques for Hafez poems. We
are not aware of any work in the literature that specifically employs LSI or LDA Cosine
Similarity features to represent the training data for SVM to classify poetry with such a
small corpus. However, Inkpen and Razavi (2014) did use LDA and SVM. Kwok (1999)
discussed mathematical interrelation with Bayesian models to moderate SVM output,

and explains the relationships between the evidence framework and SVM. Conversely,

26 We used classification algorithms other than SVM, including NB and KNN from Weka, which

produced less accurate results.
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Figure 6: Main Classification Methodology

Hafez

Classifier

Shima et al. (2004) used SVM output to improve LSI classification in multi-stage pro-
cessing.

As shown in Figure 6, there is a sequence of transformations of the corpus . We created
the Bag-of-Words (BOW) first and used it to calculate the TF-IDF, as well as the dictio-
nary index for the entire corpus. We refer to our approach as two-fold feature engineering
and using the TF-IDF we created the LSI measures and LDA similarity measures. We
included three feature types in the final training data for SVM: the BOW, the LSI and
the LDA similarities. As mentioned, we used the Weka (Hall et al., 2009) multi-class
version of SVM, known as SMO, and the LSI and LDA Python implementations from
Gensim.

A description of the techniques used in the modelling steps follows.
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4.1.2 BOW and TF-IDF

BOW and TF-IDF are likely the most fundamental features for training ML algorithms
for text classification. We used the BOW features for SVM as our first experiment
and then endeavoured to improve the results by employing other techniques. BOW is
typically a very strong and effective feature set for text classifications, and as such there
have been attempts to build other innovative features on top of it. BOW involves the
preparation of the list and counts of words in the corpus. The word counts are usually
normalized, and the word count matrix for each document makes the sum of counts one
per document. We normalize by dividing by the length of the document, which coincides
with the axiomatic fundamental definition of probability. The normalized frequencies of
words are essentially the probabilities of terms within documents.

TF-IDF attempts to go further, by providing weights according to the specific document
relevance of the term, as opposed to just its frequency. We determine the relevancy of
a term in the document by dividing its frequency by the overall frequency of documents
in the corpus that contain the term. Thus, we calculate every term TF-IDF as follows:
| D |

Wea = talog e e p e ay |

tfia is the frequency of term ¢ in document d. | D | is the total number of documents in
the corpus. The denominator is the total number of documents that contain instances
of term ¢.

We calculate the TF-IDF factors for each term of the document and index them with a
dictionary or a hash table so that we can combine the features correctly and so they can

be identified as elements of a document vector.

4.1.3 SVM

Much research on the SVM and its application in diverse fields has been conducted over
the past 20 years, as well as other equally important state-of-the-art ML applications
using decision trees, regression, neural networks and random forests. Only NN methods
are the subject of new research. Our objective is to identify applicable aspects of SVM,
evaluate their engineering parameters and generally explain the important sections of
the algorithm, particularly the engineering and development properties. We focus here
on the engineering aspect in the text classification algorithms, in the role of ML practi-
tioner rather than ML theorist. This approach is especially important, because not every

classifier performs well in every application, or with specific types of data sets.
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The lack of labelled data was not an issue for us, as we were able to prepare it ourselves.
Extracting the rules would have been a significant separate undertaking on its own since
the volume of our data was also relatively small.

ML theory also recommends the use of methods such as Naive Bayes, that apparently
perform well in these conditions, as reported by (Ng and Jordan, 2002) and (Forman and
Cohen, 2004). However, there is some doubt and controversy about NB performance
(Manning et al., 2008) when it is applied to text documents. SVM is usually more ac-
curate than NB, but the trade-off is that SVM is slower with large data sets. Our data
is very small. The literature does not advise using models such as the nearest neighbour
with a limited amount of data. In our case, we achieved excellent empirical accuracy
using SVM, as shown in the experiment discussed in section 4.1.10. The unsupervised
feature engineering methodology we employed was perfect for SVM.

There are many versions of SVM that are important and relevant to our purpose;
(Joachims, 1998b) and (Platt, 1998) developed refinements on the SVM algorithm and
used it in text classification. SVMs are inherently two-class classifiers, while the multi-
class versions are often based on the "One-versus-All" technique, to utilize the binary
behaviour and extend it to multi-class through the iterative combination of binary clas-
sifiers. A more elegant version of multi-class SVM is based on the maximization of the
weighted feature vectors of the pairs. If the class data sets are not linearly separable,
we call the SVM model nonlinear. The predicted probabilities are usually paired using
Hastie and Tibshirani’s pairwise coupling method (Manning et al., 2008), (Hastie and
Tibshirani, 1998).

As shown in Figure 7, sourced from (Manning et al., 2008), the data could be linearly
separable by the hyper-planes, in our case. As we had six classes, we had to use a multi-
class implementation of SVM. It was intuitively feasible to conceptualize and visualize
our six classes. The difference between many ML methods is how they function, or the
criteria they draw the separator hyperplanes from to form the decision boundaries be-
tween the classes. Perceptron algorithms find separators, Naive Bayes uses probabilities
conditioned on specific criteria and SVM finds the hyperplane that is farthest away from
the support vectors and the points on the margin, as shown in Figure 7. We call the
distance between the decision hyperplane and the closest data point the margin of the
classifier. The chosen support vectors are the set of data points that are qualified to form
and participate in the constraint maximization system. The solution to the objective or

decision function provides the location of the separator, constrained by the support vec-
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tors.

The following paragraph, which deals with ML technicalities, may be omitted without
break in continuity. Denoting the feature space vector by transformation z, which we
calculate using the kernel function z = ¢(x) = k(z, Z), delivers a similarity measure to
help us find the separating hyperplane, with x as the training data and z the unlabelled
data. In addition, if «; are Lagrange multipliers for input pattern i we can obtain them

by solving the following equation:
max W(a) = Zai — 1/22 Y2

st. 0<oy<C A Y oy =0 Vi

x; is the input y; is the corresponding target value and C is the penalty factor; if C
is too large we risk overfitting, which causes increased costs for non-separable points.
Though the generation of many support vectors reduces the training error, it also makes
the model overly complex. The optimal kernel parameters can be calculated using the
Fisher discriminant method to find linear combinations of features. These are specific
technical details related to our classifications used in this chapter.

As mentioned earlier, in our modelling we used the SMO version of SVM implemented
by Hall et al. (2009). The algorithm was explained in detail by Platt (1998), Keerthi
et al. (2001) and Hastie and Tibshirani (1998); Platt (1998) also provided the implemen-
tation details. Basically, the procedure eliminates one of the Lagrange multipliers, and
transforms the optimization model above to a quadratic minimization model with one

variable, while discarding the required direct knowledge of a threshold in each iteration.

4.1.4 LSA and LSI

Humans are able to understand the topics of a complex text, and we think that is
somewhat related with the intuition behind co-occurrences of the terms. The idea behind
automatic semantic analysis is then to simulate and automate these crude intuitions. For
example, when mey or "wine" co-occur with doranse-[abab or "young days" there is a
different semantic relation than when they co-occurred with kofam raxt bo moyyano or
"let me take my being to the bar". In the former, the theme is more materialistic and
joyful, whereas the latter sentence references a broader philosophical way of life.

Deerwester et al. (1990) developed Latent Semantic Indexing, and used the concept of

Singular Value Decomposition (SVD) of document-term matrices. SVD is central to LSI
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Figure 8: LDA graphical model

and is based on eigenvalues and eigenvectors. With any n x n non-zero matrix A, that is
multiplied by special scalars (eigenvalues), n-dimensional eigenvectors stretch, contract
and reverse, though they do not change direction.

Therefore, if we rewrite any square diagonalizable matrix A as the multiplication of its
eigenvectors, matrix S, and its transposition S7 on either side of the diagonal matrix of

its eigenvalues, we can transform and normalize the diagonal matrix A:

Since it is already composed of perpendicular vectors of length 1 (orthonormal vectors),
we refer to this transformation as singular values and call this decomposition of the
matrix A singular value decomposition. We capture latent dimension in the new matrix
where we group synonyms together, but as the semantic grouping is not explicit they are
latent concepts. We use this technique to determine the semantic term relations within
a document, which allows us to rank documents with closer semantic relations higher,
given the specific terms we captured have the significant eigenvalues or singular values.

See (Noorinaeini and Lehto, 2006) for a more complete treatment of the SVD procedure.

4.1.5 LDA

Figure 8 from (Blei et al., 2003) depicts a graphical model of LDA?*"—we shaded the
observed nodes and hid the rest. Plate N indicates the replication of words within
documents. Plate D is the collection of documents within the corpus. # is a matrix of
mixture distribution of D documents over K topics from a Dirichlet prior parameterized
by « and [ is the distribution of K topics over the terms W from a Dirichlet prior with
parameters 7. € and [ are to be estimated. Automatically extracting the main topics of
documents is known as topic modelling (Blei, 2012). We use LDA, a probabilistic model,

and its associated algorithm to identify co-occurring terms within a document and their

2"Latent Dirichlet Allocation
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posterior probability. Probabilistic LSI 28 is, in essence, the parent of LDA, and Blei
developed it to improve LSI. According to Blei (2012), LDA is very similar to PCA from
the matrix factorization point of view. PCA reduces the dimensionality without losing
much of the information by keeping important data. The topic labels are latent and
internal to the LDA model, therefore the topic terms belong to and are grouped under
their latent topic.

The LDA technique is part of the work to extract the underlying theme by quantifying
term-topic-document relations. It creates topics based on the distribution of words in
the corpus, then weighs the documents’ relevance to their latent topics.

LDA is more difficult to stipulate, perhaps due to the combination of joint conditional
probabilities of hidden variables and observed variables. The well-known mathematical

relations by (Blei, 2012) shown in Figure 8. Here is Blei’s equation:
P(ﬁl:ka 91:D7 Zl:D | WI:D) = P(ﬁl:k; GI:DJ ZI:D7 Wl:D)/P<W1:D)

where topics have a ;. distribution over the terms; 6, is the topic proportion of doc-
ument d with respect to the topic k. Z,,, is the topic assignment of term n with respect
to document d. W, is the observed nth term in document d.

We call this equation posterior probability, and its denominator marginal probability or
evidence, which is exponentially large due to topic structures. The probability of a term
belonging to a document is proportionally much larger than its probability belonging to
a specific topic. Hence, we approximate the posterior probability with Gibbs sampling
rather than variational algorithms. Gibbs method is a sampling technique, which gath-
ers approximated data, based on a multivariate probability distribution and a Markov
chain Monte Carlo algorithm (Carlo, 2004). Sampling algorithms builds a sequence of
random variables, each conditional on the previous one (Griffiths and Steyvers, 2004).
In variational methods, we replace the sampling inference with parameterized distribu-
tion of hidden structures, to find the closest point to the posterior probability. This is
an optimization problem, and is an active aspect of the research to investigate whether
variational or sampling methods are better suited for the topic modelling task. The LDA
used in (Ghayoomi and Momtazi, 2014) favours the Gibbs sampling.

For LDA implementation, we have used the ldavb.py script by M. Hoffman 2 and the
Gensim?® library that utilizes Gibbs sampling from MALLET 3! in their LDA implemen-

28Latent Semantic Indexing

2%http://www.cs.princeton.edu/ "mdhoffma
30https://radimrehurek.com/gensim/models/ldamallet.html
3lnttp://mallet.cs.umass.edu/
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tation (Rehiifek and Sojka, 2010). The latter implementation with Gibbs sampling has

proven the best for our purposes 2.

4.1.6 LDA-based topic probabilities

The objective is to generate topics and calculate the probability of the topic terms in
a ghazal. To generate LDA features for the entire corpus of poems, we performed the
following steps: Munkova et al. (2013) studied the influence of stop-words on the quality
of text processing and concluded that stop-word removal did not influence the textual
pattern discoveries. Al-Shargabi et al. (2011) concluded that stop-words removal im-
proved SVM'’s accuracy when classifying Arabic text. We have removed stop-words for
most of our classification experiments but have kept them for visualizations. We are
not claiming of any particular classification impact attributed to stop-words or the lack
thereof.

1. Filter out the stop words; (They tend to not help in the classification, since they

occur in all the classes.)

2. Remove words that occur only once; (They tend to not help in the classification,

because they will appear only in training or in the test data.)

3. Create a dictionary structure (a hash table) of all words in the corpus, to use for
the initialization of the LDA model; The dictionary was used to map the IDs to

words in the vocabulary.
4. Create the bag-of-words (BOW) matrix;
5. Create the TF-IDF model using the BOW matrix;

6. Train and initialize the LDA model using both the dictionary and the associated
TF-IDF values;

The time complexity needed to compute the features and to train the classifier is low.
Once the LDA model is prepared, we can use it to produce topic probabilities for every
ghazal. The result is a set of probability values with the same number of topics as we
chose for our LDA model. We mostly used very few topics such as 5, 6 or 10 to support

human stipulation and intuition when reviewing the topics.

32nttps://radimrehurek.com/gensim/models/ldamodel . html
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4.1.7 Similarity Features

Houman’s conceptual guidelines about the classification of Hafez’s ghazals made us re-
alize that our knowledge representation should capture and represent the meaning and
concepts that Hafez buried in the poems. Therefore, ML methods should be concerned
with semantics, and be capable of capturing as much meaning as possible. In search
of semantic ML methods, we also come across LSA (Landauer et al., 1997). LSA is
an unsupervised ML method that can provide the means to make decisions about the
similarity of words in their contexts.

The idea behind LSA raises the question of how to mimic the human understanding of
texts based on the association of the words. As mentioned, we intend to get close to
human ability to determine the subject of a text and conceptually relate LSA represen-
tation to a classification algorithm.

LSA also allows us to find the instance similarities via the Cosine similarity measure used
in vector space modelling. We created our Cosine similarities using either LSI or LDA
models in conjunction with the previous dictionary. We indexed for the entire corpus,
then used the index to calculate the similarities to any unlabelled ghazal. We based our
LSA model on the whole corpus and created the BOW, dictionary and TF-IDF to train
or initialize the model. Then, using the index created for the Cosine matrix, we calcu-
lated the similarity values for every unlabelled ghazal by iterating through the index.
This allowed us to determine an unlabelled ghazal’s similarity values to all the training
ghazals in the index. The procedure can be summarized as follows, which is similar to

those in Section 4.1.6 with additional steps:
1. Filter out the stop words.
2. Remove words that occur only once.
3. Create a dictionary structure of all words to use to initialize the LDA model.
4. Create the bag-of-words matrix.
5. Create the TF-IDF model using the BOW matrix.

6. Train and initialize the LSI or LDA model using both the dictionary and the
associated TF-IDF.

7. Create the Cosine Similarity Matrix and the index using the LSI or LDA model.
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Figure 9: Ten-Fold cross-validation

8. For every unlabelled ghazal, iterate through the index and calculate the similarity

values for each ghazal in the corpus.

4.1.8 Evaluation method

We employed the stratified 10-fold cross-validation method (Baccianella et al., 2010).
Stratified cross-validation means that each fold contains the same proportions of class
labels, and the evaluation method partitions the data set into 10 portions. We created the
ten sets of evaluations for each experiment, each of which uses nine subsets for training
and one to test the data and summarize the ten evaluation results. This allowed us
to calculate accuracy, precision, recall and F measure using this stratified 10-fold cross-
validation method for each class. Figure 9 from (Baccianella et al., 2010) depicts this

idea well.

4.1.9 Visualization method

The objective of the visualization is to better reveal some of the nuances mentioned
above such as the topic terms of each class. This way, we can depict the interactions
of the main topics of the ghazal on its defined or predicted class. The overall shapes
of the resulting networks appeared to have tangible and comparable indications, which
provided us with some insights regarding the topic terms of the LDA models. We used
Principal Component Analysis (PCA) to derive presentable graphs of the interrelations
of LDA topics. Linear algebra discusses the eigenvectors and eigenvalues and probability
discusses the covariance, and these form the basis of the PCA, which uses orthogonal or

perpendicular relations of the vectors to help surface the patterns of data, particularly
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in high dimensions. In fact, PCA is a nonparametric technique to reduce the dimensions
without excessive loss and keep only the relevant information. PCA is conceptually sim-
ilar to SVD.

To create the PCA model, we first subtract the mean of each dimension from the di-
mension components and calculate the covariance matrix. We then calculate the unit
eigenvectors and eigenvalues of the covariance matrix, which maintains the main at-
tributes and characteristics of the data. The principal component is the eigenvector with
the highest eigenvalue. The dimension reduction mechanism discards the dimensions
with low eigenvalues, scores them accordingly and keeps the vectors we consider impor-
tant.

These key components shape the feature values that we multiply by the mean-adjusted
data, and the approach provides almost the same as the original data regarding our cho-
sen vectors. This framework gives us a perfect platform for our graphical representation
of the data transformed into two-dimensional Euclidean line distances, which inherently
function as proxies to expose the differences and similarities of patterns among the data
sets (for more detail, refer to (Jolliffe, 2002)). We use the earlier steps of initiating the
LDA model by the TF-IDF of BOW, before passing the vectored topics to the PCA
object to create graphs.

The first set of graphs depicts LDA-PCA topics by their ranges as 2D shapes, and the
second set shows how we use LDA-PCA to create a scatter plot of the topic ranges,
though we used the top terms as points. The third set of graphs shows LDA-PCA ob-
jects as a network of topics, with the edges weighted by the inverse of node correlations.
The values on the  and y axis are all the 2D PCA dimensions we reduced from their
LDA vector space. We can quickly and independently create and train an LDA model by
performing the first five steps. Although the following technical process steps for visual-
ization are decoupled from those for modelling, the first 6 are almost identical between
the two®3. Refer to the steps in section 4.1.6 to compare. The time complexity of the

algorithm is low.
1. Filter out the stop words.
2. Remove words that occur only once.

3. Create a dictionary structure of all words input from the corpus, to be used for
initialization of the LDA model.
33https://gist.github.com/tokestermw /3588e6fbbb2f03f89798
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4. Create the bag-of-words matrix and collect document frequencies.
5. Create the TF-IDF model using the BOW matrix and calculate the IDF weights.

6. Train and initialize the LDA model using both the dictionary and the associated
TF-IDF to evaluate the perplexity, and perform 50 iterations with a convergence
threshold of 0.001000, as per the default setting of the gensim library.

7. Use a dictionary vectorizer to transform the LDA topics to vector space. Dictionary
or hash table maps words of the documents for the transformation function to set

up the vector elements properly.

8. Create a PCA model using the normalized transformation of the topic vector to

the array.

9. Create a squared matrix form of the PCA object by using a Euclidean metric as

distance.

10. Create a graph object using the PCA squared form attributes as edges while ap-

plying a constant weight factor.

11. Draw the graph as a network of nodes, edges and labels. Refer to results and

visualization 6.1.3

4.1.10 Classification Experiments

In this section, we explain the seven experiments we conducted, each of which consist
of many sub-experiments. The main experiments are two-stage models: We created
the training features by unsupervised methods in the first stage, then used the labelled
vectors to train the SVM classifier in the second stage. We present the state-of-the-
art Hafez classifier outcome we developed using LDA-Cosine similarity as features for
all six Houman classes. We initially used the BOW as features, then later we applied
LDA-topic-term-probability factors from both the Persian and the English sections of
the corpus as features.

Before any classification attempt it is important to define a baseline, and the most funda-
mental baseline measure is the proportion of the largest class size to all the data; this is
referred to as ZeroR classifier in Weka (Hall et al., 2009). This classifier puts everything
in the majority class, so to be useful our classifiers must have better performance than

baseline. Our champion classifier outperforms the majority class baseline (31.7%) and

o8



the random guess baseline (58.2%).

Our Hafez training corpus, based on Houman’s classification, includes the instance
counts. To calculate the baseline, we observed that the ‘Maturity’ class had the highest
number of instances (79), and divided this by the total number of training instances
(249). Therefore, the accuracy of the baseline classifier for six classes is the percentage
of correctly classified instances; that is 79/249 = 31.7269%. The baseline classifier for
three classes has the accuracy 145/249 = 58.2%. As mentioned, we used the 10-fold

stratified cross-validation testing mode.

4.1.11 Baseline and Bag-of-Words evaluation

The first feature set we applied to train the SVM classifier was the BOW, with 2,083
instances with 5,411 attributes. This improved the baseline with the following results:
Correctly classified instances: 93 (37.3494%)

Mean absolute error 0.2544

Root mean squared error 0.3584

Overly high regression residuals may be attributed to the non-normality of the errors,
therefore we weigh in the accuracy in a discrete classification.

These findings indicate a 5.6% increase over the baseline accuracy. Due to the higher
volume in Maturity (class ¢), most other classes tended to fall into it. We labelled the
classes a,b,c,d,e and f, in chronological order **. As shown in the confusion matrix, only
33% of class d is correctly classified, and the rest is under class c. Classes b, e and f

are all classified incorrectly, mostly as ¢ or d. Of most concern is the imbalance of the

alb|c |d |e|f | <- classified as
210132 3|10 a
110|176 |1]0 b
0]0[69[{10][01]0 ¢
0]0[44({22|01]0 d
00|21 7 |0|0 e
11101 ,0]0 f

Table 3: Confusion Matrix: Persian BOW

34Youth=a, PostYouth=b, Maturity=c, MidAge=d, Before Elderly=e, Elderly=f
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classification, as most instances are classified in ¢ and d. The precision measures for
each class are shown in Table 4. The interchangeability of classes ¢ and d indicates that

combining them might be a good idea in further experiments. In the next experiment, we

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.053 0.009 0.5 0.053 0.095 0.644 a
0 0.004 0 0 0 0.443 b
0.873 0.729 0.358 0.873 0.507 0.571 c
0.333 0.148 0.449 0.333 0.383 0.651 d
0 0.009 0 0 0 0.625 e
0 0 0 0 0 0.485 f

Table 4: Performance Matrix: Persian BOW

added some English translations to our training corpus and repeated the BOW features
in both languages together to train the SVM classifier. The correct classification became
39.759%, which is a 2.4% improvement.?> As we see in the confusion matrix 5, class a
had the least improvement. However, the overall improvement leads to better recognizing
between class ¢ and d, while classes e and f are not recognized.

Correctly classified Instances: 99 (39.759%)

Mean absolute error 0.255

Root mean squared error 0.3592

As mentioned, the distribution of evaluation results showed that the bulk of instances
classified by the SVM model fell into classes ¢ and d. Therefore, in the next experiment
we decided to combine adjacent classes and train the classifiers with three classes: a and
b, ¢ and d and e and f, resulting in new classes a’, b’ and ¢'.

The BOW result for this approach is 60.6426% and out of 249 instances 151 were
correctly classified .

Root mean squared error: 0.4471

The detailed weighted average measures across all three classes are: TP Rate=0.606,

35Statistical significance tests would need to be done to see if the improvement is significant, for this
classifier and for the other results reported in this thesis. We did not consider necessary to run statistical
significance test for the small improvements from one experiment to another. The final classifiers we

propose achieved reasonable accuracy, with large enough improvements over the initial ones.
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a/b|c |d |e|f | <-classified as
3101259 |1]0 a
11013110110 b
110621600 ¢
0/0(32(34/0/0 d
2/0[15]11(0|0 e
0/ 010 3|00 f

Table 5: Confusion Matrix: English and Persian BOW

FP Rate=0.527, Precision=0.596, Recall=0.606, F-Measure=0.493 and AUC Area=0.54.
However, the distribution of the classified instances by the evaluation is still (predictably)

bulked in the center.

a |V ¢ | <- classified as
71585 |1 a
21143 | 0 v
238 |1 d

Table 6: Confusion Matrix: 3 classes Persian BOW

4.1.12 Semantic Features

At this point, we have two challenges: improving classification accuracy, and upgrading
the class distribution balance so classes a, e and f are better recognized by the classifier.
We employed semantic features to add more diverse meaningful features. In this case, we
empirically determined that initiating the LSI module with six topics gives the optimal
effect of ranges from 3 to 20 topics. These are the numbers of topics chosen for the
LDA-driven features. The iterations with larger number of topics did not necessarily
improve the classification. After initializing the LSI module with the training data of
three classes, the model calculates the probability measures for each of the six LSI inter-
nal topics for the 2-stage method of transformed TF-IDF of BOW for each ghazal. See
transformation details in Section 4.1.2. We then combined these with the original BOW
features, before training the SVM classifier.

Compared to the pure BOW, the final evaluation of 10-fold cross validation of this method
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achieved a 6.02% improvement of correctly classified ghazal instances to the right Hafez
periods:

Correctly classified instances: 164 (66.6667%)

Mean absolute error: 0.3244

Root mean squared error: 0.4198

Examining the confusion matrix below, we see that the classifier is slightly better at
recognizing class a’ than the SVM classifier trained with only pure BOW features. How-
ever, though the final classifier SVM model is improved, our classifier is still weak at

recognizing class . So, we need to find a way to tackle the imbalance problem.

a |tV || <- classified as
20| 42 |1 a
2 | 142 | 1 b
3137 |1 d

Table 7: Confusion Matrix: 3 classes Persian BOW -+ LSI distributions

The accuracy matrix shows that the highest F-measure is again concentrated in class b'.
Nevertheless, the class @’ F-measure is improved and has the highest precision (90%).
This may be due to the fact that common terms exist in all classes and these semantic
features are weak to discriminate when the same terms have deeper meaning in the later

classes.

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.349 0.013 0.898 0.349 0.503 0.745 a’

0.99 0.764 0.643 0.99 0.78 0.613 b

0.012 0.005 0.333 0.012 ! 0.553 J

Table 8: Performance Matrix: Persian BOW -+ LSI distributions

As is evident, the precision for class ¢’ is the lowest, and the F-measure is also extremely

low.
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4.1.13 Latent Dirichlet Allocation Similarity Measure

After many trial and error experiments, we designed a technique that improved the clas-
sification distribution balance. More specifically, we developed features that can be used
to train the model to better distinguish class ¢; its instances are reference vectors to
calculated similarities for all instances.

This method not only creates better classification balance, but also helps improve the
performance by up to 2.7%.

Correctly classified instances: 171 (69.3878%)

Mean absolute error: 0.3158

Root mean squared error: 0.4095

In the confusion matrix we found that 13 of 41 instances of class ¢’ were correctly recog-

nized.

a |V ¢ | <- classified as
231 39 | 1 a

1 (143 ] 1 v

1| 27 |13 d

Table 9: Confusion Matrix: 3 classes Persian BOW + LSI 4+ LDA similarity

The detailed performance shows that for class ¢ we achieved a 98% precision and a 50%
F-measure. This low recall may be attributed to the imbalance and gravitation towards
the center class, and as we see the largest class is mostly classified correctly, causing the

number of false positives to be much smaller than false negatives.

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.365 0.015 0.885 0.365 0.517 0.759 a’
0.99 0.635 0.645 0.99 0.781 0.678 b
0.333 0.002 0.976 0.333 0.497 0.706 d

Table 10: Performance Matrix: Persian BOW -+ LSI -+ LDA similarity
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4.1.14 Classification of the Bilingual Corpus

In this experiment, we combined all the techniques we had learnt so far and achieved

the best possible outcome; that is, a highly accurate Hafez classifier. We also used the

bilingual corpus with the best translations we had found, and combined them with the

Persian corpus we employed in previous experiments.

We created all the features using this corpus and carefully combined them while main-

taining the ghazal order and index. First, we examined the SVM results and performance

using BOW.

Correctly classified instances: 162 (65.0602 %)

Mean absolute error: 0.3356

Root mean squared error: 0.4329

a |V ¢ | <- classified as
291 34 |0 a
12 1133 | 0 v
141 27 | 0 d

Table 11: Confusion Matrix: 3 classes Persian/English BOW

The detailed performance shows that with class b’ we achieved 92% recall.

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.46 0.14 0.527 0.46 0.492 0.625 a’
0.917 0.587 0.686 0.917 0.785 0.639 b

0 0 0 0 0 0.486 d

Table 12: Performance Matrix: Persian/English BOW.

Next, we kept the primary BOW features and created the LDA based values for each

ghazal. We find the results in the confusion matrix in Table 13 and we used these two
sets of BOW, LDA features to train the SVM model.
Correctly classified instances: 183 (73.494%)
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Mean absolute error: 0.2811

Root mean squared error: 0.3647

Table 13: Confusion Matrix: 3 classes Bilingual BOW + LDA distribution factors.

a | b | | <- classified as
063 |0 a
31142 | 0 b
0 0 [41 c

The detailed performance shows that for class & we have been able to achieve a 98%

recall.
TP Rate | FP Rate | Precision | Recall | F-Measure | ROC Area | Class
0 0.016 0 0 0 0.538 a’
0.979 0.606 0.693 0.979 0.811 0.563 v
1 0 1 1 1 1 d

Table 14: Performance Matrix: Persian/English BOW + LDA distribution values

In Table 13 all class o’ instances were classified as class b/, so we next calculated the

similarity features for all, keeping the class a’ instances as vector references. As a result,

we observed the performance of SVM when its training data has the bilingual BOW,

LDA factors, and the new similarity values. We found that this combination increased

the accuracy up to 86%. The confusion matrix is in Table 15.
Correctly classified instances: 215 (86.354%)
Mean absolute error: 0.2267

Root mean squared error: 0.2802

The detailed performance shows that for class a’ we achieved 95% recall see Table 16.
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a |V ¢ | <- classified as
60 | 2 1 a
131125 | 7 v

) 6 | 30 c

Table 15: Confusion Matrix: 3 classes Bilingual BOW + LDA -+ Similarity values

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.952 0.096 0.769 0.952 0.851 0.788 a’
0.862 0.077 0.940 0.862 0.899 0.861 b
0.732 0.038 0.789 0.732 0.759 0.787 d

Table 16: Performance Matrix: Persian/English BOW + LDA + Similarity values

4.1.15 A more Fine-Grained Classification

In this experiment, we continued using the English/Persian corpus to train our SVM
model, but we only included Houman’s classes 3 and 4, in order to better predict to a
more granular level, meaning to break the class b’ into ¢ and d. Considering the best
model results in the previous experiment, we predicted that all unclassified ghazals by
Houman belong to the Maturity and Middle-age classes, as shown here in ¢ and d. In
this experiment, we intended to further distinguish the two, and thus prepared a training
corpus comprised of only the two granular classes ¢ and d: our first attempt is to see the
performance of the SVM with BOW features.

The baseline is 54.4% (= 79/145), and our modelling improves on the baseline by almost
14%; that is, SVM has 68% accuracy. However, there are important technical differences
with the previous experiments, since in all of them, the last one was the best performer.
However, in experiment groups 2 and 3, the training set was included the BOW, LSI and
LDA values. In the case of experiment group 4, we added the LDA-Similarity values.
In other words, we always kept the BOW as part of the feature space, which allowed us
to achieve the best performance in that group. Notably, in this experiment, unlike the
previous attempts, we were able to achieve top performance without the BOW directly
participating in the training feature space. This last group of experiments indicates that,
given the conditions of our Hafez task, LDA-Similarity values are very powerful predic-
tors. The BOW results are:
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Correctly classified instances: 99 (68.2759%)

Mean absolute error 0.3172

Root mean squared error 0.5632

The confusion matrix and accuracy measures are as follows, Tables 17 and 18:

The detailed performance shows that for both classes we achieved a 79% and 56% recall,

¢ | d | <- classified as
62 | 17
29 | 37

Table 17: Confusion Matrix: 2 classes Persian/English BOW

for ¢ and d respectively.

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.785 0.439 0.681 0.785 0.729 0.549 c
0.561 0.215 0.685 0.561 0.617 0.664 d

Table 18: Performance Matrix: Persian/English BOW

LDA-values have always provided powerful performance upgrades, but only when directly
combined with the BOW in the training set for SVM. As shown below, with the LDA-

values as stand-alone training sets for SVM, our classifier performs marginally better than

the baseline. However, compared with BOW the performance degrades significantly, by

about 13%.

Correctly classified Instances: 81 (55.8621%)
Mean absolute error: 0.4414

Root mean squared error: 0.6644

¢ | d | <- classified as
49 | 30
34 | 32

Table 19: Confusion Matrix: 2 classes Bilingual LDA distribution values
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The detailed performance shows average recall for both classes when BOW features
are not, used.

The LDA distribution values used to train SVM have weaker classification performance

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.62 0.515 0.59 0.62 0.605 0.544 c

0.485 0.38 0.516 0.485 0.5 0.522 d

Table 20: Performance Matrix: Persian/English LDA distribution values

than with BOW alone. However, when the similarity values are added to the LDA val-
ues as training data, we achieve the best possible performance using the SVM model.
Another difference with this experiment is we added the LDA similarity values as vector
references for ghazals in the ¢ and d classes. In other words, we trained or initialized
the LDA-similarity model for all participating Maturity and Mid-Age classes in training,
then calculated the LDA similarity values for these training ghazals. This way, we en-
sured there was no biased information for any specific class to participate in the training
features. In the experiment below, combining the LDA with the LDA-similarity values
achieved the highest performance:

Correctly classified instances: 134 (92.413%)

Mean absolute error: 0.3358

Root mean squared error: 0.3809

¢ | d | <- classified as
75| 4 @

7199 d

Table 21: Confusion Matrix: 2 classes Bilingual LDA distribution + Similarity values

The detailed performance shows that for both classes we have been able to achieve
above 90% F-measure see Table 22.

The predictions of this two-phased model will be used for the analysis in Chapter 6, and

we will compare them with the predictions of our champion model discussed below.
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TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.949 0.106 0.914 0.949 0.932 0.893 c

0.893 0.051 0.936 0.893 0.915 0.940 d

Table 22: Performance Matrix: Persian/English LDA distribution + Similarity values

4.1.16 LSI Similarity vs. LDA Similarity Features

In this experiment, we take advantage of similarity values, and in this subsection, we get
a better sense of the features category by isolating them and comparing the results. We
conducted two main experiments with the Cosine similarity features in isolation. Refer
to the only results for LDA features that are shown here: Table 23.

In both experiments, we used the bilingual corpus labelled with the set of three classes
and the chronological grouping of Houman’s original six classes, and derived the Similar-
ity Matrix values differently. In the first experiment, we calculated the similarity weights
based on an LSI model for all ghazal instances with respect to the sample ghazals coming
from class two the largest class of the corpus. In the second experiment, we performed
the same procedure, except we calculated the weights using the LDA model, which sur-

passed the accuracy of classification using LSI features.

4.1.17 Classification of all classes

In this experiment, we classified the entire corpus with Houman’s original six classes, as
opposed to incorporating the chronologically adjacent pairs into one class to reduce the
classes to three. In the second group of experiments above, the intention was to reduce
the number of classes to improve on the SVM classification. In experiment group one,
we noticed a significant 20 point performance improvement when using BOW features
and the three classes; it went up approximately from 40% to 60%. With the similarity
feature values performing well, we returned to the original corpus tagged with six classes
of Hafez ghazals and applied the top performing method we just used. To avoid potential
biases, we calculated the similarity-feature values with respect to all ghazals for every
ghazal in the training and the test data.

Correctly classified instances: 197 (79.1164%)

Mean absolute error: 0.2227

Root mean squared error: 0.311
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a |b|c |d | e |f | <-classified as
35[0 21|00 a
311642010 b
11065112 |0 c
0|3 |8 [523]|0 d
0|1 |2]6|19|0 e
0|00 1]2]10 f

Table 23: Confusion Matrix: Persian LDA-Similarity

The following is the detailed performance matrix.

TP Rate | FP Rate | Precision | Recall | F-Measure | AUC Area | Class
0.921 0.019 0.897 0.921 0.909 0.869 a
0.64 0.018 0.800 0.64 0.711 0.853 b
0.822 0.094 0.802 0.822 0.813 0.795 c
0.787 0.0115 0.712 0.787 0.748 0.715 d
0.678 0.032 0.730 0.678 0.704 0.692 e
0.769 0 1 0.769 0.869 1 f

Table 24: Accuracy Matrix: Persian LDA-Similarity for 6 classes

There was no need for English in the corpus for this experiment. This is the champion

classifier that we used to do our best predictions on the unlabelled ghazals.

4.1.18 Summary Highlights

We observed that the following features or methods increased the accuracy of our clas-
sifiers:  The LSI or LDA-driven standalone similarity features should provide strong
enough training features. Therefore, we created the training data with only normalized
similarity features, once with LSI and once with LDA for classes a’,b’,c’. The former
resulted in 62% accuracy, while the latter reached 86%; to our surprise, this similarity

feature alone demonstrated a very powerful training data for SVM. We reviewed our
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program design and methodology multiple times and verified that there was no overfit-
ting or bias, by reviewing measures such as recall and precision. Since we had found
this powerful method, in the final set of experiments we used the set of six classes and
prepared the training data based only on the LDA-driven Cosine similarity features on
all classes, and achieved an accuracy of almost 79%. We then applied the final model
predictions for to visualization and analysis of the results and had some of the unlabeled

ghazals validated by the two experts.
1. Reducing the number of classes improved the performance.
2. Including the English with the Persian corpus always improved the performance.

3. LSI or LDA semantic features in conjunction with the BOW improved the perfor-

mance; LDA distribution features were more powerful than those of LSI.
4. LDA Cosine similarity feature values performed better than LSI.

5. Our LDA-Cosine similarity features produced by balancing the confusion matrix

were the most powerful.

6. The more anchors used to calculate similarity features achieved the best classifica-
tion performance, while similarity references (larger dimensions in the feature set)

improved the accuracy.

4.2 Measuring Inter-annotator agreement (Kappa) and Coher-

ence

Cohen’s Kappa (Fleiss et al., 1969) measures the agreement between two sets of labels,
generated by classification or clustering. Hubert (1978) later refined the index and used
the weighted Kappa as a bilinear permutation assuming marginal frequencies of responses
were fixed. p, and p. are probabilities of the relative observed and hypothetical agree-

ments among raters respectively:

In our case of comparing Raad and Houman annotations, Spearman correlation=0.897,
(p value=6.18e-178) and kappa with linear weights was 0.68, which is substantial (McHugh,
2012). In linear weights vs. quadratic, the distance between classes and the number of

categories are not squared.
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Class Cohymass | Cohye; | LogPerplexity

3 Cls Avg -10.37 0.52 -10.12
6 Cls Avg -7.61 0.55 -8.67

Table 25: Houman Labels of Three and Six Classes: Coherence

We used several coherence measures proposed by (Roder et al., 2015), which were
based on pointwise mutual information and confirmation measures. (Mimno et al., 2011)
had used log(PMT1) in the definition of coherence, which drew from the smoothed condi-
tional probability of asymmetric confirmation measure of top words per topic. (f{ehﬁfek
and Sojka, 2010) implemented them in gensim Python library. Inspired by PMI, New-
man et al. (2010) developed the UCI measure and Mimno et al. (2011) developed the
UMass measure of coherence. P(w) is the probability of word tokens. The subscripts
mean University of California at Irvine and University of Massachusetts respectively.

The coherence closer to 1 would be the better.

2 L Pws,w,) 4 £
Coh Cl = w7 o~ S S S (3)
2 "o~ Pw,wj) + e
Cohuynrass = NN =1) Z > ZOQW (4)

The Houman labels with 3 and 6 classes have higher coherence, shown in Table 25,
than when we merge them into 4 classes, to compare with Raad’s 36 (Raad, 2019) clas-
sification 37, in Table 26. The higher the Log Perplexity is, the better when comparing
LDA models (Hoffman et al., 2010). To have a homogeneous comparison between the
two independent scholars’ annotations, we merged the Houman 6 period chronological
classifications into 4 (class 1 includes classes a and b, class 2=c, class 3=d,class 4 includes
classes e and f). The LDA-driven coherence (Coh,,) of Houman (0.51) is still higher than
that of Raad (0.49) in Table 26.

4.2.1 Classification Refinements

The objective of this section is to measure the impact of inconsistent or disagreed upon
instances on the change in coherence for each class, which can guide labelling to refine

the performance in classifications.

36Contemporary Hafez scholar.
3"We used LDA-driven Coherence and Log Perplexity using gensim Python library.
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Raad Houman

Class || Cohymass | Cohye | LogPerplexity | Cohymass | Cohyei | LogPerplexity
Avg -8.87 0.49 -7.72 -8.56 0.51 -9.18

Table 26: Raad and Houman Labels of Four Classes: Coherence

4.2.2 Preprocessing

In our preprocessing, we removed the stop-words and the tokens that occurred only once,
refer to Section 4.1.6. We built the dictionary of documents, every document being a
poem (ghazal). Then using the Bag-of-Words, we set up and transformed the corpus into
vector representations. We then built the TF-IDF vectors accordingly. We initialized
LSI, LDA3® Log-Entropy (Lee et al., 2005) and Doc2Vec (Le and Mikolov, 2014) objects
using the Persian section of our corpus as training. Doc2Vec is based on Word2Vec which
are word embeddings or distributed representations of words using NN models (Mikolov
et al., 2013); both are extended to build Continuous Bag-of-Words (CBOW) and the
Skip-Gram algorithms. We used the gensim library (Rehiifek and Sojka, 2010) and used
HAZM?3® Python library for Persian preprocessing tasks, such as tokenization, normal-

ization and lemmatization.

4.2.3 Labelling Inconsistency Management

Inter-annotator agreement has been used to refine classifications. For example, Wiebe
et al. (1999) used kappa results to inform annotations in an iterative manner and were
able to both improve the classifier’s accuracies and inter-agreements among the anno-
tators. If multiple classifiers predicted, classified, labelled, or voted differently for an
instance record or for a unit of training material, then the question becomes how we can
decide its class better. If we wanted to re-annotate such instance as training material,
naturally we consider the effects of such items on the quality of training material for
machine learning and predictions. We also used coherence as an index of within-class
relatedness. Hence we considered the semantic effects of either changing the label of an

instance poem or excluding it from the training material when conclusive or otherwise

38 A high number of topics were pointless given our small corpus size, but we chose (5 <
number _of topics < 20), based on Silhouette convergence, in each experiment setting.
39https://pypi.org/project/hazm/
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disregarded to enforce any changes in the label if the improvement in coherence was very
small. In this example, we showed that the isolated inconsistencies between two inde-
pendent labelling systems of Houman and Raad could provide us with clues to improve
and produce a third but refined training material for classification. A similar concept
is used in a bottom-up clustering in which maximizing the mutual information between
adjacent classes made up the algorithm (Manning et al., 2008); during the iterations,
they only merged the two clusters that produced a minimum loss in mutual information.
(Cn1, Cn2) = argminM I-loss(c;, ¢;) (5)
Circj

We extended the notion of loss in mutual information in Equation 5 and used LDA-
driven coherence change per class to measure the impact of inconsistent labels. We
calculated the difference in coherence among the union of the inconsistent poems with
their corresponding two classes that our scholars had labelled differently. We then mea-
sured and anticipated the semantic impact of the inconsistent segment accordingly, by
numerical analysis of the rate of change in coherence among the segment’s memberships.
See Equation 6. The interplay of coherence measurements guided and informed the
training-data decisions and their make-up. For example, when we added the inconsistent
segment to either class voted by classifiers, and it deteriorated the coherence in both
cases, then using DeltaSem index defined in Equation 6 we compared the rate of change
in both cases to measure the difference. In other words, the index informed the direction
of change. If both ACoh were positive, it meant that the inconsistent segment impaired
either class. Further, if the DeltaSem was small (0 — 0), it meant that the inconsistent
segment almost equally impaired both classes; therefore it was better to exclude the

inconsistent segment from adjacent training classes altogether.
?
DeltaSem : |ACoh(Cincons. s Cyouth) — ACOR(Cincons., Chid—age)| — O (6)

For example, to demonstrate that this procedure of identification of culprit poems
can refine the quality of the training data and hence improve classifications. We took the
items out of the multiple categories of inconsistencies for which Houman and Raad had
labelled Youth and Mid-age respectively, and compared their change in coherence. As
we see in Table 27, the exclusion of inconsistent instances improved coherence for both
classes Youth and Mid-age by an almost equal amount of 3 percentage points. Also,
the difference in coherence change was small, consistently confirmed that the odds of

improvement in keeping inconsistent instances in either class were small: 6 — 0.008.
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Class COhucﬂ C’Ohucig )
Houman Clsl || 0.355 0.388 | 0.033
Raad Cls3 0.395 0.420 | 0.025

Table 27: Raad and Houman Labels Consistency Improvements: Coherence

Feature SVM:Acc.,F1 | Reg:Acc.,F1 | DT:Acc.,F1 | NN:Acc.,F1 | RF:Acc.,F1
WE 0.48, 0.31 0.28, 0.27 0.4, 0.41 0.48, 0.31 0.40, 0.35
W Epym 0.32, 0.29 0.28, 0.27 0.20, 0.25 0.32, 0.29 0.32, 0.32
W Econcat 0.32, 0.29 0.36, 0.30 0.12, 0.14 0.36, 0.28 0.44, 0.36
WE' 0.65, 0.51 0.39, 0.40 0.39, 0.39 0.65, 0.51 0.39, 0.39
W Ep 0.70, 0.67 0.61, 0.63 0.39, 0.43 0.65, 0.63 0.52, 0.49
W Econcat’ 0.70, 0.67 0.65, 0.62 0.30, 0.31 0.65, 0.61 0.43, 0.46

Table 28: Houman Classification, Original vs. Refined Labels

The coherence-change index could be applied in this manner to a variety of combina-
tions between the two labelling sets to guide and to improve classification’s performance
through multi-participant supervised iterations and it was useful in our context of Hafez

poetry classification.

4.2.4 Classification Using Embedding Feature Experiments

We used word embedding as features (Mikolov et al., 2011), which was the basis of
our model (Doc2Vec'®) (Rehiifek and Sojka, 2010). Zhang and Lapata (2014) used word
embedding in the poetry generation task and found it a powerful feature for capturing the
semantic and context. To compare its impact, we kept the feature set and ML algorithm
constant in each experiment. We used two Doc2Vec feature sets: Distributed Bag-of-
Words (DBOW) and the Distributed Memory (DM), both separately and combined.
Table 28 shows accuracy and F1 performance measures for different ML algorithms such
as SMV, Regression, Decision-Tree, Neural-Net and Random Forest, abbreviated on the
top row respectively. The last 3 rows in the table are after excluding inconsistencies, and
the first 3 raws are only Houman’s labels.

W E feature stands for DBOW, word embedding, and WpM for that of Distributed

Memory and Weppeqr, combined with the two feature sets (Mikolov et al., 2011). As we see

40We used gensim implementation.
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in Table 28, the SVM algorithm in conjunction with the concatenated word-embedding
features of CBOW and DM, plus exclusion of inconsistencies, lifted the accuracy of the
automatic classification to 70% and the F1 score to 67%.

We compared Houman labels with those of a contemporary Hafez scholar, Raad. We
not only introduced new effective features to automatically classify our Hafez corpus but
were also able to find a new purpose for the experts’ disagreements. We showed that
by careful identification and exclusion of certain poems we could drastically improve the
classification accuracy. The three top rows in Table 28 are before the exclusion and the
bottom three raws are after the exclusion of such poems from the corpus. We also proved
that SVM not only showed this phenomenon but also outperformed some other machine
learning algorithms.

In other words, we measured the deterioration in Coherence; compared the effects of
the inconsistent poems; and excluded the inconsistent instances if it improved coherence
for both annotators equally. In Table 28, W E stands for before and WE' is after the
inconsistent poems are excluded from training. Concatenated word-embedding features
of CBOW and DM, plus exclusion of inconsistencies, lifted the accuracy of the automatic
classification to 70% and the F1 score to 0.67. Inconsistency filtering lifted the accuracy
of WE-SVM from 0.48 to 0.65 and F1-score from 0.31 to 0.51.
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Semantics of Homothetic Clusters

In this chapter, we explain how we have created two clustering sets of semantic labels
for the poems of Hafez (1315-1390), using unsupervised learning. We used clustering
to generate new labels as an alternative to Houman’s previously existing, hand-labeled,
gold-standard classification of Hafez poems. We have cross-referenced, measured and
analyzed the agreements of our clustering labels with Houman’s chronological classes.
Our features are based on word embeddings and are derived from topic modeling. We
also introduced a new feature: similarity of similarities. We refer to this clustering with
new similarity features as “homothetic”. This transformation proved effective during our
clustering experiments on the Hafez corpus. Homothety is a similarity transformation
of certain attributes of vectors in Euclidean space that inspired my clustering algorithm.
This approach produced distinct clusters, in the case of Hafez’s small corpus of ghazals.
Although all our experiments showed different clusters when compared with Houman’s
classes, we think they were valuable in their own right. Our clusters provided further
insights and proved useful as a contrasting alternative to Houman’s classes. Our homo-
thetic clusterer and its feature design and engineering framework can be used for further
semantic analysis of Hafez’s poetry and for other similar literary research.

In his book, Houman (1938) partly hand-classified Hafez’s poems, based on the semantic
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attributes latent in the ghazals. His labeling has been the gold-standard of chronological
classification for Hafez. In the previous chapter, we used it as training data for supervised
learning to predict Houman’s labels for the rest of the ghazals. In this chapter we use
similar semantic features, but instead, we conducted unsupervised learning (clustering
experiments) to create labels alternative to those of Houman.

Houman’s classification was based on the premise that the artist’s mindset and world-
view changed throughout his lifetime and this change was reflected in his art, in this
case, poetry. Houman wanted to hypothesize how time affected the meaning of Hafez’s
poems. We used machine learning to capture this chronologically changing worldview in
the semantics of Hafez’s poetry. For example, Houman believed that Hafez became more
introverted with age. Houman explained in detail that these worldview characteristics
and their interpretations were buried behind the surface meaning and in the semantic at-
tributes of Hafez’s highly indirect, multilayered and equivocal ghazals. Hafez’s semantics

were intertwined in the couplets and hemistichs but differently throughout his life.

5.1 Problem Statement

We hope that the chronological classification of Hafez’s poetry will facilitate interpre-
tation and demystify the depth of meaning in his majestic oeuvre. In this chapter, we
use clustering as a semantic analysis tool to assist with literary investigations of Hafez’s
ghazals; that is to find out about the characteristics of the group they belong to. As
a result, we have produced new unsupervised labeling visualizations for Hafez corpus®!.
We have also conducted what we refer to as homothetic clustering experiments, using
similarity transformations as features, discussed in Section 5.2.4. We have performed
semantic analysis by using topic terms, partly discussed in Section 5.4, using a topic
modeling interactive visualization tool.

Although the fundamental question was to find out how consistent our semantic-featured
clustering would be with Houman’s chronological classification and to establish a veri-
fication experiment against Houman’s labeling, we also set out to achieve the following

objectives:
e Semantic Feature Engineering;

e K-Means Clustering (Automatic Labeling);

#1Qur Hafez corpus is available through in Ganjoor, Nosokhan and in Hafizonlove: http://www.

hafizonlove.com/divan/index.htm & https://ganjoor.net/ & http://www.nosokhan.com/
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e Similarity Feature Transformation as Homothetic Clustering;

e Multi-label Comparisons, Semantic Analysis and Visualization (Houman vs. clus-

terer).

By exploring Human labels in comparison with clustering results, we also wanted to see
if our homothetic features could qualify our unsupervised method as a guided or quasi-
semi-supervised labeling algorithm. Gieseke et al. (2012) optimized patterns in the data

in the absence of labels and used SVM for classification.

5.2 Methodology

Our focus was to observe the performance and identify the semantic features that pro-
vided us with the best clustering results, measured by Silhouette (Kaufman and Rousseeuw,
2009). We were also interested in finding out which features produced results more consis-
tent with Houman labels. To measure inter-annotator agreement we used kappa (Artstein
and Poesio, 2008) and other measures (Viera et al., 2005). In all the experiments, we
kept the clustering algorithm (K-Means) constant to isolate and focus on the effects of

different features.

5.2.1 Preprocessing

We followed Asgari and Chappelier (2013) for our preprocessing steps, while being sen-

sitive to Persian linguistic rules:
e Tokenization

e Normalization (This step scales the transformations to the unit norm and neutral-

izes the lengths of the vectors. This step sometimes improves performance.)
e Lemmatization

e Filtering (This steps gets rid of punctuations, stop-words and non-standard char-

acters.)

In our preprocessing, we removed the stop-words and the tokens that occurred only
once, as we did in our previous experiments. ~We built the dictionary of documents,
every document being a ghazal. Then using the bag-of-words method, we set up and

transformed the corpus into vector representations. We built the TF-IDF vectors. We
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initialized LSI, LDA*?, Log-Entropy (Lee et al., 2005) and Doc2Vec (Le and Mikolov,
2014) objects using both the Persian and Persian-English corpus as training. We used
gensim library (Rehiifek and Sojka, 2010) and used the HAZM*?* Python library for Per-

sian pre-processing tasks, such as lemmatization.

5.2.2 Clustering Evaluation Indices

We followed metrics and clustering agreement techniques and scores** to measure our
performance results in comparison with Houman’s chronological labels. A perfect con-

sistency mean identity or the value of one in the following measures.

e [nertia: Within-cluster sum of squared distances, which K-Means clustering tries

to minimize; lower inertia is better.

e Homogeneity: Average single Houman class poems’ distance to the center of the
clusters; clusters are homogeneous if they only contain poems of a single Houman

class;

o Completeness: A measure of direct correspondence between Houman classes and

our clusters; in other words, the elements of the same class fall in the same cluster;

o VV Measure: The harmonic mean of Homogeneity = HOM and Completeness =
COM:

2« (HOM x COM)/(HOM + COM)

o Adjusted Rand Index (ARI): A similarity measure between clusters by pairwise
comparisons of cluster and Houman class poems, E stands for Fxpectation in prob-
ability or weighted average of probabilities.  Steinley (2004) used this index in

cluster validation research: ARI is based on Rand Index but adjusted for chance.

ARI = (RI — E(RI))/(maz(RI) — E(RI))

42A high number of topics was pointless given our small corpus size, so we chose (5 < Topic —
Number < 20), based on Silhouette convergence, in each experiment setting.

43https://pypi.org/project/hazm/
4nhttp:/ /scikit-learn.org/
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o Adjusted Mutual Information: A symmetric measure of dependence between our
cluster membership and the Houman class. Mutual Information (MI) is a measure
of shared information between two clusterings U and V. H is the entropy. Vinh
et al. (2010) normalized and adjusted MI for chance:

MI(UV)—E(MI(UV))
maz(HU),H(V))—E(MI(U,V))

o Silhouette: Is a measure of cohesion and distinctive quality to separate clusters,
that is the mean of a and b, (b — a)/maz(a,b), where a and b are average mutual
dissimilarities of objects in each clustering (Kaufman and Rousseeuw, 2009); they

are aggregated intra-cluster and nearest-cluster distances of each poem to others.

e (Cohen’s kappa measures the inter-annotator agreement between two sets of labels,

generated by classification or clustering .

5.2.3 Feature Engineering

We mapped poems into a vector space, using semantic transformations such as LDA
(Topic Modeling) and Doc2Vec (Word Embedding). The variant of TF-IDF we used
was based on logarithmically scaled frequencies of term i in document j in a corpus of D
documents:

The LDA% implementation followed Hoffman et al. (2010); base code was found here?S.
We kept the default parameters when we initialized the LDA model.  For the LDA-
driven similarities, we only set the number of topics and passes to 5. We chose 5 to keep
the topics intuitive for human review and it sufficiently satisfied our empirical purpose.
Doc2Vec!” implementation followed Mikolov et al. (2013). We set the parameters as
follows: vector size=249, window=8, min count=>5, workers=8, dm = 1, alpha=0.025,
min alpha=0.001, start alpha=0.01, infer epoch=1000. We kept the default parameters
provided by LDA implementation of gensim library.

5.2.4 Homothetic Features

The homothetic function is a positive, finite, continuous and strictly monotonic trans-

formation of a homogenous function (Lau, 1969). Homothetic transformations are fre-

Yhttps: //radimrehurek.com/gensim /models/ldamulticore.html
46https://github.com /blei-lab/onlineldavb
4Thttps:/ /radimrehurek.com/gensim /models/doc2vec.html
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quently used in transferring arguments amongst economic models (Christensen et al.,
1975). To bring the Hafez poems to a vector space, we map each poem to a vector rep-
resentation, using a mathematical function, using LDA driven cosine similarities. Our
transformation is each poem’s similarities. Intuitively, one could think of our algorithm
as similarity of similarities. In our case, for every poem in the corpus, represented as
LDA-driven vector, we derived and formed a new vector, consisting of calculated Cosine
similarities or distances from that poem to a subset of hand-picked poems, which we
refer to as anchors. Anchor poems were chosen for semantic reasons to guide the cluster-
ing towards Houman’s classes. For example, we chose anchors from Human’s extremes
or peripheries of each class. The criterion behind the choosing the anchors is based on
maximization of the chronological distance. Using these similarity measures to the an-
chors, we formed a new vectorized corpus. In other words, we used Cosine similarity as
a transformation function from one vector space to another, before we measured vector
to vector Euclidean distances (similarities), in a clustering procedure such as K-Means.
Before passing the data to the K-Means algorithm, we transform the poems into their

similarities to the anchors.

5.2.5 Homothetic Properties

Similarity-driven transformations are not necessarily linear and can enlarge distances.
Similarity transformations also maintain homothetic properties, a monotonic transfor-
mation of a homogenous function for which the level sets (contour lines) are radial
expansions (distances to origin) of one another. In Euclidean geometry, a homothety
of factor k dilates distances between points |k| times, in the target vector space. The
associated risk of overfitting is higher with homothety. Because of the dialation power
of homothetic features, the divergence rate is empirically much quicker. The proper-
ties of homothetic functions were proven by Simon and Blume (1994). If function v is

monotonic, it is homothetic and reverse if, (v = g o u; x and y are vectors):

v(tx) = g o u(tx)

g(t*u(z)) = g(t*u(y)) = g o u(ty) = v(ty)

We want to investigate empirically, that the homothetic clustering procedure we use here,

is effective to increase Silhouette score and is interpretable when used against our small
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Data: Hafez Corpus
Result: labels
read corpus and anchor instances;
tokenize, remove stop-words and unique tokens;
normalize, lemmatize;
create bag-of-words, TF-IDF,
initialization of LDA;
create LDA-driven similarity index;
while not at end of the corpus do
while not at end of the anchors do
calculate similarity Measure;
append to vector list;
go to the next anchor;
end

write document similarities: Sim-Corpus;

go to the next document;
end

set the value of k clusters;
cluster (Sim-Corpus);

produce labels;

Algorithm 1: Homothetic Clustering, Sim?
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Feature H Inertia ‘ Homog. ‘ Comp. ‘ v-meas. ‘ ARI ‘ AMI ‘

LogEntropy 238 0.017 0.015 0.016 | -0.004 | 0.008
LSI 237 0.004 0.004 0.004 | -0.003 | -0.004
LDA-TFIDF || 233 0.003 0.009 0.005 | 0.013 | -0.007
LDA 233 0.006 | 0.023 | 0.009 | -0.007 | -0.004
Doc2Vec-P 1445 0.010 0.010 0.010 | -0.008 | -0.002
Doc2Vec-PE 338 0.020 0.017 0.018 | 0.018 | 0.010

Table 29: K-Means Performance, (k = cls = 3)

cls = number of classes

poetry corpus of Hafez. The average complexity of the homothetic clustering is the same
as the complexity of the clustering method it uses. In this case, we used K-Means with
polynomial smoothed running time, therefore the complexity is the number of samples

n, times the number of iterations 7, times the number of clusters k:

Complexity(Sim?) = O(n* i x k)

5.3 Homothetic Clustering Experiments

In the first set of experiments, we used various semantic features for clustering. We then
passed the vector representation of the labeled portion of the corpus to K-Means*® for
clustering (k = 3,6). We chose 3 and 6 because we had done classifications for 3 and 6 of
Houman classes. Then we compared the clustering labels with Houman labels. Table 29
shows the results. As we see, the Doc2Vec-PE feature ranked at the top in Homogeneity,
V-measure, ARI and AMI. The LDA feature obtained the best in Completeness com-
pared to other features.

As we see in Table 30, pure Persian Embedding, (Doc2Vec-P) showed the highest Sil-
houette value defined in Section 5.2.2, while adding English?® to the corpus brought this
measure a bit lower and still maintained second rank compared to all other features.

Houman (1938) selected a representative poem for each of his classes. We experimented
both against three, maintaining the chronological order, and six Houman classes in Ta-
ble 31. Since we selected the anchor poems from the corresponding Houman classes, for
every poem of the labeled portion of the corpus, we calculated the LDA-based similarities

to either three (or six) anchor poems, depending on the number of clusters. The resulting

“Bhttp:/ /scikit-learn.org/
49English translation of the poems by Shahriari, when the translation was available.
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Feature H 3cls-Silhouette | 6c¢ls-Silhouette

LogEntropy 0.001 -0.000
LSI 0.001 -0.002
LDA-TFIDF 0.037 0.097
LDA 0.059 0.109
Doc2Vec-P 0.560 0.528
Doc2Vec-PE 0.530 0.471

Table 30: K-Means Performance
P=Persian, E=English

vector space had three (or six) dimensions. We called this Houman Representative Picks
(HRP).

In a separate set of experiments, we also picked six poems as anchors, three poems from

Table 31: Corpus Training Labels

6 Classes 3 Classes
Youth = 38 a a’
After Youth = 25 b
Maturity = 79 c v
Middle Age = 66 d
Before Elderly = 28 e d
Elderly = 13 f

either extreme periphery of the Houman’s labeled poem classes, that is three from the
earliest Youth class, and three from the latest period ranked in Senectitude. We referred
to this experiment’s feature set, Houman Extreme Picks (HEP). Or in case of the three
classes HEP, we picked two extreme poems from either end of the class, and one cen-
tral poem from class two, Mid-age (Houman ordered the poems chronologically). RND
stands for random picks. We always ensured that the number of anchors matched the
number of intended clusters: (anchors = k = 3,6), shown in the tables.

As we see in Table 32, HEP, HRP and RND maintain zero Inertia (within-cluster sum-
of-squares) which is the optimal. This is an indication of favorable inner coherence of the
clusters. HRP has about 3% as the highest Homogeneity, which was higher than that of
the other two, Table 29. LDA had the highest completeness, while Doc2Vec-PE had the
highest AMI. Both HRP and HEP models with similarity features also produced higher
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Feature H Inertia ‘ Homog. ‘ Comp. ‘ v-meas. ‘ ARI ‘ AMI ‘

HRP 0 0.034 0.035 0.034 -0.001 | 0.004
HEP 0 0.024 0.024 0.024 -0.006 | -0.006
RND 0 0.021 0.022 0.021 0.001 | -0.009

Table 32: Sim? Performance

(k = anchors = cls = 6)

Silhouette scores in clustering (Table 33) than the one achieved by the RND model, with
word-embedding features. Only HRP showed slight resemblance to Houman’s classes, as
kappa values indicated in the same Table, although all indices are low but comparable.
This means that Houman’s selected poems, which he mentions in his book as their class
representatives, in explaining his methodology, had a better homothetic guiding power
than the actual extreme poems of his classified corpus, when we used them as anchors.
We noticed a slight improvement in kappa, comparing HEP and HRP vs. RND which
is based on random anchors. Kappa ranges indicate that closer to 1 there is agreement,
closer to -1 disagreement and around 0 means that there is no conclusive information.
We used random anchors (RND) which similarly did not produce sizable kappa yet was
a bit worse that those of HEP and HRP.

The number of LDA topics in multiple K-Means runs affected the Silhouette score, but
mostly converged at around 5 to 15 topics, depending on the feature set. To avoid lo-
cal optima, it was also important to iterate through K-Means algorithm many times
to attain an optimum Silhouette score while targeting the right number of LDA topics,
to achieve the best possible clustering quality by trial and error. Our homothetic ex-
periments achieved the best Silhouette scores with 6 LDA topics. In all homothetic and
non-homothetic clustering experiments, the number of clusters k = 6 and k = 3, achieved
the highest Silhouette scores, in their experiments group respectively, k& = anchors. In
the homothetic experiments, k = 6 clusters always produced both better kappa (com-
paring only when k = cls), and silhouette, regardless of the number of anchors being 3
or 6.

We also compared the consistency of HEP Sim? clusterer with the challenger (Doc2VecP)
model. We refer to Poc2Vec-P as the challenger model because it was the best performing
clusterer in the absence of homothetic features. The Spearman correlation was 0.86. It is
noteworthy that the Cohen’s linear and nonlinear Kappa were 0.58 and 0.43 respectively,

between these two independent clusterers.

86



Feature || 6cls-Sil. | 6cls-Kap. | 3cls-Sil. | 3cls-Kap.

HEP 0.837 0.004 0.695 -0.014
HRP 0.903 0.034 0.824 -0.006
RND 0.945 -0.052 0.821 -0.001

Table 33: Sim? Performance, kappa with Houman classes

In this case, we did perform our Student’s t-test, which did not support the claim that
anchors guided the Sim? clustering to have a significant consistency with Houman classi-
fications, when we compared the effects of HEP and HRP anchors with randomly selected
6 anchors instead. But inter-annotator agreement was a bit evident using kappa but that
gives us very little information. Random anchors were selected with the proviso that
they came from different Houman classes. The Silhouette of Sim? clusterer with random
anchors was close to that of HEP and HRP, very high.

5.4 Analysis and Discussion

We used the Persian part of the corpus for this section to demonstrate the semantic
attributes and characteristics of our new sets of classes. Graphical overlay of the clusters
and Houman classes did not show any significant overlap. Therefore, we do not perceive

a chronological order for the segments.

5.4.1 Cycle of Words

More rigorous analysis should be done by literary scholars, such as deep interpreta-
tion, but as a sample of semi-automatic examination, we organized term frequencies in
Figure 10 as follows. We counted the Houman-labeled poems in each cluster and cal-
culated their percentages to decide the highest resemblance of each cluster or common
number of poems with its closest Houman class. In the case of a tie, we did the same
for the other clusters and then tracked back to maximize the overall resemblance by
maximizing the completeness as much as possible, yet did not observe a pattern. HRP
and HEP were constructed as explained in Section 5.3. Then we considered a cluster of
terms, relevant to Houman'’s representative poems and his semantic constructs (Houman,
1938). For the Youth class (A), we chose three terms: Duplicity (rid), Sufi (sufi) and
Abstemious (zahod). For Mid-age class (B), we chose Vision (nazar), Barmaid (sdqi),

Knave (rond). Finally for the Senectitude (C), we chose three representative terms of
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Duplicity, Sufi and A B C
Abstemious
Doc2Vec-P 56, 19, 22 12,2,3 17,3,4
HRP 31,11, 13 30,5,6 24,8,6
HCEP 19,4,5 53, 15,13 13,5,7
Vision, Barmaid, B A C
Knave
Doc2Vec-P 18, 11,17 58, 39, 67 8,10,0
HRP 17,19,19 29, 26, 29 38,15,0
HCEP 51, 38, 63 18, 11,14 15,11,0
Expedient, Guru, C A B
Pub
Doc2Vec-P 1,9,0 6, 44,1 2,11,0
HRP 4,22,5 1,21,0 4,21,1
HCEP 3,14, 1 0,14,0 6,36,0

Figure 10: Tracing Clusters of Terms

Expedient (maslohat), Guru (pir), Pub (meikade). The terms are the top most frequent
in each Houman class and heuristically viable to gauge clusters’ semantic characteristics.
Then we counted the frequency of the corresponding terms in each cluster, depending on
the closest Houman class. Each cell in Figure 10 contains frequencies of its three terms
respectively. There is no obvious or conclusive pattern to indicate a segment purely has
more frequency of specific Houman-class-terms.

If we trace any effect of anchor meaning in the final homothetic clustering result, we
observe that HRP has a slightly stronger resemblance with the Houman classes as it was
also measured by higher homogeneity and completeness in Section 5.3. Both HEP and
HRP showed the better overall balanced distribution in terms of the size of each cluster
compared to Doc2Vec-P, which was also reflected in the higher Silhouette score from
Section 5.3. Although both HEP and HRP showed a stronger correlation with Houman
classes than Doc2Vec did, the HEP and HRP had 0.58 kappa and 0.86 correlation. HEP
was also stronger in distinguishing between class A and C because we had purposely
selected its original anchor poems from the same peripheries of the chronological Hafez
corpus. This simple example, therefore, was consistent with the assumption that sim-
ilarity measures transferred the information to the clustering and guided it as per the

semantic properties of the transformations of the anchored poems.
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5.4.2 Results

e Doc2Vec-P word embedding scored higher coherence® and Silhouette than other

non-homothetic features used in the automatic clustering of Hafez’s poems;

e We created two new sets of automatic labels for the Hafez corpus, by Doc2Vec
as challenger and Sim? as champion clusterers, which had 0.58 kappa and 0.86
correlations but had statistically insignificant resemblance with the Houman labels,
0.034 kappa at best (HRP-6¢ls); There was no significant observable pattern among

clusters and Houman classes to show.?!

e Sim? did not fully qualify as a quasi-semi-supervised®? algorithm, given the low
kappa with Houman, but proved to be a powerful clusterer, reaching high coherence

and Silhouette scores, of up to 95%;

e Sim? was the only clusterer to perform at its best with 6 clusters, equal to Houman

classes, k = cls;

e None of the automatically generated labels were showing significant consistency
with Houman’s classification, but provided with new semantic perspectives to Hafez

studies;

e Semantic evaluations and visualizations helped validate the clustering results, using
random poems; the LDAVis library was used to depict relevant topic-terms by

clusters; examples are shown in the appendix.

e Visualizations in conjunction with homothetic clustering could be used to analyze

the semantic properties of Hafez poems, even with small corpora such as ours.

Inspired by Houman’s semantic approach, one can replicate and apply our poetry cluster-
ing arapproach to other poetic texts, as a means of assisting and enabling literary research
and scholarly analysis of poetic text by clustering only if possible and when the scarce
data conditions were similar to ours. In this chapter, we provided with the blueprint of
an effective clustering of Hafez poems. Our guide is with reference to Houman’s order
of poems, which is based on Ghazvini’s copy, which is an old and reliable printing edition

of Hafez’s poems, organized alphabetically.

50 Coherences were not reported here specifically as they were reflected in Silhouette scores by defini-

tion.
51The Sim? clusters are available in Section 7.4.
52Handpicked anchors did not significantly increase kappa with Houman labels.

89



5.5 Conclusion

To support capturing semantic attributes of Hafez’s poetry, Houman’s proposed a chrono-
logical and semantic classification, unique up to now, assuming the young poet had a
different world-view than the old, hence the difference would be reflected in his poetry, in
terms of meaning. We created the first series of unsupervised semantic classifications of
Hafez; using LDA, LSI, Log-Entropy, Doc2Vec and similarity-driven features to capture
such nuances of meaning. We showed that these NLP tools can help to produce different
clusters of poems, to complement their scholarly hand-labelled version. We introduced
the similarity-based features to build our better performing models. We observed that
our homothetic clustering had a slightly higher homogeneity, completeness and much
better Silhouette scores compared with our other features, but kappa distribution with
Houman labels, was not statistically significant. Yet, in the analysis of our homothetic
clustering results, we could trace the effect of similarity to the anchor poems which were
giving us slightly higher kappa compared to that of the random anchors. In the case of
HEP for example, clusters seemed to be more "aware" of classes Youth and Senectitude,
from which the anchors had been chosen.

Using LST and LDA-driven features, similar to those from (Rahgozar and Inkpen, 2016b)
proved effective in chronological classification of Hafez poems, plus other semantically
effective features, we created new sets of labels, not necessarily chronological, yet se-
mantically comparable to Houman’s classifications. They are considered semantically
comparable because we used very similar semantic features but only removed the gold-
standard labels.

We applied our homothetic features that proved the most effective in our clustering, to
label the whole Hafez corpus as parallel labelling to Houman’s. We investigated seman-
tic differences, using both labels while comparing and tracing the consistencies through
visualizations. We performed heuristic and empirical semantic analysis, and tried to
refine and guide our homothetic clustering framework to get closer to Houman’s ground-
truth if possible. We provided multiple perspectives by our automatic labeling results

and framework to support and analyze Hafez poetry.
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Semantic Results, Visualization and

Analysis

6.1 Scholarly Views of Hafez’s Poetry

In this chapter, we used the inter-annotator agreement to examine the validity of Houman
classifications against another contemporary scholarly chronological classification of Hafez,
by Raad (2019). According to Roland Barthes in "The Death of the Author" (1967) each
scholarly perspective or interpretation of Hafez, almost 100 years apart, has its own in-
dependent unique stance and value. Regardless of the invaluable independence of the
two scholarly perspectives of Hafez, not only did we want to compare the inter-annotator
agreement between them to generate insights but in the reverse direction and as a side
benefit, we also wanted to see whether their labelling inconsistencies could guide us to
go back and improve the automatic classification. In the end, we realized the two per-
spectives need not necessarily be perceived as contradictory but overlayed to deepen our

semantic awareness.
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6.1.1 Houman’s Perspective on Hafez

This section reiterates some points from section 3.1.2. The basic question was which
version of Hafez’s line of ghazal was correct where there was any ambiguity or difference
in a word, diacritic etc. Houman (1938) presents Hafez as an extraordinary poet and
philosopher whose poetry includes mysticism, resentment against pretentious clergy, de-
meaning towards dialectic philosophy while praising love, largess, tolerance, liberty and
joy, all encapsulated under Rend attributes. Houman firmly sees and encourages the
deep interrelation of the ghazal lines and, as many scholars agree, the first line often
carries the main topic of the ghazal. Houman was a pioneer to establish and maintain
that understanding of Hafez based on cohesive facts was possible; and although there was
not very much supporting documentation available to him other than different versions
of Hafez’s poems, Houman showed that one could still understand them but by setting
aside subjectivity, personal tastes and presumptions as much as possible and rely more
on pragmatic rigour and unbiased logical analysis of the whole corpus.

Houman studied the genealogy and the meaning of the symbols and expressions Hafez
used in the poems to categorize Hafez’s thoughts into main and secondary concepts. Ac-
cording to Houman, some of the main ideas circles around terms such as ‘knave’ [rend],
‘love’, ‘wine’; some of Hafez’s secondary thoughts are related to ‘destiny’ and being
‘dervish’. Through the logical methodology and analysis, while considering the support-
ing geopolitical and historical events at Hafez’s time, plus attention to psychological and
philosophical properties, Houman could match Hafez’s poetry to an evolutionary world-
view and accordingly mapped Hafez’s poems into an ordered sequence of time slots of
his lifetime.

Houman perceived Hafez, as a philosopher-poet who questioned the universe. Hafez
did not seem to believe in the plots set forward by the religious documents. Houman
brought references from the ghazals that supported his claims. For example, the last line
of a ghazal reads: ‘Hafez, our existence is a mystery, solving it is but all imaginary’.
Houman'’s classification of the ghazals is based on the natural evolution of the poet, and
therefore Houman analyzes this evolutionary process starting from questioning Hafez’s
philosophy of being and the way Hafez viewed the origin of the universe; as a result,
Houman for example, can explain why Hafez was in awe.

Houman follows the semantics of expressions through the previous literature and cul-
tural history and draws such conclusions that relate the perceived “wine drinking” with

demeaning intentions towards clergy and religious ideologies; he brings examples of other
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giants of Persian literature that used similar expressions to disregard the dialectic and
abstract logic. Houman interprets the metaphor of wine drinking and its praise by Hafez
as a symbol of dislike towards the misguided knowledge that was solely based on a logic
that had no legitimate sense or rational philosophical context as opposed to mystical
intuitions and metaphysical inspirations.

Houman also did psychoanalysis on the bipolar emotional reasoning behind Hafez’s
preferences; for example, Houman mentioned love against knowledge, praising the un-
worthiness of the world against notions of power and affluence. Houman presents Hafez’s
attraction toward turning his back to social rank by honouring doubt. Houman mentions
the praising of love against imaginary hopes promoted by religious dogma as valuable
clues and indications in understanding Hafez.

The meaning of ‘Rend’ that is ‘knave’ is somebody who is against the asceticism
and the ascetic. Houman referred to examples of such contexts that had been brought
forward in works of Khayam and Sanaii to support this use of “knave” prior to Hafez.
According to Houman, Hafez’s attitude is reflected and demonstrated in his ghazals. For
example, turning his back to affluence and materialism is rooted in Hafez’s perception
that pretenses and charlatanism came from the weakness of character, which in turn was
a roadblock to human greatness of self. Therefore one should always avoid attractive
superficial and decorative earthly material and instead thrive for simplicity, and search
for cleanliness in psyche and constantly look for unbiased truth, shown in Figure 11.

Hafez also has three distinct types of references to love in his poetry, according to
Houman: Freudian, Platonic, and mystic love depending on the context and semantic
factors. These love types are contradictory and exclusive of one another and therefore
hardly happen in the same line, but they existed throughout the life of Hafez and there-
fore these concepts existed throughout his poetry. Hafez transitions from one type to
another according to the chronological context, confirming that he even maintained the
detached knave’s attitude towards love itself. Houman brings much supportive evidence
from the ghazals, in which Hafez shows love towards righteousness or God and refers to
humans as realizations of virtue. Wine also closely relates to the meaning of love; wine
essentially revives and makes love come to life.

Hafez has references to destiny as cause and effect and sometimes as an unchangeable
and predefined event. Houman maps these profound changes to his maturity growth
line. Similarly, Hafez has references to dervish attributes to reference the freedom and

sometimes to mean withdrawal, abstinence and contentment. Houman uses these con-
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Figure 11: Houman’s ontology of Hafez’s work

Universe

cepts and analytical results to map the poems to the chronological evolution of Hafez’s

character and ideology and his maturity growth.

6.1.2 Raad’s Perspective of Hafez

Raad (2019) viewed and analyzed Hafez from four figurative dimensions or elemental

perspectives:
e Virtue;
e Politics;
e Technique;
e Time periods.

In terms of wvirtue, Hafez elaborates on ideas from philosophy, sophism, religion, and
anthropology. When it came to politics, Hafez was sensitive to the improvements of
social affairs, security, he discussed and cared for political figures and their effects on

social classes. Technically, his poetry was full of linguistic innovations, cerebral imagery,
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and discerning characterizations, meanwhile coming across as apt and ingenious. Raad
(2019), very similar to Houman, believed in the effects of Time-Periods as an evolutionary
or temporal dimension in the pursuit of dissecting Hafez’s poetry. However, Raad (2019)
distinguished and divided Hafez’s chronological life-periods only into four sections as

opposed to six, named by their associated two leading political figures:
e Youth, before Amir Mobarezzeddin;
o Amir Mobarezzeddin;
e Shah Shoja;

e After Shah Shoja.

6.1.3 Analysis and PCA Visualizations

In this section, we discuss the rationale behind the classifier predictions. We developed
the graphical representation based on the LDA-PCA model, using predictions and test
data.

In all graphs, the x and y-axis are PCA dimensions that were reduced from the LDA vec-
tor space to two dimensions, to acquire a 2D representation. PCA is a feature extraction
technique that reduces the dimensions using matrix manipulations while maintaining the
important features and information as much as possible. As mentioned earlier, Houman
classified poems according to their meaning, which corresponds with the maturity de-
velopment of Hafez’s philosophy and spiritual path. According to Houman, in the first
period of his life, Hafez did not pay much attention to the conditions of his time and
was instead more playful, "knave” and "gaze". In the second period, the hypocritical
behaviour of the powerful clergy was more evident, and his reactions to this became more
sympathetic to human suffering, moving him toward mysticism.

In the third period of his life, Hafez was more appreciative of happiness particularly when
drinking wine, and he developed a sense of freedom and joy, and all is well and cheerful.
According to Houman, in the three periods above the effects of external and internal
factors were balanced and equally important. In period four, however, Hafez’s endeav-
ours, effects and attention to internal affairs become much stronger; he again paid less
attention to the conditions and surroundings and focused more on his internal path and
godly inspirations. And in period five, we see strong attention and obligation toward

mysticism, which reveals elements of his unique, deep and eloquent love and passion
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toward life. There was a transformation in Hafez and his feelings about love, wine and
"knave”. Finally, in the last period of his life became more introverted, and busier with
his internal passionate spiritual love and human inspiration.

In addition to this reasoning, in this section, we select and employ appropriate ML tools
as analytical methods to generate insights and present evidence of how topic modelling
and PCA results correspond with Houman’s classification concepts. We found this ap-
proach extremely useful, and believe the methodology and results in this section are very
educational. We would recommend studying our results to anyone interested in under-
standing Hafez through his ghazals. Houman’s chronological labels help us understand
Hafez’s poetry better.

We used the LDA-PCA method to create visual artifacts and analyzed parts of the Hafez
corpus. This provided intuition and insight into how the ghazals relate and which se-
mantic factors were contributing features to the classification.

The output of our visualization tool was the top extracted terms that were representative
of each class; we call this a cluster of terms. These clusters correspond with the num-
ber of topics, and we will see that the darker areas are distinctive topics. Our tool lets
the user expand and magnify the clusters, and observe the frequent Dirichlet terms that
form them. The visualization also provides a graph or network of the weighted Fuclidean
transformation of the highest probable terms, based on the Dirichlet distribution of the
topic for the class. It is evident that when the topics relate, that is when their weighted
distance is above a certain threshold, there is an observable edge between the two topics.
In addition, the long or short distances between topics correlate with the stronger or
weaker relations, respectively. In this case, stronger relations between topics indicate a
shorter distance, and more appropriate semantics.

Hafez’s first period cluster of terms across all topics relate to Hair and Hand and Heart,
Flower and Cup, meaning they could represent youthful enjoyment. And we see that the
second period cluster of top terms in all topics correspond to the beginning of his mys-
tical endeavours, due to the connotations of Sadness and Love, Dust, Life and Valley of
Heart. Interestingly, our model picks Happy for the third section or period of the corpus,
which is consistent with Houman’s classification logic that specifically defines happiness.
In period four, the notions of Universe and Disability come into play, and Love, Heart,
Cup and Wine are still present. We observed this as indication of stronger internal and
philosophical inspirations, as Houman suggests.

We see that the term Heart is in all the periods, Sadness is only in the first two, Hap-

96



piness is in period three and onward and Sadness is not in any period after that. Wine
starts in period three, and remains until the end, but in different cycles of terms and
context. According to Houman, Love is common in all periods, though with different

intentions and less bold in the first and last.

6.2 Main Topic Terms of Class One: Youth

The Youth class has the following cluster of terms. Topic numbers are generated auto-
matically by the gensim library, and topic terms correspond with topic numbers in the
graphical representations in the following figures. Some words in the translations of topic
terms look like stop-words; they were not stop-words in the ghazals but were linked to

other words.

0. Vision nazar, Connected vasl, Unable natavan, Complain [ekayat, Your Sorrow

qamat, A Heart deli, Glass [ifo, Repentance tobs, Universe jahan and Hand dast.

1. Flower gol, Reminiscence bovad yad, Airy havai, Solution tadbir, Jam jam, Wine

mor, Guru prr and Hand dast.
2. Sorrow gam, Blood xun, Wine mey, Full por and To Be Me bafam.

3. Arch taq, Gem lazl, Because bahre, Face dide, Speech [irin-soxan, Limit hadd,

Business kar, No Hint nemibinam-nefan and Ruined xarab.

4. Secret sorr, Destiny qadar, Say gu, Cup jam, Know dani, Friends varan, Came

amad, Dawn sahar and Life jan.

5. Break befkan-be, Title maqam, Life jan, Thousands Aezaran, Loose sost, Candle

Jamae, My Heart delam, Love ofq and Downhill nafib.

As indicated in the Figure 12, topics 1, 2 and 5 are further from each other, and from
the other three topics, assuming the geometric properties reflect interrelations, while
in the network or weighted-Euclidean-distance Figure 14, topics 1 and 3 are not related
to others in the graph, and topics 0, 2, 4 and 5 are related in that order or linked in
that sequence. This indicates how the term characteristics of the topics interrelate. In
this case, we are more likely to see topics 1 and 3 in a ghazal, but the cycle of words in
topics 1 and 2 are not expected to be seen in the same ghazal. We can also observe the
contrast between topics 1 and 2; that is, topic 1 is obviously unrelated and far from topic

2. The PCA visualization is maintaining a dynamic spacial relationship as distance, so
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the positivity or negativity of the measures on the axis is not necessarily telling us any
specific information.  Figure 13 is a word-cloud for class Youth, composed of Persian

words.

6.2.1 Analysis of Poems: Class Youth

Here, we examine a poem that Houman classified as belonging to the Youth period of
Hafez’s life, and identify the elements and circles of words in it. The first line of the
ghazal 48 is this:

sahargah rahrovi dar sarzamini - hami goft in moamma ba qarini

and the translation of the ghazal is as follows:

A traveler in a strange land Took a stranger by the hand

You will only see clarity of the wine If for forty days you let it stand.

God keep us from the dervish’s cloak That conceals an idol in every strand.
Though virtue needs no recognition Let helping the needy be your errand.
O you the owner of the harvest Keep your harvesters from reprimand.
Where has all the joy gone? Why is the pain of love so bland?

Every chest is gloomy dark and sad; Let love’s flame in hearts be fanned.
Without the finger of lovers For golden rings there’s no demand.

Though Beloved seems to be so harsh The lover accepts every command.
Walk to the tavern and I will ask Have you seen the end you have planned?
Neither Hafiz’s heart is in lessons so grand Nor the teacher can fully under-
stand.

Examining this ghazal shows that the terms Glass, Heart and Sorrow correspond with
the topic 0. Sorrow also belongs to topic 2, Is occurs twice and Be five times. Inter-
estingly, the network Figure 14 shows that there is relationship between topics 0 and
2. Elements of topics 1 and 5 are depicted far from topics 2 and 0 in the PCA chart,
and thus are not present. Overall, the elements and genre of the ghazal are consistent
with the concepts depicted by the word-cycles and topic-charts of this class. These are
system-generated topic terms for this particular Houman class. The gist of the poem is
about the youthful fever of love, when traveller, referred to himself, runs into a stranger
and takes her hand, and they drink a glass of old wine together. He is looking for a
missing joy and a lost love, although love is painful, he is willingly embracing the natural

harshness of the beloved.
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6.2.2 Main Topic Terms of Class Two: Maturity

The Maturity class has the following cluster of terms:

0. Objective hajat, Dust xak, Hafez hafez, Grace monnat, Excited barafruxtoh, Palate

kam, Heart del and Concern kar.

1. Vision nazar, Life jan, Return baz, Universe jahan, Cleanliness taharat, Secret serr

and Is ast.

2. Hafez hafez, Heart del, Soleiman soleiman, Virtue honar, Word soxan, Distressed

parifan, See bin, Candle famae and Vision nazar.

3. Went raft, Return baz, Not Remain namanad, Flower gol, You to, Sweetheart yar,

Harm bala and Sympathy deli.

4. Envy hasrat, Said gofta, Dust xak, This way ke-m, Cup jam, Palate kam, come I

said ayad-goftam and Come bia.

5. I want xdham, Has Left nahddase, Cannot natavan, Wrong qalat, Eye ca/m, Contract

ahd, Is-Not nist and Wine may.

6.2.3 Analysis of Poems: Class Maturity

An example of analysis for this section is ghazal 206 of Houman’s classification period 4.
The first line of the ghazal is: salha dafter ma dar geroye sahba bud - ronaghe meikade
az darso daaye ma bud.

The translation of the ghazal is as follows:

For years to the red wine my heart was bound The Tavern became alive with
my prayer and my sound.

See the Old Magi’s goodness with us the drunks Saw whatever we did in
everyone beauty had found.

Wash away all our knowledge with red wine Firmaments themselves the know-
ing minds hound.

Seek that from idols O knowing heart Said the one whose insights his knowl-
edge crowned.

My heart like a compass goes round and round I’m lost in that circle with
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foot firmly on the ground.

Minstrel did what he did from pain of Love Lashes of wise-of-the-world in
their bloody tears have drowned.

With joy my heart bloomed like that flower by the stream Under the shade
of that tall spruce myself I found.

My colourful wise Master in my dealings with the black robes My meanness
checked and bound else my stories would astound.

Hafiz’s cloudy heart in this trade was not spent This merchant saw and heard
every hidden sight and sound.

In Figure 15 we see that the highest number of terms in the term cluster belong to topics
0 and 4: The term That occurs five times and twice in a slightly different form, and
Heart and Said are common in topics 0 and 4. The system shows this relation in both
the topics chart and network distance relation charts. We also observe the terms Vision
and Universe from topic 1, See from topic 2 and Flower from topic 3, all occurring once.
This relation is depicted in the network Figure 17. Figure 16 is a word-cloud, Persian
words, for the class maturity. The automatically generated topic terms and their unique
graphical depictions help us better figure out the semantic properties that Houman per-

ceived for the class.

6.3 Main Topic Terms of Class Three: Elderly

The Elderly Class has the following clusters of terms:

0. Prescription dava, Universe donya, Does it bekonad-ze, Wonder ajab, Happy xof,

Kindness mohr, Cup jam, Is bovad, Veil hejab and Free raha.

1. Life jan, Song avaz, Scream faryad, All Aama, In andar, Nightingale bolbol, Uni-

verse jahan and Let it become favad.
2. Full por, Sadness gam, Became bafod, Witness fahed and Wine mey.

3. Word soxan, Sun xor[id, Can tavani, Is Not nabovad, Light ceraq, Is going miravad,

Monastry somoa, Nice nekw, Is not st-na .

4. Fell off oftad-az, Fell oftad, My heart delam, Blood xun, Does from konad-zo, Hand

dast, Universe jahan, Love ofq, Familiar ahl and Smell buyo.
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5. Better behtar, Wisdom aql, Turn nobat, Drink badeh, Within andar, Wine moy.

6.3.1 Analysis of Poems: Class Before Elderly

We randomly selected the ghazal 241, which Houman classified in the last class. It starts
with the line: har chand piro khaste delo natavan shodam - har gah ke yade ruye to
kardam, javan shodam.

The translation of the poem is as follows:

Though I am old and decrepit and weak My youth returns to me every time
your name 1 speak.

Thank God that whatever my heart ever desired God gave me that and more
than I ever could seek.

O young flower benefit from this bounty In this garden I sing through a ca-
nary’s beak.

In my ignorance I roamed the world at first In thy longing I have become
wise and meek.

Fate directs my path to the tavern in life Though many times I stepped from
peak to peak.

I was blessed and inspired on the day That at the abode of the Magi spent a
week.

In the bounty of the world await not your fate I found the Beloved when of
wine began to reek.

From the time I was entrapped by thy eyes I was saved from all traps and
paths oblique.

The old me befriended the unreliable moon Passage of time is what makes
me aged and weak.

Last night came good news that said O Hafiz I forgive all your errs even
though may be bleak.

Obviously, this agrees with Houman’s descriptions of the attributes of this class, as it
describes a very introverted and sad poet who has few connections with the natural
world, and specific mentions of Hafez referring to himself as old. Now we analyze how
our developed cluster-of-terms played out in this case.

Although we can see the sporadic presence of nearly all topic terms, except those of topic
6, it is evident that topic 2 is dominant when we observe and identify the associated clus-

ters of terms of this group: such as That, (Thrice), Sad and Wine. Topic 1 is next, with
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the terms Nightingale, Universe and That-From. The graphs show the geometric prop-
erties of topic terms in a 2D space for each Houman class to help us observe the interplay
of the topics of that particular class. Our visualizations are intended to provide clues
and therefore findings are based on anecdotal evidence.

The word clusters Figure 19 of this class have more concentrated clusters than the other
two, which might explain the higher overlap of topic terms. Notably, since we chose
this poem, which is deeply in the Class Elderly, topics 0, 4 and 5 which are farthest in
Figure 19 also present partial terms. We see the terms My Heart and Universe of topic
4, Clup of topic 0 and Wine and Is of topic 5. Wine also overlaps with topic 2, and the
term You of topic 3 appears three times.

The interesting symmetric nature of relation network Figure 20 for this class is consistent
with our observations, in that there is a strong presence of a cluster of terms 1, 2 and 5
and weaker presence of topics 0, 3 and 4; though the term Universe is common. If we
exclude Universe from both sub-graph terms, network Figure 20 shows there are only
three distinct terms in the weaker group (i.e. 0,3 and 4) than in the other sub-graph (i.e.
1, 2 and 5) with the presence of term 7. Figure 19 is a word-cloud, Persian words, for

class Elderly.

6.3.2 Predictions Validation and Analysis

In this section, we look at three different predictions to determine if they have the
attributes of their class as Houman outlined. The predictions discussed here are from
our champion model, which is explained in section 4.1.17.

Although our two-phased model for three classes predicted that the unlabeled data fell
in two classes most in Maturity and some in Post-Maturity, according to our champion
model of all six classes all predictions for unlabeled data fell into three classes: one, three
and four, in proportions of 51%, 18% and 31% respectively. Those are the results for the
ghazals which Houman left unclassfied. Classes a, b, ¢, d, e, f correspond with Houman
classes 1 to 6 respectively. The champion model’s confusion matrix is shown in Table 23,
in Section 4.1.17.

Figures 21, 22 and 23 are network signatures of amalgamated Houman classes of Youth,

Midage and Senectitude.
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Figure 24: Ghazal from Class Youth

6.3.3 Poem Example One

We now assess a ghazal in Figure 24 that our model has classified in Class 1, Youth: O
fragrant morning breeze! The Beloved’s rest-place is where?

The dwelling of that Moon, Lover-slayer, Sorcerer, is where?

Dark is the night; and in front, the path of the Valley of Aiman:

The fire of Toor where? The time and the place of promise of beholding is where?
Whoever came to this world hath the mark of ruin:

In the tavern, ask ye saying: “The sensible one is where?”

One of glad tidings is he who knoweth the sign:

Many are the subtleties. The confidant of mysteries is where?

FEvery hair-tip of mine hath a thousand bits of work with Thee:

We, are where? And, the reproacher, void of work, is where?

Reason hath become distraught: that musky tress, where?

From us, the heart hath taken the corner: the eye-brow of the heart-possessor — is where?

The cup, and the minstrel, and the rose, all are ready.
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But, ease without the Beloved is not attainable. The Beloved is where?

Hafez! grieve not of the autumn wind in the sward of the world:

Exercise reasonable thought. The rose without the thorn is where?

As we can see, the surface meaning and theme are about the beloved thriving. An
extreme earthly or heavenly impulse that is a great sense of sensual passion for the
beloved is throughout this poem. Hafez is searching for a somewhat painful aspiration
for his beloved, and she is the only one Hafez refers to as his confidant. Thus, we observe
the elements of the Youth Class that carry the weight of cravings.

If we only consider the cycle of high probability terms used earlier in the visualizations,
without considering the inter-topic similarities, this poem would have fallen strongly into
Class O/. This is due to the overall number of ten high probability terms with six topics in
one of the runs. There are as many as 37 instances of existing terms in the poem for Class
b', whereas Class @' and ¢ have 13 and 12, respectively. This alignment explains that
when high LDA probability-based features are the driving force, the prediction classifies
this poem as Class b'; it is then classified as Class ¢ (Maturity) in the second and more
granular modelling stage of Section 6.6. However, when the similarity factors are the
driving force, the champion model classifies this poem as Class 1 (Youth) in Section
6.8. We first extracted the cluster of words that are characteristic of this poem, with
reference to the class with the strongest topic term probabilities; in this case, it is Class
b'. Then, using the network visualization technique, we depicted simplified similarities
of six topics structure; that is, assisted human intuition by overlaying a distance-based
network of topics.  The poem has many elements of class a’ such as beloved, hair,
eyebrows, cup-bearer, meadow.

The following are the high probability topic terms for this poem, which we refer to as the
cycle of words, that characterize the poem with reference to its predicted class by Stage
2 of our multi-staged challenger model, as explained in Section 6.6. These words are the
top probable LDA terms from Class &’ in the poem. This effect occurs most frequently
with this class compared to Classes o' and ¢’

gol flower, gufe corner, koja where, dol heart, atash fire, mara me, moy wine, baz again
and jahan universe

We next assessed the distance networks, which are ordered left to right, top to bottom
in Class @/, b’ and ¢, to determine if the poem’s network of the topic distance structure
(bottom-right) most resembles the one our champion classifier predicted: Class 1 (Youth):

We see that the last image most resembles the first; the intuitive and rather heuristic
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Figure 25: Poem One’s Topics Network

criteria are based on the similarity in distance and connections of the topics. that is,
there are two further topics that relate to each other!

Both human judges®® voted that this poem truly belongs to Class 1, Youth. Their
reasons were similarly: the joyful energy of the poem and lack of the other elements of

later years such as attacking the clergy or mysticism or deeper worldviews and insights.

6.3.4 Poem Example Two

Both our champion model and the two-phased mode classified the next poem shown in
Figure 26 as belonging to the Maturity Class.
Those of lily perfume cause grief’s dust to sit when they sit:
Patience from the heart, those of Angel-face take when they strive.
To the saddle-strap of tyranny, hearts they bind when they bind:
From the ambergris be perfumed tress, souls they scatter, when they scatter.
In a life-time, with us a moment, they rise, when they sit,
In the heart, the plant of desire they plant, when they rise up.
The tear of the corner-takers they find, when they find:
From the love of morning-risers, the face they turn not, if they know.
From my eye, the pomegranate-like ruby they rain, when they laugh:
From my face, the hidden mystery, they read, when they look.
The one who thought that the remedy for lover is simple:

Out of sight of those sages who consider treatment, be.

53Hafez experts asked to classify independently are Mr. Mehran Rahgozar (Expert1) and Mr. Mehran
Raad (Expert2).
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Figure 26: Ghazal from Class Maturity

Those who like Mansur are on the gibbet, take up that desire of remedy:

To this court, they call Hafez when they cause him to die.

In that presence, the desirous ones bring grace, when they bring supplication:

For, if in thought of remedy they are, distressed with this pain, they are.

The following are similar to the previous cluster of words example: dol heart, omr life,
cafm eye, mara me and jan life.

We then assessed the distance networks that are ordered left to right, top to bottom in
Class @/, V/ and ¢, to determine if this poem’s network topic distance structure (bottom-

right) most resembles the one our champion classifier predicted: Class 3 (Maturity).

As we see, the last image most resembles the top-right Class b’, as there are two
isolated topics that relate to one another and one that is further than these three!
Our expert human judges agreed that this poem belongs in Houman’s Class 3, Maturity!
Both expert judges reason that the poem has the ultimate style of mature Hafez and
also has strong expressions of freedom that indicate Hafez has passed the sufism and

narrower perspectives to life.
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6.3.5 Poem Example Three

Our champion classifier classified the next poem shown in Figure 28 as Mid-Age as did
the two-phased model.

The wviolet is vexed with envy of thy musk-scented tresses; at thy heart-rejoicing smiling
the rose-bud rendeth its leaves.
O my perfume-exhaling rose, consume not thine own nightingale, who with heartfelt sin-
cerity prayeth for thee night after night!
Behold the might of Love! how, in pomp and splendour, he dared, beggar though he be,
to break off a fragment of the crown of royalty.
I, whom the breath of angels made sad, can for thy sake endure the quarrels of the world.
To love thee is the destiny inscribed on my forehead; the dust of thy threshold is my
Paradise, thy radiant cheek my nature, to pleasure thee my repose.

The rags of the saint, and the goblet of wine, although they do not harmonize well, I have
blended into one, because of thee.
Lowve, like unto the beggar, still concealth treasure in his sleeve; and soon he who was thy
suppliant will be exalted to sovereignty.

The resting-place of thy form is my throne and altar: O my queen, do not abandon thy
place.

This bewilderment of wine, and this delirium of love, will not depart from my head until
I abase it, full of desire, in the dust at the door of thy dwelling.

Thy cheek is like a fair meadow, especially when, in the lovely spring, Hafiz, sweet of

speech, is thy nightingale.
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Figure 28: Ghazal from Class Mid-Age

Following are the cluster of most probable LDA terms with reference to Class 0’ as clas-
sified by both our two-phase and champion models:

cafm eye, kaz that from, moy wine, gol flower, pardo curtain and del heart.

We then looked at the distance networks that are ordered left to right, top to bottom in
Class @/, ' and ¢/, to determine whether this poem’s network of topic distance structure

(Figure 29) most resembles the one our champion classifier predicted: Class 4 (Mid-Age).

Again, we found that the last image most resembles the second, in that there are two
isolated topics that relate to each other!
Both our expert human judges agreed that this poem belongs to Houman’s Class 3,
Maturity. Classes 3 and 4 are chronologically adjacent and are both within class b’. This

means that model prediction is close to our experts’ choice.

6.3.6 Poem Example Four

Our champion classifier classified next poem shown in Figure 30 as Youth, while the

two-phased model classified it as Maturity.
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Figure 29: Poem Three’s Topics Network

Officers of King of the flowers the grass adorn
The meadows welcome O God, the newly born.
What a pleasant gathering was this royal feast
FEach one is seated upon his own throne.

Let your Seal, seal the fate of the Royal Seal

With your name, Satan’s hands are cut and torn.
This house is eternally the gateway through which
The winds of compassion are fragrantly blown.
Glory of the Mighty King, his mythic sword
Book of Kings, and its readers have all sworn.
Tamed the stallion of fate, put under saddle
Mighty Rider played polo, the ball is thrown.

In this land flowing waters became your sword

Planted seeds of Justice, and evil intent forlorn.

No wonder, with your goodness, if from now on

From deserts, upon the breeze musk is flown.

Hermaits patiently await your good vision

Raise your hat, throw aside the mask you’ve worn.
Sought counsel of my mind, said, Hafiz, drink!

Listen to my trusted friend, pour me wine until the morn.

Gentle breeze bestow this feast with plentiful horn

The bearer, with a cup or two, those like me may scorn.

Here are the cluster of most probable LDA terms with reference to Class d/, as classified
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Figure 30: Ghazal from Class Maturity
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Figure 31: Poem Three’s Topics Network

by both our two-phased and the champion models:
jam Jam, zar gold, saqi maid, jam and moy wine.
We next look at the distance networks that are ordered left to right, top to bottom in
Class o/, I/ and ¢, to determine if this poem’s network topic distance structure (bottom-
right) most resembles with the one our champion classifier predicted: Class 1 (Youth):
We observe that the last image most resembles with the first, in that there are two
further topics that only relate to each other.
Human expert 1 agreed with the machine, while expert 2 designated this poem as be-
longing to class 2, Post-Youth. Expert 2 presented evidence that there are two references
to characters of Hafez’s Post-Youth time in this poem. First, the Premier of Lorestan,
Atabak Pashang (1355-1390), who lived during the period of Mobarezzedin, while the
second, ravdgo manzaro tfaj/m is a metaphor referring to Shah Shoja during the same
period.
We asked the experts to discuss this. Expert 1 agreed with the presence of these refer-
ences in the ghazal, but argued that "Pashang" refers to "poure Pashang", which is the
mythological character afrasiab in Shahname by Ferdowsi. Expert 1 continued that Hafez
could not have praised "Pashang ", using the double meaning the phrase implies, which
both experts agreed on unless Hafez wrote this ghazal in the period before "Pashang"
did harm by joining the Mobarezzedin, who blinded Atabak Nourelverd in lunar calendar
757. As we know, Hafez disliked Amir Mobarezzedin, and referred to him in his poetry as
"Mohtaseb" or police. Hafez was close to Sheik Abu Eshegh, as was Atabak Nourelverd.
The fact that Nourelverd was blinded by Atabak Pashang around 757 is evidence that

the ghazal that praises Pashang must have been written before that horrible event took
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place. It is highly unlikely that Hafez would have praised Atabak Pashang in this ghazal
had he known of this. Hafez appreciated Abu Es-haagh bluntly:

rasti xatam firuzoyo bu-eshaqi

xosh derakhshid valr dolato mostaazjal bud.

In this poem, Hafez associates Abu Eshaagh with turquoise, which shines, but that his
time was just too short! In this case, machine predicted this poem as Youth, expert 1
similarly voted for Youth and expert 2 voted for towards the end of class Youth. The
experts’ reasoning reaffirmed that our classifier’s predictions were equal or very close to
theirs even though the experts based their opinions on much more nuanced criteria than

what an ML classifier could be capable of.

6.4 Clustering Semantic Analysis

Each poem’s new label provided new perspective and insights, to enable us to interpret
each Hafez’s poem better, by associating it with the semantic characteristics of its as-
sociated cluster, in conjunction with its Houman classification. We could visualize the
corresponding cluster, using LDAwis topic modeling (Sievert and Shirley, 2014a) who
introduced and used the Relevance measure. Chuang et al. (2012) defined and developed
Saliency as part of the Termite visualization tool.

For example, we selected to analyze a poem, number 230 from the Houman-labelled

% On the one hand, we saw

portion of the corpus, which was number 143 in Ganjour
that this poem belonged to class 5 or before-senectitude in Houman’s classification. We
looked at the top 30 terms of topic 3 which is at the center (darker coloured circle) in
PCA depiction of 5 LDA topics, as we chose only 5 topics for better intuition purposes of
perceived topics of a single poem in this LDA visualization. Figure 32 corresponded with
our new label 1 cluster poems generated by Sim? clusterer. The words old (pir), heart
(dol), love (afq), guru (pir o moqén), sadness (qam), ocean (darié), circle (ddyors), want
(talab), destiny (kar), sigh (4h) were not only semantically consistent between the two
classifications, but they also provided us with a tangible context to better understand
and associate with and relate to the poem.

Interacting with the visualization tool revealed other themes associated with this poem
previously known as before-senectitude, that for example, showed a topic 2 at the left

of PC1 line, having top salient words such as jewel (laol), gal (idr), sun (xorfid), earth
(xak), hand (dast), heart (dol), joy (xof), laughter (xandéan), love (afq), flaw (aib). This

S4https://ganjoor.net /hafez/ghazal /sh143/
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Figure 32: Intertopic Distance Map

indicated that the traces of material world and its desires still equally existed and deco-
rated Hafez’s poetry, even during those mature years of his life, but he used these words
more metaphorically and mystically according to Houman.

For years my heart was in search of the Grail What was inside me it searched for on the trail
That pearl that transcends time and place Sought of divers whom oceans sail
My quest to the Magi my path trace One glance solved the riddles that I Braille®®
Found him wine in hand and happy face In the mirror of his cup would watch a hundred detail
I asked "when did God give you this Holy Grail?" Said "on the day He hammered the worlds
first naill"
Even the unbeliever had the support of God Though he could not see Gods name would always
hail.
All the tricks of the mind would make God seem like fraud Yet the Golden Calf beside Moses
rod would just pale.
And the one put on the cross by his race His crime secrets of God would unveil
Anyone who is touched by Gods grace Can do what Christ did without fail.
And what of this curly lock that’s my jail Said this is for Hafiz to tell his tale.

55Mr. Shahriar Shahriari, our favourite translator, chose to implant a contemporary term.
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Figure 33: Top 30 Most Relevant Terms

6.4.1 Chronological Topic Terms Visualization

Sievert and Shirley (2014a) used LDA and introduced relevance of a term to a topic
to develop an interactive visualization tool®®. For brevity, we only mention LDA topics
that were distinctively far from each other in the inter-topic distance map, Figure 34.

Similarity, we calculated LDA topics for our corpus, for each class separately, in order to

allow visualizations.

The class Youth has the following main topic terms:

e Topic 1: Dust [xak|, Circle |[halqe], Lovers [offaq], Guru [piir], God [yod&], Soul
[jan], [bade] Wine;

e Topic 2: Blood [xun], Eyes [30lf], Joyous [xof], Flaw [éib, Dream [%ab], ;

e Topic 3: Blood [yun], Promise [ahd], Articulation [soxon], Wineglass [jam], Jewelry
[sim o zar];

e Topic 4: Wineglass [jAm], Assembly [majles|, Deficiency [oib], Harp [tfang], Angel
[ferefto], Smooth-Tongued [[irin [oyan];

e Topic 5: Destiny [taqdir], Laughter [yands], Epistle [namo], Universe [jahan], Love
[ofq], Ocean [daria];

The class Before Mid-age has the following main topic terms:

56We used LDAvis library.
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Figure 34: Houman Youth Class: Topic 1

e Topic 1: Universe [jahan], Dawn [sahar|, Worth [qadr], Love [ofq], Foundation

[bonidd], Dilemma [geroh], God [yod4], Guru [pir], Hidden [nahan], Unreliable
[sost], Psychologic [darun], Blood [yun];

e Topic 2: Cloak [yorqe], Sorrow [qam], Jewelry [zar o siim], Soul [jan], Fire [ata[],

Dust [yak], Alley [kui], Blame [sarzane/];
e Topic 3: Looking [nazar], Enjoyment [eif], Eyes [dido], Sign [nefan], Wineglass
[qadah], Epistle [ndmo], Maestro [motrob];
The class Mid-age has the following main topic terms:
e Topic 1: Kandle [[famé], Joyous [xof], Sorrow [qam], Looking [nazar|, Ruin [xarabét],
Night [[ab];
e Topic 4: Governance [d6lat], Dust [x8k], Joyous [xof], Satisfaction [kdm]|, Days
[aidm], Thought [andifs], Triumph [morad], Eyes [tfajm], Lover [afoq], Float [rava]n;
e Topic 5: Life [omr], Wineglass [bado], Attention [nazar|, Joyous [xof], Taste [tabg],
Treasure [ganjl;
The class senectitude has the following main topic terms:

e Topic 1: Old [pir], Love [ofq], Sadness [qam], Dust [yak], Eyes [tfaJm], Governance
[dolat], Moghan [moqén], Ear [guf], Bird [morq], Desire [talab], Jewelry [14l];
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e Topic 3: Flower [gol], Love [ofq], Universe [jahan], Sadness [qam], Saying [soyan],

Look [nazar]|, Lover [afoq], Persistance [hemot];

e Topic 4: Desire [hajat], Wineglass [jAm], God [yod&], Love [afq], Cloak [yorqo],
Moon [méah], Image [naqf], End [ayor];

Certain terms are common among topics across all classes, such as: Hand [dast],
Condition [kar], Blood [xun], Heart [dol], Wine [moy], Flower [gol] etc. In this section,
we have shown a sample of automatically-generated topic terms associated with a few of
the Houman classes. This is to show the extent of LDA model’s ability to capture the
high-level semantics of the Hafez poems. These terms are as close as we were able to get

to Houman’s perception of each class of Hafez poems, using our NLP techniques.

6.5 Houman vs. Raad Disagreements

In this section, we discuss the labels of two scholars on the same 249 poems of Hafez, using
4 chronological classes. Mr. Raad only perceived four classes, so we merged Houman’s
classes of 6 to 4 to be able to compare with Raad’s. That is, to be able to compare the
two scholars’ labels, we decided to merge adjacent Houman labels a + b and e + f, so
that we could arrive at a logical set of four Houman classes. Kappa indicated a good
level of agreement between the two scholars. The disagreements were in the poems that
had elements of both classes. This claim was indirectly proven when the exclusion of
disagreements improved the coherence. The other category of disagreements stemmed
from the fact that Houman’s perception of Hafez classes was more granular than that of
Raad, therefore, the indicators that made Houman push certain poems to the extremes
of Youth or Senectitude were not as strong or did not exist for Mr. Raad. It was easier
for Mr. Raad to categorize such extremal poems as belonging to different classes.

If we categorize disagreements into two types of borderline and diverse, the analysis and
comparison of the latter may sufficiently provide the gist of the difference between the
two perspectives. In fact, the contrast between the two scholarly perspectives is insight-
ful to help us understand Hafez’s poetry better. For example, Houman ghazal number
38-169 (in Ghazvini) is the very last in group Youth but Raad has classified it as his
group four or Senectitude.

I see no friends around whatever happened to every friend? I see no-one I love when did
come to an end?

Water of life has turned dark where is glorious Elias? Flowers are all bleeding whence
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the breeze which branches bend?
Nobody says that a friend has got the right to befriend What has come of loyalty? What-
ever happened to every friend?
For years no gem has been dug from the mine of loyalty What happened to sunshine?
And what about wind and rains trend?
This was the home of the Kings and the land of the Kind-hearted When did kindness end
and since when Kings pretend?
The ball of compassion and joy is now inside the field Why is it that in this game still
no players will attend?
Thousands of flowers are in full bloom yet not a song What happened to nightingales?
Where did those thousands descend?
Venus is not making music any more did all her instruments burn? Nobody is in the
mood to whom do the wine-sellers tend?
Hafiz secrets divine nobody knows stay silent Whom do you ask why isn’t our turning fate
now on the mend?
The collocation analysis of this Youth section of the corpus and selecting the top PMI
measure in bigrams pick terms such as joyous gem, friends come. The elements of
Houman’s analysis in the ghazal are the earthy scene of desires, craving impulse, actual
wine and flowers and birds, whereas for Raad the overall theme of the ghazal come across
as depression, regrets comparing now with the good old days. The emotions that a con-
temporary Hafez scholar such as Raad would have perceived, was equivalent to what
Houman had perceived of what an old Hafez might have felt. At the same time, this
ghazal does not have the mysticism or introverted aspects that usually Houman expects
to see Hafez picture in his later years.

Another example is the ghazal 50-151, labelled 2 (before mid-age) and 4 (senectitude)
by Houman and Raad respectively.
A brief second spent grieving her loss is worth more than all the world.
Sell your sufi-robe for wine, it’s good for nothing else.
The wine-dealers won’t do business; whatever I have,
the prayer-mat of my stern devotions... isn’t worth a cup.
The gate-keeper turned me away; what’s happened
that I’'m not worth the dust on your doorstep?
The sultan’s crown holds the power of life and death—

it’s attractive, sure, but not worth risking your head.
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How easy it seemed at first, sailing the flood in quest of treasure...

Now, I wouldn’t leave shore for a thousand pearls.

Better you should hide your face from your lovers,

the joy of victory’s not worth the trouble of keeping captives.

In free surrender, struggle on like Hafiz, forgetting the world...

even if the least seed of effort should repay your weight in gold.

Again, degrading the prayer-mat and encouragement against sadness are the obvious
patterns that Houman associated with the second period of Hafez’s life in which he
makes arguments against clergymen and their superficial religious campaigns. Raad, on
the other hand, sees Hafez’s disappointments, frustrations and demeaning comments to-
wards a life that was not worth bonding with that only an old Hafez could have thought
of while looking back. The collocation analysis of this section of the corpus and selecting
the top PMI measure in bigrams pick terms such as is sadness. In the English translation
above, the terms risking and trouble are used to reflect worry or sadness that can all be

encapsulated in the term ghom used in the original Persian.

6.5.1 Ontology Foundations of Hafez Ghazals

LDA-driven modelling defines relations among named entities. There are an average of
45 named entities per ghazal. Two terms are related if they belong to the same topic
or the same class. However, two classes are also said to be related if they have common
top terms. Top LDA terms are the ones with the highest membership probability within
their topic. There are at least two categories of relations that are the potential cause
of inconsistencies: direct and hierarchical relations. The direct relation is inter-class,
regardless of the topic relations, meaning that two top terms are common between two
classes. The hierarchical relation is intra-class topic-topic, meaning that a top term was
not common directly, but was part of a topic that had common top-terms with a topic in
other classes. Direct relation means that we go one level up in some tree and hierarchical
relation means that we go two or more levels up. Our Hafez ontology is capable of
querying both types of relations, but in this section, we only focus on visualizing direct
relationships.

In this example, we show how the term ([xof]) Joyous links or relates Youth Topic 2 to
Mid-age Topic 1 directly, and how the term Flaw links or connects period Youth Topic 1
to period Mid-age Topic 4 and 5 indirectly or hierarchically through another term ([zolf]

or [chaJm]) meaning eye.
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Figure 35: Inter-class Direct Relation: Joyous. Dotted lines show the common relation

between two separate classes.

The DL Query (Description logic query is used in Protege (Musen, 2015)) to identify
all relations associated with the entity (xof) Joyous can be listed by running [Joyous
some|. The coloured dotted lines depict the interrelations of classes through common
topic terms. This visualization can provide clues to analyze inconsistencies among our
Hafez experts and the classifier’s predictions. We used Protégé for ontology develop-
ment®’.

Another type of inconsistency is through intra-topic connections. For example, the
word or entity oib Flaw is a top term in topic 1 in IYM Topic|i| Inconsistency® that
happens also to be part of topic 2 in class Youth that associates with another top term
choshm eye that exists in multiple topics in class Mid-age. Inconsistency houses the
LDA topic terms of the poems that Houman and Raad disagreed upon. The term Flaw
is an indirect link that connects inconsistency class to both class Youth and Mid-age. In

other words, there is a hierarchical relation that starts from a term in class Inconsistency,

which coincides with another critical term eye in another class ( Youth) that has other

SThttps://protege.stanford.edu/
58The IYM acronym stands for Inconsistency Youth Mid-age. DL query is showing the relationship

terms common between Youth and Midage using "some", for topic ¢ of Youth class.
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common terms with different topics in a class Mid-age. For example, DL Query would
be IYM Topic2 EquivalentTo Eye some MidAge Topic1®®. The term Eye is common
between the two classes of Youth and Mid-age. A DL Query result against Hafez ontol-
ogy and its OntoGraf% (Musen, 2015) visualization is shown in Figure 35. The dotted
line depicts the common topic term as a relation which could be in turn, the source of
inconsistency between the two classes.

Synonyms are an important attribute to consider in the current and future developments
of a Hafez’s ontology®', and are mostly assumed out-of-scope in this thesis. The first
version of an accessible Hafez ontology will be a future release. For example, the term
nazar Look also belonged to Inconsistency class, topic 1, was semantically close to cha/m

eyes in meaning.

6.6 Conclusion

In this chapter, we used our visualization techniques using PCA and LDA. We used
samples of poems from different chronological classes, and we looked at and compared
their visual and semantic properties. We reviewed sets of topic terms associated with
a particular class and poem. We studied the sample poems that were subject to the
inter-annotator disagreement between our two experts, Houman and Raad, to help us
shed some light on the obscure reasons behind their selections. We also tried to identify
and visualize the topic terms and their relations that were associated with the choice of

poems the scholars disagreed upon.

59 According to Protégé documentation, the keyword ‘some’ is used to denote existential restrictions.
60Protégé plug-in.
61This ontology is a manual work-in-progress and its automation is a future work.
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Conclusions and Future Work

The field of Digital Humanities, which bridges the gap between the humanities and
computer science, includes automatic processing of text to facilitate literary research.

From the perspective of NLP, our intention has been to achieve accurate classification
for Hafez ghazals, which required preparing the corpus. We provided some information
regarding the background of NLP that was relevant to poetry semantics. We also gained
an understanding of the linguistic aspects of the Persian language and their impact on
information retrieval. We conducted experiments to develop and adopt a reasonably
performing classifier and visualized the topic models required for model checking. A
summary of these achievements follows, in which we outline considerations for important

future research opportunities to improve the model and apply it to other similar tasks.

7.1 Hafez Corpus

We made sure to properly clean and preprocess the data when preparing the corpus. The
consistency and linguistic attention to detail that we devoted to our bilingual %2 corpora

delivered classifications with satisfactory results, and continued refinements will improve

62Persian and English
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the performance. Houman’s methodology was our inspiration; hence, we followed his
lead and the order of ghazals in our corpus for current and future use. We derived rules
from Persian linguistics, then defined specifications and procedures and applied them to

our Persian-English corpus during development.

7.1.1 LDA based Similarity features for SVM

We organized the main experiments into seven groups, explained each experiment and
its associated evaluations and presented the important measures in tables. In the first
experiment, we created the BOW training data and input it to the SVM classifier. For
six classes, this experiment showed improvements over the baseline by about 5 points,
to 37% accuracy. Adding the English section to the corpus increased the performance
by another 2.5 points to almost 40% accuracy. Our observation of the confusion rate
between the middle classes at that point indicated that combining pairs and lowering the
number of classes might benefit the classification. The next group of experiments proved
the hypothesis true, as the approach increased the accuracy to 61%.

In the third set of experiments, we used the Cosine similarity features to help the clas-
sifier better distinguish between classes ' and ¢, two of the amalgamated paired classes
of the original six. This was due to our observation of the confusion matrix in the previ-
ous experiment, which indicated confusion between the two mentioned classes. We then
added the similarity features, while retaining the BOW and LDA features as part of
the SVM training data. This brought the accuracy of the classifier to almost 70%, and
resolved the previous confusion.

In the fourth set of experiments, we decided to try the bilingual corpus for the three
amalgamated classes, while keeping only the BOW feature. We then observed the effect
of adding English to the previous Persian version, including the other features using the
bilingual corpus, and compared the results. The bilingual method gave us 65% accuracy.
Adding the LDA driven features to the bilingual corpus raised the accuracy to 73%. We
noticed that the weakness in the confusion matrix was due to class a’, so we applied the
Cosine similarity features to that class and the accuracy jumped to 86%.

In an experiment, we decided to retain only the original ¢ and d classes, as they accounted
for the largest segment of corpus instances. The bilingual corpus with BOW gave us an
improvement over the baseline to 68% accuracy. We also tried the LDA features stan-
dalone, which only improved over the baseline from 54% to 56%. However, keeping the

BOW and adding the LDA driven features in this case drastically increased the classifier

126



accuracy.

At this point, we discussed whether the LSI or LDA-driven standalone similarity features
would provide strong enough training features. Therefore, we created the training data
with only normalized similarity features, once with LSI and once with LDA. The former
resulted in 62% accuracy, while the latter reached 79%; to our surprise, this feature alone
proved to be very powerful when training SVM classifiers. We reviewed our program de-
sign and methodology multiple times and verified that there was no overfitting or bias,
by reviewing measures such as recall and precision. Since we had found this powerful
method, in the final set of experiments (group seven) we returned to the original set of six
classes and prepared the training data based only on the LDA-driven Cosine similarity
features on all classes, and achieved an accuracy of almost 79%. We then applied the
final model predictions for to visualization and analysis of the results and had some of

the unlabeled ghazals validated by two experts.

7.2 Topic Visualization

We combined the six Houman classes into pairs for improving classification accuracy,
built a cycle of top terms for each class and predicted the poem, and created graphical
representations of each. We then compared the associated class graphs and terms with
those for each predicted class of ghazals, to study the internal topic attributes. We used
the Gensim Python library to analyze the results, and we hope this framework will help
other researchers understand the Hafez poems.

We also applied the PCA method to the initialized LDA model, which allowed us to
make 2D graphs for each class and ghazal. The graphs, in conjunction with the clusters of
terms, not only inspired interesting discussions with the experts, but also played a critical
role in the formation of ideas, and the rationale for predictions and their comparisons

and interpretations.

7.3 Summary of Contributions

We created a reliable digital corpus of Hafez with proper and consistent linguistic prop-
erties, suitable for NLP activities. From Raad (2019), we collected secondary and more
contemporary chronological labels, a new scholarly and labelling for Hafez ghazals and
compared it with our pre-existing one in terms of consistency and semantic differences.

We then proposed a classification refinement based on the inconsistencies between the
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two labelling systems. Using one segment of disagreements, we brought the accuracy up
by about 20%, while keeping the Doc2Vec feature set constant although the training set
became slightly filtered and hence different. We precisely identified and excluded very
few poems and this helped to drastically increase the accuracy. We used topic-terms
relevance for visualization and analyzed the semantics of chronological classes. We also
used LDA’s topic-terms to establish the first Hafez ontology to further support scholarly
analysis of Hafez poetry in conjunction with their twin chronological classifications. The

contributions are as follows:
1. Hafez corpus development, linguistic refinements and preprocessing;
2. Semantic feature engineering;
3. The chronological classification of Hafez poetry (Rahgozar and Inkpen, 2016b);
4. The bilingual classification of Hafez poetry (Rahgozar and Inkpen, 2016a);
5. Homothetic clustering of Hafez poetry (Rahgozar and Inkpen, 2019);
6. Chronological semantics of Hafez poems (journal submission, Oxford DSH 2020):

(a) Acquiring and semantic comparisons with a second Hafez scholar’s chronolog-

ical annotations;

(b) Labelling inconsistency management, as a guide to improving classification of
Hafez;

(c) Using Doc2Vec (distributed memory) features in Hafez classifications;

(d) LDA-driven ontology development of Hafez.
7. Poetry semantic visualization and tool development.

We developed a detailed architectural roadmap for the Poetry Information Extraction
task, which essentially stems from semantic classification. Each classification component
in the architecture had its evaluation methodology in place, following the ML best prac-
tices and evaluation standards. However, for the overall assessment, we also benefit from

human judges and experts to approve or disapprove of the classifiers’ predictions.
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7.4 Future Work

There are many areas of improvement in the areas of semantic analysis, topic modelling,
knowledge graph extraction and construction, linguistics and model visualization.

Our efforts can be the foundation for future research in the following fields:

1. Hafez semantic ontology refinements;
2. Semi-supervised classification of Hafez poetry;

3. Hafez poem by poem chronological sequencing and classifications using deep learn-

ing with a pre-trained BERT-style model for Persian;
4. Question/Answering support system for literary texts.

Though the LDA-driven Cosine similarity features provided us with an efficient means
of semantic classification of poetic text, this framework requires a closer examination of
its theoretical perspective. The mathematical interrelations of the LDA similarity with
SVM, orchestrate well in our case. In addition, considering the random nature of LDA
generation of the cycle of critical terms, it would likely be possible to develop a statistical
procedure that can direct the experimental design for optimum classifications; perhaps
it could help us arrive at more intuitive and distinctive topic terms. There may be room
to improve on LDA models by more careful pre-processing of the corpus, to keep only
highly relevant terms.  Another research direction would be to develop LDA models
that distinguish verbs from noun entities using POS features while extracting temporal
chronological topics.

From the poetry viewpoint, particularly in the case of a high-calibre poet, we surmise
that Hafez applied higher degrees of craftsmanship and poetic artistry during his late
years.  Such features, if captured, could correlate with chronological ordering to be-
come another important aspect of his maturity and development process. In some of
his works, Hafez’s use of euphony is extremely strong. For example, when he pictures
the fall, he skillfully chooses words that contain specific sounds without any concessions
to the meaning. Hafez can make us picture the sound of wind carrying leaves over
the ground with his meaningful, beautiful metaphors. Without invoking onomatopoeia,
Hafez uses rhyme, alliteration, assonance, consonance and consonantal echo to encourage
us to imagine a virtually real and deep-seated scene. It is as if one is watching a movie
but on a much higher personal level. These clues in ghazals’ feature engineering, again

if captured, would help develop stronger classifications. For example, in the text, Hafez
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beautifully interweaves the musical aspects of his poems, and given this, perhaps there
are correlations to the maturity evolution of Hafez to musician-poet. Another impor-
tant direction is gauging the effect of POS and entity-relation features in our 2-phase
classification framework. This would provide a richer source of classification and insight
in the chronological context.

Importantly, it seems the specific rhythm that Hafez has carefully developed is deliber-
ately incorporated and intertwined with euphonic aspects of his ghazals. All these aspects
are subsets of artistic layers, carefully built atop layers of metaphors that surround the
meanings within messages. These concepts are essential ingredients in the makeup of
Hafez’s monumental poetry. Feature engineering of such attributes could reveal even
greater import in conjunction with topic modelling and other Hafez classifications, if we
could better link such deep properties to surface language.

For example, finding traces of prior poets’ style and rhythms, given the fact that Hafez
is the latest and the most preeminent in Persian poetry during about 500 years, along
with Saadi Shirazi (13th century), Khakani (12th century), Dehlavi (13th and 14th cen-
tury) and others. Ashoori (2009) strongly believes we can even find evident influences
of important books such as mersad-ol-ebad (Lookout Servants) and kaffol-asrar (Secrets
Revealed).

We believe that the pursuit and incorporation of these features in our ML process would
provide different semantic perspectives. These features would provide diversified results
with other multi-purpose semantic classifications, and create a much broader and deeper
perspectives of Hafez’s ghazal. Though the visualization of LDA and LDA-SVM classi-
fications is a very new area, it has fruitful and exciting research potential. And, as we
improve the filtering out of so-called ’irrelevant terms’ from LDA topic modelling, the
visualization power will only increase. These two attributes will foster a combination
of insightful presentation and characteristic analysis of topic model checking. Improved
topic word clusters and more intuitive graphics will help human experts understand the
reasoning behind improving ML automated topic models.

The semantic features that we extract could improve NLP classification tasks for many
applications, such as authorship and authentication of concise texts. For example, one
could distinguish the most authentic Hafez poems from the ones that are claimed to be

his but are doubted by the scholars.
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Persian Characters and Visualization

Examples

The Variability of the Persian Alphabet

The location of a character in the word has implications for the word form. The flexibility
in writing in Persian comes at a price of inconsistent word forms that pose a challenge
in digitization and corpus development. Below we show the different notation in alpha-
betical forms of the same characters depending on their location in the word and the

intricacies that could potentially result in inconsistent writing options in Figure 36.
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UTF8 Code Phonetics

Different images

U+0621 Arabic letter Hamza
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U+0622 Arabic letter Alef with Mad a:
Combination of Hamza and Alef
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U+0626 Arabic Hamza like Ye

U+0628 Arabic letter Beh

+
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U+0629 Arabic letter Teh Marbuta

U+062A Arabic letter Teh

U+062B Arabic letter Theh
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U+062C Arabic letter Jim

U+062D Arabic letter Hah

U+062E Arabic letter Khah
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U+062F Arabic letter Dal

U+0630 Arabic letter Zal

U+0631 Arabic letter Reh

U+0632 Arabic letter Zeh

U+0633 Arabic letter Seen

U+0634 Arabic letter Sheen
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E e

U+0635 Arabic letter sad

U+0636 Arabic letter Zad
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U+0637 Arabic letter Tah
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U+0638 Arabic letter Zah

U+0639 Arabic letter Ain
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U+063A Arabic letter Ghain

o

U+0641 Arabic letter Feh

U+0642 Arabic letter Qaf

U+0643 Persian letter Kaf

U+0644 Arabic letter Lam

U+0645 Arabic letter Mim

U+0646 Arabic letter Noon
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U+0647 Arabic letter Heh

| |
o|Ch Tl |p ™

bl e b b |

U+0648 Arabic letter Vav (WaW) v as consonant

U+064A Persian letter Yeh J as consonant

U+067E Persian letter Peh p

|
C G

U+0686 Persian letter Cheh tf

I
e

U+0698 Persian letter zheh 3

G oflch Cle|eome (% b B MM |vivivry e |Clc|e i |6

U+06AF Persian letter Gaf g

Pl el P rEe|P
Ly L fe e bL[,: il | b b
|

oW

|
(2

Figure 36: Persian Characters
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Top-30 Most Relevant Terms for Topic 1 (38.5% of tokens)

Intertopic Distance Map (via multidimensional scaling)
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Figure 37: Houman Before Mid-Age Class: Topic 1

Visualization Examples
Figures 37, 38, 39 show the top terms associated with the topic belonging to different seg-

ments of the corpus. These visualizations are automatically generated by the LDA from

the Persian corpus of Hafez. The English translations of the corpus are not complete.
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Intertopic Distance Map (via multidimensional scaling)
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Figure 38: Houman Mid-Age Class: Topic 1

Intertopic Distance Map (via multidimensional scaling)
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Figure 39: Houman Senectitude Class: Topic 1
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Houman’s, Raad’s and Clustering
Labels

The following three pages show Mr. Raad’s labels against Houman’s poems, indexed
chronologically. The Houman index in column 1 correspond with his label counts in
Table 2 in section 3.1.3. The Sim? column corresnponds with the champion homothetic

clusters.
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List of Definitions

ACE is a framework for knowledge representation, specification, and query language
that can describe the vocabulary and the syntax, handle ambiguity and anaphoric ref-
erences; also Automatic Content Extraction (ACE) is a research program for developing
advanced Information extraction technologies.

CoreNLP Stanford CoreNLP integrates many of Stanford’s NLP tools, including the
part-of-speech (POS) tagger, the named entity recognizer (NER), the parser, the corefer-
ence resolution system, sentiment analysis, bootstrapped pattern learning, and the open
information extraction tools®3.

DOLCE is a library of ontology foundations and stands for Descriptive Ontology for
Linguistic and Cognitive Engineering, the main aim of DOLCE was to negotiate meaning
of words for effective cooperation among multiple artificial agents.

Event Nugget (EN) A nugget is a predicated phrase on either an event or an entity.
In other words, a nugget is a meaningful standalone text fragment.

Entities, Relations, and Events (Light/Rich ERE) is an annotation task that has
evolved from lightweight treatment of entities, relations and events (ERE) to a richer
representation of phenomena of interest (Song et al., 2015).

PropBank is both refers to the task of or to an actual corpus that is annotated accord-
ing to verbal propositions and their arguments.

Protégé is an ontology editor and system by Stanford University.

Richer Event Descriptions (RED) is an extension to ERE for annotation.
VerbNet a digital dictionary or database that classifies verbs according to their seman-

tics and syntactic behavior.

63https://stanfordnlp.github.io/CoreNLP/
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