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Abstract - FPGAs have been widely adopted in cloud
datacenters and System-on-Chip for hardware acceleration
purposes during the past few years. For flexibility and
efficiency reasons, cloud FPGA fabrics are likely to be
shared between multiple users. Despite the logical isola-
tion suggested to protect each tenant, multi-user FPGA
environment raises crucial questions about the potential
security threats that it may represent. Recently, a series
of papers demonstrated that a malicious user could be
able to use its rented logic to perform remote side-
channel and fault attacks on other user assets located
inside the fabric or in the surrounding chips. In this
paper, we present a novel implementation method for
ring oscillator based voltage sensors that enables runtime
supply voltage fluctuation measurement. Considering a
multi-user FPGA cloud scenario, we evaluate our sensor
performances for side-channel purposes by performing
CPA attacks against a hardware AES module instantiated
within the same FPGA fabric. Then, we compare our
results with existing voltage sensors and also demonstrate
that, when calibrated, our sensors can provide results
similar to traditional electromagnetic side-channel setups.

Keywords - FPGA, ring-oscillator, time-to-digital con-
verter, voltage sensing, remote attacks, side-channel at-
tacks.

I. INTRODUCTION

As size and performance of FPGAs continuously increase
they continue to gain interest for hardware acceleration
purposes. Reconfigurable logic allows designers to imple-
ment specialized applications without manufacturing dedicated
chips. This reduces drastically the expenses needed to create
custom designs and decreases the time-to-market. For all these
reasons FPGAs are increasingly used as end-product from
test and measurement electronics to medical and aeronautic
purposes. Cloud providers such as Amazon EC2 [1] and
Alibaba F3 [2] recently deployed FPGA instances in large
scale datacenters. These services allow users to rent logic re-
sources for big data analytics, inference and video processing.
Remote access to FPGAs in the cloud raises concerns about
the potential associated security threats. The possibility that
different users could get access to the same FPGA fabric was

discussed in several design articles and could prevail in the
near future [3, 4]. Despite the logical isolation suggested to
protect each logic block from the others, recent papers warn
the community about the multi-tenant threat. A malicious user
could try to take advantage of his configurable resources to
eavesdrop or disturb calculations from another user. These
exploits take advantage of the FPGAs programmable logic
to induce remote power glitches [5] or perform remote side-
channel attacks against surrounding users [6, 7, 8]. Remote
FPGA-based attacks follow a new trend that has been initiated
by Rowhammer [9] and ClkScrew [10] exploits which consist
in software induced hardware attacks. With the continuous
development of cloud services and progressive dematerial-
ization of the computing resources, it becomes mandatory
to question the hardware security provided by those remote
systems. Although similar to traditional hardware attacks, soft-
ware induced hardware attacks do not require either physical
access or specific equipment as probes and oscilloscopes.
They take advantage of the resources provided by the targeted
devices and can be launched at any time and place through a
network. In the proposed attack scenario, the FPGA provides
enough flexibility and performance to replicate a complete
side-channel attack bench. The voltage fluctuation inside the
fabric can be precisely estimated by designing propagation
delay sensors such as Ring Oscillator (RO) based sensors
[11] or Time-to-Digital Converters (TDC) based sensors [12].
This research work aims to improve the existing sensors
designs deployed to monitor power supply fluctuations inside
the FPGA fabric and to push forward the state-of-the-art on
FPGA-based side-channel attacks. Our major contributions are
detailed below:
− A new design approach for RO-based sensors that enables

nanosecond scale measurement of FPGA internal voltage.
− The usage of our RO-based sensors in a multi-user FPGA

scenario that experimentally demonstrates their ability to
perform Correlation Power Analysis (CPA) against a 50
MHz AES hardware module.

− The comparison of different FPGA-based sensors (RO-
based sensors and TDC-based sensors) with traditional
side-channel methods (electromagnetic side-channel).

− The demonstration that, despite the modest quantification
level and sampling frequency achievable using FPGA-
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Fig. 1: Overview of FPGA-based Power Side-Channel Exploits

based sensors, proximity, flexibility and configuration
allow them to provide side-channel results similar to
traditional measurement setups.

Section II provides an overview of the previous FPGA re-
mote side-channel successful exploits. The background about
FPGA-based voltage fluctuation measurement is described in
section III. Section IV introduces a new design approach
for RO-based sensors in FPGAs. In Section V we present
the experimental setup and the obtained CPA results. Then,
section VI provides a comparison between FPGA-based sen-
sors and traditional electromagnetic side-channel. Section VII
concludes this paper.

II. REMOTE POWER SIDE-CHANNEL OVERVIEW

This section introduces the concept of remote side-channel
attacks and provides a state-of-the-art of the previous FPGA-
based power side-channel exploits. Then, the threat model
assumed for our experiments is described.

A. Side-Channel Attacks

Side-channel attacks make use of the transistors switching
activity leakage through voltage variations, electromagnetic
emanations and other physical effects to collect information
about the processes running inside a target device. Thanks to a
correlation between the leakage and the data processed, a side-
channel attack can be performed to retrieve cryptographic keys
and secrets from a target without tampering it. Traditionally,
side-channel setups rely on voltage or electromagnetic probes
and oscilloscopes to monitor the side-channel leakage. By
analysing the collected traces, an attacker can visually specu-
late on the different instructions performed by the device using
Simple Power Analysis (SPA [13]). Statistical side-channel
methods such as Differential Power Analysis (DPA [14]) or
Correlation Power Analysis (CPA [15]) allow an attacker to
infer the secret keys of cryptographic processes by correlating
guessed leakage hypotheses with a set of experimental traces.

FPGA-based power analysis increases the threat that side-
channel attacks represent as it doesn’t require either direct
physical access to the target or specific equipment. A remote
side-channel attack can be conducted using on-chip digital
voltage sensors (ROs & TDC-based sensors) implemented
within the fabric. In this work, a CPA attack is carried out
against an AES hardware module. The results are presented
in Section V and VI.

B. Related Work

Although being all based on FPGA sensors, previous FPGA-
based side-channel attacks have been conducted under three
different scenarios as illustrated in figure 1:

1) Intra-FPGA Attack: Remote side-channel attacks on FP-
GAs were introduced in [6]. The adversary model consists
in a FPGA fabric shared among multiple users. Each user is
protected from the others by logical isolation. Despite this
protection, a malicious user can implement voltage sensors
in his rented logic to monitor voltage fluctuations induced by
surrounding computations. Assuming this model, the adversary
is able to perform a CPA attack against a victim AES hardware
module (see Fig. 1.a) . A second exploit uses RO-based sensors
to perform intra-chip SPA against a RSA hardware module [8].

2) Inter-Chip Attack: The Inter-Chip Side-channel Attack
illustrated in figure 1.b goes a step further by proving that
an untrusted chip inside a PCB can sense voltage variations
induced by other chips through the power distribution network
(PDN). In this exploit, an adversary FPGA is able to perform
a CPA attack against an AES module and a SPA attack against
a RSA module running on another FPGA fabric [7].

3) Heterogeneous Chip Attack: Xilinx Zynq technology
integrates a dual core ARM processor and a FPGA fabric
within the same SoC. In [8], malicious ROs were implemented
in the FPGA fabric to perform a SPA against a RSA algorithm
running on a linux OS inside the ARM CPU core as shown
in figure 1.c.

Fig. 2: Threat Model − A FPGA fabric is divided into multiple user
shells. Logical isolation between each tenant is provided by fences
but a side-channel attack can be conducted thanks to the information
leakage that propagates throughout the PDN.



Fig. 3: TDC and RO based sensors functional schematics

C. Threat Model

Because of limitations of their achievable resolution and
sampling frequency, RO-based sensors were only used to carry
out SPA attacks [8]. This paper provides a new design method
for RO-based sensors that improves their performances and
enable their use for statistical side-channel attacks against
symmetric encryption algorithms. The adopted approach is to
perform an intra-FPGA CPA side-channel attack as previously
achieved with TDC-based sensors in [6]. Our threat model is
illustrated in figure 2, it assumes a cloud scenario where a
FPGA fabric is shared between multiple users. Each tenant
is confined in its rented shell and cannot access other users
logic. Fences are provided by logical isolation to make sure
that no illicit communication can be established between users
[4]. Despite these protections, a malicious user can legally and
technically implement our RO-based sensors to sense supply
voltage variations through the PDN of the FPGA fabric. The
victim shell contains an AES which continually encrypts data.
The power consumption leakage resulting from each AES
encryption is acquired by the adversary shell and later exported
for CPA computations and AES key retrieval.

III. SENSING FPGAS VOLTAGE FLUCTUATIONS

In this section, we address the mechanisms that enable
FPGA voltage variations monitoring from the origin of power
supply fluctuations to their measurement using reconfigurable
logic.

A. Power Supply Fluctuations

Power supply fluctuations inside a chip are induced by its
transistors switching activity. The quantity of current drawn
depends on the resources required for the computation.

The PDN gathers all the circuitry dedicated to the power
supply, it has to provide a low-noise stable voltage capable to
handle current fluctuations. Despite the optimization of the
PDNs, transient voltage ripples induced by the interaction
between the current drawn and the RLC parasitic component
forming the PDN cannot be fully controlled [16, 17]. These
can affect performance and cause timing glitch errors on
critical logic paths. Power supply fluctuation leakage through
the PDN carries the footprint of the running computation and
can be used for side-channel purpose. It can be measured using
an oscilloscope connected to the power pads of the target or
internally monitored by on-chip sensors that take advantage of
its effect on logic propagation delays.

B. Effect on Logic Propagation Delays

The propagation delay is the time required for a signal to
propagate through a logic gate. Power supply, temperature and
capacitive effects play a part in the propagation delay equation
[18]. While capacitive load is fixed and temperature can be
held relatively stable over the time, voltage fluctuations induce
runtime propagation delay variations. At runtime, a sudden
under-powering caused by transistors switching activity will
induce an increase of the propagation delay throughout the
chip. An over-powering will produce the exact opposite.
Hence, measuring propagation delays provides an accurate
estimation of the chip’s internal power supply voltage. Two
major propagation delay sensors are commonly used for power
monitoring: the RO-based sensor [11] and the TDC-based
sensor [12].

C. Delay Sensors: Time-To-Digital Converter

The TDC-based sensor illustrated in figure 3.a converts
timing variations induced by power supply fluctuations into
digital information. Thanks to a low-cost design and a fine-
grained resolution TDC-based sensors are commonly adopted
as on-chip temperature and voltage sensors for operating
control [19, 20] as well as glitch attack detection [11, 21].
More recently, with the arising of FPGA cloud services, some
researchers started to use it to perform power side-channel
attacks [6, 7]. In the following experiments, the TDC-based
sensor proposed in [22] is adopted to evaluate and compare
the performances provided by our RO-based sensor.

D. Delay Sensors: Ring Oscillator based Sensor

The RO-based delay sensor (see fig 3.b) monitors propa-
gation delay fluctuations through the measurement of its RO
oscillation frequency fRO. A RO is a device composed of
an odd number of cascaded inverters. The output of the last
inverter is fed back to the first creating an infinite oscillation
between two voltage levels. The oscillation frequency fRO is
defined by the number n of inverters in the ring, each inverter
slows down the oscillation because of its internal propagation
delay tp. This results in the following equation: fRO = 1

2tpn
.

Therefore, measuring the frequency variations of the RO
indicates the propagation time fluctuations of its inverters.
Hence, it provides an image of the power supply consumption.
To enable the measurement of the RO oscillation frequency,
designers commonly adopt digital counters [8, 23]. A counter
CRO is connected to the RO output: it is incremented by the
RO oscillations and is read out by a register at a fixed sampling



frequency fs. ∆CRO represents the number of RO oscillations
counted during a period. The equation that converts the counter
value to the RO frequency fRO is:

fRO(t) = [CRO(t)− CRO(t− 1) + ε︸ ︷︷ ︸
∆CRO

] ∗ fs (1)

IV. A NOVEL RO-BASED SENSOR DESIGN

This section introduces a new design for RO-based sensors.
To begin with, we address the limitations that designers
encounter when using traditionnal RO-based sensors.

A. RO-based Sensors Downsides

Several RO-based sensors downsides recently pushed de-
signers to adopt TDC-based sensors for side-channel purposes
instead [12, 22]. This mainly comes from the fact that the RO-
based sensors struggle to provide reliable measurements when
their sampling rate exceeds 8 MS/s [8, 23, 12]. This limitation
comes from three major factors:

1) Frequency Dependant Resolution: The resolution of the
RO-based sensor relies on the number of oscillations counted
during a sampling period. When a long-sampling period is
adopted, a large number of oscillations is counted and a fine-
grained image of the voltage level can be retrieved through the
capture of the counter value. A decrease of the sampling period
reduces the number of RO oscillations counted and limits the
relationship between the counter value and the actual voltage
level. Therefore, decreasing the sampling period gradually
deteriorates the sensor resolution.

2) Quantization Error: The quantization error ε (see Eq. 1)
is a distortion of the RO-counter value by 1 that sometimes
occurs because of the absence of a phase relationship between
fRO and fs [8]. At high sampling frequency the quantization
error is significant over the total number of counter increments.
Thus, its occurrence can skew the overall measurement.

3) Counter Timing Error: RO should oscillate as fast as
possible to enable high sampling frequency measurements.
However, at GHz frequency range, timing errors occur if the
counter fed by the RO is not optimized for high frequency
transitions. This results in the sampling of inconsistent counter
values that further alter the RO-based sensor reliability. This
counter limitation is discussed in [12, 22] but neither improve-
ments or new designs are suggested.

B. Designing a high frequency RO-based Sensor

The new RO-based sensor design presented in this section
is depicted in figure 4. It still consists in three blocks: a RO,
a counter and a sampling register. By introducing this sensor,
we aim to mitigate the impact of the three main RO limitations
detailed in subsection IV-A.

1) A Faster RO: Because we are working with two clock
sources, our design will suffer from phase shift quantization
error. To mitigate this effect and to increase the resolution
of our sensor, we implement the fastest RO achievable with
the available logic. It consists in only one LUT configured
to perform a NAND operation whose output is fed back

Fig. 4: Schematic of the proposed RO-based sensor design. The RO
consists in a looped NAND which cadences the JRC. A register reads
out the JRC at a fixed rate defined by clk.

Resource Number Usage

LUT1 1 Ring Oscillator

FF 8 Johnson Counter

FF 8 Sampling Register

Slices 2

TABLE I: Resource utilization for 1 RO-based sensor instance.

to its input (see Fig. 4). The resulting oscillation frequency
approximately reaches 1.2 GHz.

2) An Optimized Counter: To preserve our counter from
timing errors caused by the RO speed, we choose a non-
binary counter called Johnson Ring Counter (JRC) which only
consists in cascaded flip-flops (FF). By adopting a design that
doesn’t require combinational logic to be inserted between
flip-flops, we mitigate timing errors that binary counters would
encounter when cadenced by GHz range signals. The sensor
structure is depicted in figure 4. The clock input of each FF
is connected to the output of the RO. The data path consists
in a ring in which the complementary output of the last FF
Q is fed back to the data input D of the first one. Using 8
FFs the JRC provides 16 distinct states which is enough when
the sampling period is smaller than 16 times the RO period. In
the hypothetical case where a lower sampling frequency would
be required, the number of FFs forming the counter should be
increased or an additional binary counter should be used to
determine the number of JRC overflows during a sampling
period.

3) A Lighter Design: Our RO-based sensor instance con-
sumes only 2 slices as detailed in table I. Such a small
design can be spread throughout the fabric without area
congestion. Thus, the area coverage and more importantly the
overall resolution of the voltage sensor can be improved. This
statement is discussed in the following part.

C. Number of RO-based sensors

Equation (2) expresses the counter value, ∆CRO, as a
function of the sampling frequency fs and the RO frequency
fRO. The RO frequency fRO is splitted in two terms: a
constant one fRO(natural) that represents the steady state
natural oscillating frequency of the RO and a dynamic one
fRO(dynamic) which depends on the activity of the surrounding
logic.

∆CRO =
fRO(natural) + fRO(dynamic)

fs
(2)



Fig. 5: Effect of the number of RO-based sensors on the overall
resolution. The depicted signal is a single trace of an AES encryption
running at 10 MHz.

When several sensors are instantiated within the fabric, their
contribution ∆CRO is summed and averaged over the number
of RO-based sensors used. Multiplying the number of RO-
based sensors throughout the chip has several benefits. Firstly,
because of process and routing paths variations, each RO has a
specific phase and frequency. For this reason, the quantization
error ε only affects a portion of the sensors simultaneously.
When the number of RO-based sensor used increases, the
quantization error progressively loses significance over the
global voltage fluctuation measurement. Therefore, it has less
impact regarding the accuracy of the overall sensor. Secondly,
the natural frequency deviation between each RO instance
enhances the granularity of our sensor. Depending on the
value of fRO(natural), the dynamic frequency fluctuation
fRO(dynamic) required to modify the counter value fluctuates.
Therefore, each RO-based sensor instance provides a specific
contribution that further enriches the overall resolution. Figure
5 illustrates the effect of the number of RO-instances on
the sensor resolution. A single 10 MHz AES encryption is
captured using 1, 16 and 64 RO-based sensors cadenced
at a 250 MS/s sampling rate (our experimental setup will
be discussed in section V). When only 1 RO is used, the
quantization error effect is maximal and the fRO(dynamic)

fluctuation only provides 3 distinct quantization levels (figure
5 - 1 RO). Thereby, the AES encryption is not visible in the
obtained waveform. However, increasing the number of RO
gradually leads to the appearance of the AES over the residual
and quantification noise. Using 64 ROs the 10 AES rounds are
clearly visible.

D. Place and Route Influence

Manual place and route is not required to enable RO-
based voltage fluctuation measurement. However, when it is
possible, designers can fix the placement and routing paths
using relative placement macro (RPM) to improve RO-based
sensor performances and get a better control of the RO-based
sensors distribution throughout the fabric.

Fig. 6: Xilinx Zynq Multi-User Experimental Setup.

V. RO-SENSOR BASED CORRELATION POWER ANALYSIS
ATTACK

The following section provides results of a CPA attack
conducted using our RO-based sensors against an hardware
AES implemented within the FPGA fabric.

A. Experimental Setup

A Xilinx Zynq SoC that provides both CPU and FPGA
on the same die was adopted for our experiments (note
that the CPU is not targeted in this attack, we exclusively
focus on an intra-FPGA exploit). Our experimental setup is
described in figure 6. From the victim point of view, the
CPU is dedicated to the management of the AES plain and
ciphertexts while the attacker program is developed for sensor
calibration and measurement exportation. The FPGA fabric
is separated in two logically isolated blocks with distinct
clock regions. Because in a multi-user scenario the victim
shell might not be necessarily placed next to the adversary,
we instantiate the victim AES as far as possible from our
sensor instances. Hence, we demonstrate the resilience of
our sensors to the distance with the target and to the noise
caused by the surrounding logic. The adversary shell contains
64 RO-based sensors (128 slices) and 8 TDC-based sensors
(208 slices). The remaining logic is dedicated to interconnect,
FIFOs and clock management. Note that a big part of the
logic was implemented for experiment purposes and could
be removed to get a lighter implementation. The hardware
AES module instantiated in the victim shell is dedicated to
the acceleration of the encryption of sensitive data. It loads
128-bit packets of plaintexts from the CPU using shared AXI
registers, encrypts them and returns the computed ciphertexts.
This AES implementation relies on a 128-bit secret key and
provides a 128-bit data path. Each round is executed in one
clock cycle at 50 MHz. With 1500 LUTs and 400 FFs, this
AES module consumes around 10% of the total fabric.



Fig. 7: Averaged AES power consumption (a) and CPA results (b)(c) by means of 100,000 traces acquired using 16, 32 and 64 RO-based
sensors. The right key hypothesis candidate is represented in red in (b) and (c).

B. Correlation Power Analysis Model

A CPA attack relies on the fact that CMOS power con-
sumption leakage depends on the handled data. By writing
down a model of the expected AES power consumption and
combining it to the sensor voltage measurement, CPA should
allow us to retrieve the AES secret key. The attack conducted
in this paper targets a state register that temporarily stores data
resulting from each round transformation of the AES from the
plaintext importation to the ciphertext generation. This 128-bit
register is synchronously refreshed at the end of each round
generating a strong switching leakage that significantly affects
the power supply level. The leakage level resulting from the
register update fluctuates according to the Hamming Distance
between the previous and the current AES state. Targeting
this register requires the knowledge of two consecutive states.
In our case, we assume that the adversary has access to the
ciphertext which is also the last value stored by the AES state
register. We adopt the last round attack model described in
[24] and compute the correlation rate between the model and
the experimental curves. If the adopted model is relevant, the
correlation rate of one of the key hypotheses “right candidate”
should be distinguishable from the others “wrong candidates”.

C. RO-based Sensor CPA Results

The power consumption resulting from the AES encryption
is acquired 100,000 times using RO-based sensors. The av-
erage power consumption measured is represented in figure
7.a (two successive encryptions are represented but it has no
effect on the side-channel results). Several experiments are
conducted to evaluate the CPA results provided by the RO-
based sensors.

1) Number of sensors: Figure 7.c shows the CPA results
obtained using different numbers of RO-based sensors. Using
16 ROs, it takes around 79,000 traces for the right candidate to

emerge from the wrong key hypotheses. With 32 and 64 RO-
based sensors the number of required traces drops to 27,000
and 8,000. This attack can also be conducted using only 1
RO-based sensor but requires almost 1 million encryptions
which is time-consuming and might be difficult to reproduce
in a concrete use case. The number of required traces to infer
the secret key is inversely proportional to the number of RO-
based sensors used. Moreover, it is enhanced by the granularity
improvement and quantization error mitigation provided by the
higher number of RO-based sensors.

2) Target frequency: In order to study the impact of the
target speed on the CPA results, we conduct the same ex-
periment by varying the AES module frequency from 10
to 200 MHz. However, increasing it does not significantly
change the CPA results. To explain this phenomenon, we
investigate the Zynq response to transient voltage fluctuations.
When a sudden voltage drop occurs within the chip (eg:
update of the AES state register), the parasitic capacitive and
inductive elements forming the PDN resonate and the voltage
level temporarily oscillates until finally reaching its steady-
state value [20, 17]. The damped oscillation induced by the
10th round update of the AES state register can be seen in
temporal correlation results depicted in figure 7.b (faes =
50 MHz). As the voltage transient response is fixed by the
parasitic components forming the PDN, the amount of time
during which the side-channel leakage can be leveraged is
not bounded to the AES frequency but to the device itself
[25]. Actually, we observe the exact same oscillation effect
for each AES frequency. This experiment demonstrates that,
for side-channel purposes, the sensor sampling frequency can
be lower than the victim operating frequency. However, it
has to be high enough to ensure that the victim valuable
side-channel leakage is properly sampled. Through the Zynq
transient response oscillation frequency measurement of the



Fig. 8: Number of traces required for the right candidate to emerge
from the wrong key hypotheses. Results are given for 8 bytes of
the encryption key using 3 measurement setups: EM, 8 TDC-based
sensors and 64 RO-based sensors

(≈ 50 MHz), we get an idea of the sampling frequency
required to successfully perform the attack (Nyquist-Shannon
sampling theorem: fs > 2fleak). Thanks to the 250MS/s rate
offered by our sensors we are able to accurately retrieve the
side-channel information.

VI. FURTHER RESULTS AND DISCUSSION

This section provides further side-channel results acquired
using TDC-based sensors and a traditional electromagnetic
side-channel setup. We evaluate the performance of each
configuration and discuss about use cases and countermeasures
for on-chip sensors.

A. TDC & Electromagnetic Experimental Setup

The adopted TDC-based sensor provides 32 quantization
levels and a sampling rate of 250 MS/s. Each instance con-
sumes 26 slices and 8 of them are implemented within the
fabric (see Fig. 6). The calibration of the TDC delay line has to
be done manually by modifying the number of logic elements
forming the init block. Each TDC is initialised independently
before the measurements.

The EM setup consists in a Langer near field microprobe
connected to an oscilloscope with a 5GS/s sampling rate and a
12-bit resolution. The probe is controlled using a X,Y,Z table.
The signal is first amplified by a low noise amplifier (LNA)
before being fed into the oscilloscope. The electromagnetic
leakage of the first AES round is used to trigger the oscillo-
scope. The captured samples are then extracted and used to
perform a correlation electromagnetic analysis (CEMA) [26].

B. Side-Channel Results

A single campaign of encryption in which the three mea-
surement setups simultaneously acquire the side-channel leak-
age is conducted. Figure 8 presents a bar chart showing
the number of traces needed for the right guess to emerge
depending on the measurement setup. Results are given for
the first 8 bytes of the encryption key. TDC-based sensors
provide comparable results to that of the electromagnetic setup
while RO-based sensor remains 3 or 4 times less efficient than

the other setups. Despite a significant difference of sampling
frequency and resolution between integrated sensors and os-
cilloscope, the results obtained are quite similar. Naturally,
these results must be interpreted with caution as TDCs and
ROs were previously calibrated and optimized for this specific
device and attack scenario. Our RO-based sensors do not
reach the level of accuracy of TDC-based sensors but are still
precise enough to successfully perform a CPA. Moreover, they
benefit from significant implementation advantages that will be
addressed in the following discussion.

C. Discussion

1) On-chip sensor comparison: When designing on-chip
voltage sensors a trade-off needs to be made between achiev-
able resolution, sampling frequency and area coverage. De-
pending on the use case, a sensor will be more relevant than the
others. Regarding the results of CPA conducted in this paper,
our novel RO-based sensor remains slightly less efficient than
TDC-based sensors for side-channel purposes. However, this
sensor offers a better flexibility and scalability than TDC-
based sensors. Thanks to their light implementation RO-based
sensors can be spread through all the chip without congestion.
Thus, they provide a better coverage of the power supply
voltage fluctuations throughout the fabric with a lower area
cost. Moreover, they don’t need any calibration or specific
logic cells contrarily to the TDC-based sensor which requires
an init delay configuration to control the position of the clock
edge inside the delay line as well as specific CARRY4 logic to
provide reliable measurements. This suggests that RO-based
sensors would be easier to transpose on devices integrating
different manufacturing processes.

2) Potential use-cases: RO-based sensors have been widely
adopted for voltage and temperature monitoring [11], attack
detection [23] and more recently side-channel attacks [8].
Our novel RO-based sensor has been shown suitable for
statistical side-channel attacks and could be used to improve
the previous applications. A further side-channel use case
for on-chip sensors was discussed in [27] and consists in
their implementation as hardware Trojans. FPGA end-products
often include third-party IP blocks because of the high-cost
of design and development. Considering the critical applica-
tion in which FPGAs are deployed, the potential integration
of FPGA-based trojans through untrusted IPs could lead to
disastrous consequences. (eg: industrial espionage, denial-of-
service, etc).

3) Side-channel countermeasures: Multi-users FPGA have
not been launched yet but several technical papers already
shown the multi-user feasibility and the benefits that a highly
scalable and flexible multi-user service could provide to ten-
ants and more specifically to cloud providers. Despite the
fact that logical isolation between logic blocks is ineffective
against power side-channel attacks [28], side-channel threats
could be easily mitigated by restricting manual place and
route and forbidding combinational loops that enable the
RO implementation. The problem lies in the fact that these
features are essential for a lot of FPGA applications and



their suppression would significantly alter the service. Trojan
detection routines could also be developed to prevent designers
from implementing on-chip sensors but will require a lot of
developments and will be soon challenged by novel adversary
designs bypassing the security. In conclusion, there is no easy
way to mitigate this threat and FPGA hardware attacks are
likely to remain problematic for cloud providers.

VII. CONCLUSION

This article introduces a novel design for on-chip voltage
sensors based on ROs. By enhancing sampling frequency
and resolution of this kind of sensors, we enable their use
for runtime voltage fluctuation measurements. To illustrate
the performances provided by our sensors, we adopt them to
conduct a power side-channel attack within a FPGA fabric. A
multi-user cloud scenario is reproduced, an adversary sensor
shell is used to perform an attack against a victim AES
module located within a logically isolated shell. Thanks to
the performance improvement of our sensor we are able to
perform the first CPA attack conducted using RO-based
sensor inside a FPGA. Successful result obtained in retrieving
the secret key of the AES running at 50 MHz demonstrates
the performances provided by our sensors for side-channel pur-
pose. To further evaluate our sensor, we compare it to different
kinds of side-channel setups. A CPA attack is conducted using
TDC-based sensors and an EM traditional side-channel setup.
We show that thanks to their proximity to the target, on-chip
sensors provide results similar to near field EM even with
a much smaller sampling rate and resolution. Regarding the
integrated voltage sensors, our novel RO-based sensors almost
reach the accuracy of TDC-based sensors and benefit from a
lighter area overhead, a better spatial coverage and an easier
implementation as they rely on basic logic gates. Finally they
stand as an ideal alternative for monitoring fine-grained
high-speed voltage fluctuations in SoCs.
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