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Abstract. 

A new single key cryptosystem is proposed based on error control binary 
codes and secure stream ciphers. The system provides both security and the 
capability of correcting channel errors. 
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1 Introduction 

In 1976 McEliece [20] introduced a promising public key cryptosystem based 
on binary classical Gappa codes. The security of this scheme is based on the 
NP-completeness of the decoding problem for these codes. There have been 
many unsuccessful attempts to cryptanalyze this scheme [1], [26], [22], [8], 
[15], [16], [2]. 

In relation to this cryptosystem we have the Niederreiter [21] and the 
Stern [29] schemes. Janwa and Moreno [12] strengthen the security of.the 
above schemes by using the new and much larger class of q-ary algebraic 
geometric (A G) Gappa codes. 

Secret key cryptography is widely used in securing communications since 
single key cryptosystems are very fast and highly suitable for confidentiality 
services. Secret key cryptosystems (using classical Goppa codes) variant 
of the McEliece scheme were proposed by Jordan [13], Rao [25], Rao and 
N am [26], and Li-Wang [17]. These cryptosystems have been crypt analyzed 
because of their common weakness which is the error selection procedure 
they follow [30]. 

In this paper we propose a new single key cryptosystem using binary 
codes and secure stream ciphers. Stream ciphers are a class of single key 
cryptosystems [27], [28]. These ciphers are systems which generate pseudo 
random sequences. Examples of these ciphers are given in [27], [28]. The 
cryptosystem will provide for both privacy of messages a.S well as the capa­
bility of correcting channel errors. The keystream generator will be selected 
to ·provide a high level of security. The error control code will be selected 
for channel error correction as well as providing an extra level of security 
by including the actual code selected as part of the key. This is distinct 
from previous schemes using error control codes where errors are added be­
fore transmission. We believe that it is better to use the error correction 
capability of code as it is intended to correct channel errors. 

When we design secure cipher systems there are trade offs between easy 
implementation, security, speed. The security of our proposed cryptosystem 
is based primarily on the cryptographic strength of the chosen stream cipher. 
As will be shown the added complexity of keeping the actual error control 
code secret adds further security preventing possible known plaintext attacks 
on the stream cipher. It should be noted that the use of a linear code by 
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itself without a stream cipher offers a low level of security. 
The paper is organized as follows: In §2 we briefly review the construction 

of binary codes and the general description of stream ciphers. In §3 we 
d~scribe two models for our proposed single key cryptosystem. In §4 an 
analysis of the security of the cryptosystem is conducted. Conclusions and 
future directions for development of this scheme are contained in §5 . 

2 Preliminaries 

In this section we will briefly review the construction of error control codes 
and the structure of stream ciphers. For further reading on error control 
codes we refer the reader to [18] and [23], and on stream ciphers to [27]. 

2.1 Error Control Codes 

There are two classes of error control codes, namely block and convolutional 
codes. In this paper we will only refer to linear block codes over the binary 
field. A code C with parameters denoted by [n,k,d] is a subspace of dimen­
sion k of the binary vector space of n tuples .. The parameter d denotes the 
codeword in C of minimum nonzero weight. Such a code using a maximum 
lil<elihood decoding rule is capable of correcting up tot channel errors where 
tis the largest integer less than or equal to (d-1)/2. 

For an [n,k,d] code C, a generator matrix, G, is a k by n matrix with a 
basis of C as its rows. If we divide the message into binary k tuples then 
the method to form codewords of length n for transmission is to multiply a 
message block by G. 

There are numerous types of codes to select. The public key cryptosystem 
described by McEliece used Goppa codes. Since this scheme was public key 
a very large code was required i.e. in original scheme [20] it was proposed to 
use a Goppa code [1024,524,101]. This required storage of the order of 1/2 
million bits for the public and secret keys. In the symmetric cipher described 
in this paper it is possible to use a smaller code. A code will be selected to 
offer high speed decoding and maximum error correction capability such as 
a BCH, Reed-Solomon or Goppa code. 
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2.2 Stream Ciphers 

There are two classes of cryptographic algorithms, symmetric (single key) 
and asymmetric (public key) (5],(28J, (27]. In symmetric algorithms we use 
the same key for both encryption and decryption, where in asymmetric we 
use different keys. 

A special class of symmetric algorithms is that of stream ciphers. Stream 
ciphers are preferable in communications because of their good performance 
in hardware implementation (speed) and low error propagation. 

A stream cipher specifies a device with internal memory that enciphers 
the jth digit p; of the plaintext stream into the jth digit c; of the ciphertext 
stream using a function which depends on both the key k and the internal 
state of the stream cipher at time j. This function is called a keystream 
generator. In most cases both the plaintext and keystream are binary. A 
ciphertext bit is formed from combining, using modulo two addition, the 
corresponding plaintext and keystream bits. 

The type of stream cipher used in this paper is the synchronous stream 
cipher. In synchronous ciphers the next state depends only on the previous 
state and not on the input so the succession of states is independent of the 
message stream. If a ciphertext bit gets lost the communicating parties have 
to resynchronize their generators. 

Most keystream generators use sequences produced by one or more linear 
feedback shift registers (LFSR) (27]. An LFSR offers a high speed mech­
anism in either software or hardware for producing binary sequences. We 
can categorize such stream ciphers into state filtered generators which em­
ploy. one or several LFSRs and the clock-controlled generators which employ 
some LFSRs to control other LFSRs. The key for such keystream generators 
is selected as the initial state vectors of the input LFSRs. As well, in some 
cases the tap settings of the LFSRs may be used as part of the key. 

There are· five standard measures used commonly to examine the level of 
security of a stream cipher. 

Period : The key sequence should have long period. 

Linear Complexity : The length of the shortest LFSR able to produce 
the key sequence must be large. 

Statistical Tests : The key sequence should satisfy all statistical tests 
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(frequency, binary derivative, change point, poker, runs, sequence com­
plexity, linear complexity, universal) [11]. 

Noise like characteristics: The key sequence should have noise like 
characteristics. 

Correlation Immunity: The sequence should have high order correlation 
immunity. 

Unfortunately a system can satisfy the above requirements and still be vul­
nerable to a cryptanalytic attack [9]. For example, the summation generator 
due to Rueppel [27] was thought to be secure if more than two LFSRs are 
used in the design. However, recent attacks [4], [10], [14] have shown that it 
may be possible to attack the summation generator even in the case where 
more than two input LFSRs are used. 

3 Description of Cryptosystem. 

The proposed cryptosystem consists of a composition of a stream cipher and 
an error control code. The key of the system will be made up of both the 
generator matrix of code and the key of the stream cipher. 

As mentioned in the introduction the operation of the linear code is pri­
marily to provide error correction. However, by keeping the actual code used 
secret we will show that we add an extra layer of security. We shall describe 
two models for the cryptosystem. In the first model (Model 1) a code is 
followed by a stream cipher, where in the second model (Model 2) we use a 
stream cipher first followed by a code. We will use the following notation: 

Secret keys: 
a) A generator matrix G with dimensions k x n of an [n,k,d] binary 
code C. 
b) The key of a secure stream cipher. 

Message (Plaintext): A binary vector (block) p = (Ph ... ,pJo) of length 
k. 
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MODEL 1 (Code first) 
Encryption 
Step 1 Form r = pG. 
Step 2 Add modulo two the next n bits of the keystream 

with r to produce the next n bit ciphertext block c. 
Decryption 
Step 1 Add modulo two the same n bits of the keystream 

to received n bit block. This gives r + e where e 
represents a possible error pattern from channel. 

Step 2 Apply decoding algorithm of code to recover p (as-
suming that number of errors is less than t). 

MODEL 2 (Stream cipher first) 
Encryption 
Step 1 Add modulo two the next k bits of the keystream to 

p to form k-bit block r. 

Step 2 Form n-bit ciphertext block c = rG. 
Decryption 
Step 1 Apply decoding algorithm of code to received block to 

recover r (assuming that the number channel errors 
is less than t ). 

Step 2 Add modulo two the same k bits of keystream to r to 
recover p. 

4 Security Analysis 

In this section we shall conduct an analysis of the security of each model of 
the cryptosystem described in the previous section. We are assuming that 
the cryptanalyst knows the cryptosystem being used including the type of 
keystream generator and error control code, but does not know the actual key 
selected i.e. the initial state vectors of keystream generator and generator 
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matrix of code are unknown. The aims of the attacks that we describe are 
to recover these two keys. 

It should be noted that, in general, the attacks on keystream genera­
tors such as the summation generator require known plaintext in addition 
to the intercepted cryptogram. This allows the cryptanalyst to derive the 
corresponding bits in the keystream. 

The aim in such attacks is to derive the state vectors of the input shift 
registers. In this fashion we shall analyze the models based on the assumption 
that we can attack the keystream generator if it was used by itself provided 
m bits of the keystream are known. 

4.1 Cryptanalysis of Model 1 

In the first model it may be possible to attack the scheme using chosen 
plaintext. Here we are assuming that the cryptanalyst has the assistance of 
an insider and the encryption takes place within a tamperproof encryption 
box. 

The insider is able to input chosen plaintext into encryption box. The 
procedure would be for the insider to put in the encryption box all zero blocks 
until the total length of these blocks is at least m bits. The cryptanalyst with 
intercepted ciphertext now has available m bits of keystream generator. 

Then the cryptanalyst can apply attack on keystream generator to derive 
state vectors of input shift registers. Finally, given the encryption of a fur­
ther k known plaintext blocks (provided these plaintext blocks are linearly 
in~ependent) the cryptanalyst can derive the generator matrix of code and 
has broken the encryption scheme completely. 

It should be noted that we are assuming that there are no channel errors. 
In the case where there are channel errors the cryptanalyst clearly would 
require additional bits of known plaintext. 

In the case of a standard stream cipher, which only uses a keystream gen­
erator to encrypt, an attacker gains no advantage by using chosen plaintext 
instead of known plaintext. In both chosen and known plaintext attacks the 
cryptanalyst obtains the equivalent bits in the keystream (given the inter­
cepted ciphertext). 

In this fashion the cryptosystem outlined in Model 1 does enhance the 
security of the stream cipher, since in order to conduct the attack described 
above the cryptanalyst requires chosen plaintext. 
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4.2 Cryptanalysis of Model 2 

In Model2 the cryptanalyst is not able to conduct the chosen plaintext attack 
described above since the encryption by stream cipher first prevents this type 
of attack. Moreover multiplication by the matrix G in Step 2 has disguised 
the action of the keystream generator. However this does not prevent all 
known attacks. 

In particular chosen ciphertext attack may be applied. In such attack the 
attacker needs to be able to control decryption device at receiver end, i.e. 
attacker needs to be able to insert ciphertext and have access to resulting 
decrypted text. The goal of the attack is to find state vector of stream 
cipher. The attacker would input all zeros as ciphertext. The decryption 
of all zeros ciphertext would be corresponding bits of keystream in Model 
2. This may allow attacker to attack keystream generator similar to chosen 
plaintext attack in first model. 

5 Conclusion 

The complexity, error correcting capability and added redundancy of both 
models is the same. Both models provide approximately the same level of 
security in that the difficulty of conducting a chosen plaintext attack and a 
chosen ciphertext attack on a symmetric are about the same. The first attack 
requires an insider at the sender end while the latter requires an insider at 
the receiving end. Our scheme does not require large block length as in 
McEliece's scheme. We can use binary codes of smaller length. Hence it does 
not produce much computational overhead for encryption and decryption so 
it can be used for practical computer communications. 

The synchronization of the stream cipher used for encryption and decryp­
tion can be an important problem in real life applications. Synchronization 
can be attained using various techniques (e.g a sequence count). 

Further research. We would like to implement the proposed cryptosystem 
and compare it with the McEliece's software implementation in [24]. In this 
implementation we need to select a keystream generator and error control 
code. In particular we need to decide on which code to select to provide 
good error correction, decoding capability and security as well as adding a 
minimum of overhead in extra bandwidth requirements. There are extra 
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bandwidth requirements in the proposed system in increasing each plaintext 
block from k bits to ciphertext blocks of n bits. In addition there are extra 
bandwidth requirements in having to transmit the key consisting of the initial 
state vector of stream cipher and the generator matrix. of the error control 
code over a secure channel. The generator matrix of the code would require 
the transmission of kn bits over a secure channel. Clearly, we must select k 
and n in such a manner to minimize these requirements. 
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