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ABSTRACT
The random number generator (RNG) is a critical, if not in
fact the most important, component in every cryptographic
device. Introducing the symmetric radio channel, represented
by estimations of location-specific, reciprocal, and time- vari-
ant channel characteristics, as a common RNG is not a triv-
ial task. In recent years, several practice-oriented proto-
cols have been proposed, challenging the utilization of wire-
less communication channels to enable the computation of
a shared key. However, the security claims of those proto-
cols typically rely on channel abstractions that are not fully
experimentally substantiated, and (at best) rely on statistical
off-line tests. In the present paper, we investigate on-line
statistical testing for channel-based key extraction schemes,
which is independent from channel abstractions due to the
capability to verify the entropy of the resulting key material.
We demonstrate an important security breach if on-line esti-
mation is not applied, e.g., if the device is in an environment
with an insufficient amount of entropy. Further, we present
real-world evaluation results of 10 recent protocols for the
generation of keys with a verified security level of 128-bit.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: Security and
Protection

Keywords
Channel-based key extraction, physical layer security, on-
line entropy estimation, information reconciliation

1. INTRODUCTION
The symmetric characteristic of the wireless channel al-

lows the establishment of a common secret between two (or
more) parties that can be used as an encryption key. To do so,
the wireless channel needs to be measured in both directions

by exchanging a known (pseudo noise) signal. The received
signal is affected by various phenomena which character-
ize the channel. Since full duplex capabilities on a single
channel are not feasible with off-the-shelf hardware so far,
we successively transmit and receive a signal to estimate the
wireless channel. Two important parameters for the com-
mon channel measurements are the probing rate rp and the
maximum sampling rate rs, as illustrated in Figure 1.

A communications engineering rule of thumb, also ap-
plied in previous works [18, 2, 3, 14, 13, 12, 15, 1], states
that a common channel measurement (let’s say between Al-
ice and Bob) needs to be done within the coherence time Tc

in which the channel can be assumed to be fixed [9]. Further,
a follow-up common channel measurement is assumed to be
independent from the previous one if r−1s > Tc holds. It
is important to note that these rules originally address broad
channel abstractions for (robust) communication and not se-
curity systems. In many cases, the coherence time is a non-
fixed physical parameter changing over time and space. If
the probing rate rp of the channel coefficients is high com-
pared to the inverse of the coherence time T−1c , the chan-
nel coefficients of the reciprocal channel estimations obtain
a temporal correlation [19]. In other words: The random-
ness of the underlying fading process of the communication
channel is usually based on unpredictable changes within
the physical environment [9]. If no channel variations oc-
cur, such as due to moving scatterers, transmitter and re-
ceiver nodes, no new entropy is generated. If such a static
or slow-fading channel is given, the important requirement
of an independent and identically distributed (IID) source is
not given anymore and the security of a system may collapse.

The wireless radio channel for key extraction, represented
by location-specific, reciprocal, and time-varying channel
measurement, has to be considered as an RNG for crypto-
graphy. In particular this includes a secure modus operandi
for the potential case of a breakdown of the entropy source
as well as a thorough evaluation of the physical source of
randomness with respect to:

• Bias (unequal distribution, leaked information),

• Correlation (temporal dependency),

• Agility (spectrum), and
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Figure 1: Important time parameter of the channel measure-
ment process.

• Manipulability (i.e., as shown by Eberz et al. [7]).

As we demonstrate later, on-line statistical testing is essen-
tially relevant to security by considering statistical defects
(during runtime) of an RNG in combination with the un-
avoidable revelation of information during error correction.

1.1 Contributions
We assume that the classical channel model, describing a

stationary random process, is only partially given over time.
Modeling the channel behavior as a non-IID source intro-
duces realistic drawbacks of static environments such as a
Faraday cage. Further, our source model differs from exist-
ing models insofar as it involves all kinds of channel statis-
tics in a time-varying manner, without involving idealized
requirements which cannot be guaranteed.

Therefore, we introduce design criteria for securing infor-
mation reconciliation and a system extension for operation
with a non-IID source which are suitable for previous secu-
rity architectures. The extension consists of an on-line en-
tropy estimation-based verifier, e.g., to achieve a key with
a security level of 128-bit. Further, we demonstrate practi-
cal evaluation results of ten practice-oriented key extraction
protocols, by reference [18, 2, 3, 14, 13, 12, 15, 1, 19].

1.2 Related Work
Recent works, e.g., [19], address biased channel profiles

by applying quantization schemes with equal probabilities
for the output symbols, and/or it is argued that the output
passed a number of off-line statistical tests, e.g., a subset
of the NIST suite [16]. As discussed above, we disagree
with the assumption that temporal correlation is simply pre-
ventable by applying a pre-defined channel probing rate rp
which is derived from a maximum Doppler frequency fd [14].
Recent publications suggest the use of decorrelation tech-
niques by both Alice and Bob [15, 10]. Those techniques
may successfully cover possible statistical defects of tempo-
ral correlation: Karhunen-Loéve transform, discrete cosine
transform, Haar transform, and Walsh-Hadamard transform.
Jana et al. [13] proposed an analysis of several quantization
schemes introducing off-line Shannon entropy estimations.

Edman et al. [8] introduced an experimental security anal-
ysis covering passive eavesdropper nodes based on learn-
ing the conditional min-entropy. For the first time the au-
thors call attention to security-related connections between
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Figure 2: Overview of the components involved in the secu-
rity architecture for key agreement systems from correlated
observations.

the conditional entropy of potential passive attackers and
the conditional entropy due to information reconciliation.
The analysis is focused on a one-to-one quantization scheme
(without entropy loss) and a (255, 229)-RS code. The results
are based on 8000 channelsamples. The average-case min-
entropy contained in 100 samples is evaluated.

2. CONNECTION BETWEEN ON-LINE
ENTROPY ESTIMATION AND
INFORMATION RECONCILIATION

The generic security architecture for the extraction of keys
from correlated random variables is shown in Figure 2. Note
that the variables might originate from channel measurements
or other shared sources of physical randomness. These read-
ings are quantized into vector bits to obtain an initial pre-
liminary key. The non-perfect reciprocity in measurement
and noise leads to errors in the vector bits of the preliminary
key. These errors are detected and corrected in the infor-
mation reconciliation stage by using error correcting tech-
niques. Since information for error correction is exchanged
over the channel, further enhancement of entropy is done in
the privacy amplification stage.

Next, we focus on reconciliation- as well as on-line sta-
tistical testing- schemes from the literature and show why a
connection of both is especially important for the security of
a key extraction scheme.

2.1 On-line Statistical Testing
By preventing manipulations of the physical source (which

is not addressed in this paper), applying decorrelation tech-
niques, and knowing the cumulative distribution function
(CDF) of a random source, we can calculate a min-entropy
estimation (of course on condition that no information is re-
vealed during reconciliation). However, in real-world sce-
narios, the CDF of the wireless channel is changing over
time or may be unknown. Therefore, off-line evaluation of
the preliminary key material is not sufficient; an on-line sta-
tistical testing is urgently needed especially to guarantee that
possible statistical defects of the channel profiles combined
with the publicly transmitted reconciliation data do not elim-
inate the entire conditional entropy of the key material (as-
suming that no predictable pseudo-random characteristic oc-
curs). Given that fact, based on the estimated leftover en-



tropy, the required security level needs to be verified. This is
essentially important for the security of the whole system.

2.1.1 Health Test
The on-line health check unit of Intel’s Ivy Bridge ran-

dom number generator [11] is a so called total break down
or health test. Fresh entropy is assumed if at least 128 of the
most recent 256 samples are healthy, whereby one sample
is represented by a 256-bit vector. The test provides only a
binary result about the freshness of a 65536-bit block.

2.1.2 Reduced p-value Test
On-line statistical testing could be realized by applying

so called on-the-fly tests, which are lightweight implementa-
tions of reduced complexity of statistical and arithmetic op-
erations of conventional NIST tests [16]. The test provides a
binary result on a per block basis, e.g., with a block size of
128 or 256 bits. Recent works (e.g., [17]) addressed prob-
lems of time-consuming processes and high memory con-
sumption. Unfortunately, these works are based on indepen-
dent blockwise calculation of p-values without addressing
block-overlapping defects.

2.1.3 Entropy Estimation
The estimation of the min-entropy H∞(X) for non-IID

random variables as demonstrated in the draft 800 − 90B
of NIST [4] provides an entropy value on a per-sample ba-
sis (e.g., of a 2-bit valued quantizer’s output). This enables
a continuous bit-entropy estimation H∞(X) ∈ [0; 1]. The
draft recommends five tests: collision test, partial collec-
tion test, Markov test, compression test, and frequency test.
For security applications, the worst case has to be assumed
and therefore the lowest estimation has to be considered as
H∞(X). This on-line test suite enhances our security model
by a block, where the successfully reconciled channel pro-
files get weighted with the min-entropy (under consideration
of further information loss).

2.2 Information Reconciliation
The information reconciliation is responsible for detect-

ing and correcting errors in the preliminary key material be-
tween the two communicating parties. These errors are caused
by differences during the measurement process. These dif-
ferences originate from noise due to effects such as hardware
impairments. Several techniques for reconciliation have been
presented in the past and are summarized below.

2.2.1 Thresholding
One category of reconciliation techniques is based on the

selection of channel profiles with strong deviations and the
rejection of probably noisy channel profiles. Examples for
such techniques are the guard interval techniques (e.g., [14])
or single threshold-based approaches (e.g., [3]). The idea is
that due to the robustness of the approach with a high prob-
ability no errors occur. Unfortunately, such quantization-
combined reconciliation techniques have several open se-

curity questions: First, Edman et al. [8] addressed the fact
that there might be no conditional entropy left due to the
required interactions. Second, robust (against noise etc.)
system designs, e.g., guard-band-based approaches, are vul-
nerable against (partial) key recovery attacks as deductively
shown by Eberz et al. [7]. Third, given the fact that the
regarded common entropy has its origin in strong physical
characteristics, simple side channels for key prediction at-
tacks such as positioning or movements of scatters have to
be considered. Jana et al. [13] already demonstrate a first
approach of a simple channel-prediction attack.

2.2.2 CASCADE

The approach by Jana et al. [13] relies on Brassard et
al.’s iterative, interactive information reconciliation protocol
CASCADE [5]. In this protocol, Alice divides the prelimi-
nary key material into small blocks and sends parity infor-
mation of each block to Bob. Bob divides his key mate-
rial in the same way, computes parity check bits and checks
for mismatches. For each mismatch, Bob performs a binary
search on the block to find a correction vector which may
fix the errors. These steps are iterated a number of times to
ensure a high probability of success. However, CASCADE
requires interaction that may result in potentially zeroing the
conditional entropy [8].

2.2.3 Parity-Based Information Reconciliation
Zhang et al. [20] proposed a reconciliation scheme based

on linear block codes. In this protocol, Alice and Bob divide
the preliminary key material into k-bit vectors. By utiliz-
ing a linear block code C[n, k, d], Alice calculates and sends
the parity check bits to Bob. Bob applies the correspond-
ing decoder, whereby the required code word is composed
of Bob’s information vector and the received parity bits. If
the number of bit disagreements is smaller than t = bd−12 c,
synchronized key material is guaranteed.

2.2.4 Reconciliation Using Secure Sketches
Edman et al. [8] suggest the usage of a syndrome-based

reconciliation approach for channel-based key establishment
systems which uses secure sketches as defined by Dodis et
al. [6]. Our analysis shows that this scheme is the most effi-
cient one towards minimizing the information loss.

Figure 4 shows the process of the scheme. First, the chan-
nel profiles are divided into blocks of n bits, with n be-
ing the code word length of a C[n, k, d] BCH code. Alice
and Bob both start with the first block of quantized chan-
nel measurements yx that is given as the common channel
x with a unique error vector ex. Alice computes the syn-
drome syn(ya) of her block and sends it to Bob. Due to
the broadcast nature of the wireless channel, an eavesdrop-
per can overhear this message and therefore learn about the
common key material.

2.2.5 Correction Capabilities vs. Security
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Figure 3: Parameters of information reconciliation schemes using BCH code (generic C[255,k,d]): (a) Classically considered
properties, such as code rate and error correction/detection capability, are given. Further, the leftover conditional min-entropy
H∞(X|Y ) of parity-based (b) and syndrome-based (c) reconciliation are illustrated for several min-entropy values H∞(X).

Alice Bob

ya = x+ ea yb = x+ eb

−
syn(ya)

−−−−−−−−−−−−−−−−→
syn(e) = syn(yb)− syn(ya)
e = decode(syn(e))
y′a = yb − e

syn(y′a)
?
= syn(ya)

←−
{0, 1}

−−−−−−−−−−−−−−−−

Figure 4: Information reconciliation using secure sketches.

Providing a robust communication over a noisy channel
is the traditional application for error correction techniques.
As an example, code rates as well as the error correction and
detection capabilities for BCH codes (generic C[255,k,d])
are given in Figure 3(a). However, with respect to security
applications, the priority lies in the remaining conditional
min-entropy an adversary is not able recover, rather than on
the classical correction capabilities as we will show next.

We start analyzing the secure sketch approach assuming
the best case. This means that there are (1) no statistical de-
fects on preliminary key material, (2) no entropy losses due
to public communication of quantizers, and (3) no potential
eavesdropper measuring correlated channel profiles. There-
fore, the bitwise min-entropy of the code word ya can be as-
sumed as H∞(X) = 1. The amount of information that an
attacker can infer from eavesdropping syn(ya) corresponds
to the number of transmitted bits: p = n − k. Therefore,
k bits entropy for each block are retained.

In the next step we consider statistical defects in the pre-
liminary key material and estimate those by applying on-line
entropy estimation, e.g., by draft 800 − 90B of NIST [4]
as proposed above. For simplicity, we assume that no po-
tential attacker is close enough to measure correlated chan-
nel profiles, and further that a secure quantization scheme
is applied. The entropy per bit H∞(X), as provided by the
draft, may vary between [0, 1]. Addressing the information

loss Y due to the reconciliation interactions in combination
with the (estimated) min-entropy H∞(X), the leftover con-
ditional min-entropy H∞(X|Y ) is given for the average case
(AC) as well as for the worst case (WC):

HAC
∞ (X|Y ) = H∞(X) · k

n
(1)

HWC
∞ (X|Y ) = H∞(X)− n− k

n
(2)

for a code word with the length of n bit and rank k. Fur-
ther, as an example, an illustration of the leftover condi-
tional min-entropy for C[255,k,d] BCH codes is given in Fig-
ure 3(c). The results for the approach [20] are illustrated in
Figure 3(b). For future work H∞(X) could also consider
losses due to correlated observations of an eavesdropper and
revealed information of further public interactions.

3. PERFORMANCE EVALUATION
We implemented a channel measurement protocol on the

hardware platform Raspberry Pi. We equipped this small
computer with a TP-Link TLWN722N wireless USB adapter,
utilizing IEEE 802.11g and providing received signal strength
indicator (RSSI) values on a per-packet basis, as well as
a battery for mobility. The setup is specifically designed
to obtain synchronized measurements between three parties
within r−1p ≤ 5ms with a sampling rate of r−1s ≈ 10ms.
Further, we implemented a Matlab framework, including quan-
tization protocols from the literature [18, 2, 3, 14, 13, 12, 15,
1, 19] as well as the reconciliation schemes [20, 6] with the
on-line entropy estimation [4].

In the present paper, we focused on the following indoor
setup: Alice was positioned on a randomly moving robotic
platform (RMRP). Alice and Bob are separated by a distance
of on average 10m and a standard deviation of 4.6m.

3.1 Results
The results of the on-line entropy estimation over time are

given in Figure 5(a). Here the draft 800 − 90B of NIST [4]
is applied and the worst-case estimation result of the five



0 5,000 10,000 15,000
0

0.2

0.4

0.6

0.8

1

Blocks of 128 Samples

E
n
tr
o
p
y

Ambekar Aono

Azimi ASBG

ASBG-MB Tope

Hamida Patwari

Mathur Zenger

(a)

21 22 23 24 25 26 27
0

0.2

0.4

0.6

0.8

1

Downsampling factor

(b)
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Figure 6: Example of evaluation results of the key material.
The bit disagreement rate (BDR) distribution of the key ma-
terial is illustrated as a box plot (Jana et al. [13] for down-
sampling factors 1, 2, 4, 8, 16). Its position is based on the
result of the estimated entropy. The position identifies the
boundary of secure code parameters represented by t/n.

tests is used. Because of the high channel sampling rate
rs of 100Hz, the key material is highly correlated in time
and therefore the estimated entropy is relatively low. Reduc-
ing the sampling rate (applying downsampling in our frame-
work) helps to find the optimal sampling rate at the maxi-
mum estimated entropy as demonstrated in Figure 5(b). The
stagnation of the estimated entropy at the downsampling rate
of≈ 24 might depend on statistical defects of the quantizers.

For demonstration, we apply single-bit quantization by
Jana et al. [13] and the information reconciliation scheme
by Dodis et al. [6] wiht a C[255,k,d] BCH code. We in-
troduce the error correction rate (ECR) as the ratio of cor-
rectable errors to the length of the code word: t

n , with t =

bd−12 c. The ECR depends on the chosen code parameter
and does not include any security metric. Figure 6 illustrates
our evaluation strategy based on the estimated entropy using
the draft 800 − 90B of NIST [4]. The highest possible t/n
ratio for the worst case of HWC

∞ (X|Y ) that fulfills the se-

curity requirements of not zeroing the conditional entropy,
i.e., n−k

n < H∞(X), (please refer to (2) of section 2.2.5) is
plotted as a serrated line. In other words: we try to achieve
the highest secure error correction performance. Applying
these boundaries, the system is able to select the remaining
subset of secure codes, based on the estimated entropy. Note
that these assumptions are applicable to the system indepen-
dently from the used quantization scheme.

Each of the box plots refers to one downsampling fac-
tors and shows two metrics of our example application of the
quantization scheme by Jana et al. [13]. The horizontal posi-
tion represents the estimated entropy value. The box plot it-
self shows the distribution of the blockwise bit disagreement
generated by the quantization scheme. The example shows
that for this scheme only a few blocks at the lower extreme
are reconcilable securely. However, applying downsampling
to address oversampling improves the estimated entropy and
therefore allows a higher error correction rate which leads to
better performance of the system.

The channel profiles per secret key rate (SKR) indicates
how many channel profiles are processed on average to gen-
erate a key with a 128-bit security level. It is a function de-
pending on the distribution (box plot) of the bit disagreement
rate (BDR), the estimated entropy, and the chosen code pa-
rameter. The decoding may lead to false-positive error cor-
rection caused by overly high bit disagreement of the pre-
liminary key material. Therefore, a key verification fail ratio
(KVFR) is given. We summarize the results in Table 1.

The results of the on-line entropy estimation implies that
statistical defects and therefore a point of attack are given if
no correct code parameter are applied, which are not treated
in previous (off-line) approaches. Further, we propose the
use of the highlighted subset of schemes because they do
not require additional information exchange, which could
lead to security vulnerabilities. Among them, the single bit
scheme of Azimi et al. [3] and the multibit scheme by Jana et
al. [13] fulfill the security requirements. The duration time
on average for Azimi et al.’s scheme to establish a secret key
with a security level of 128 bits is 87 s; Jana et al.’s multibit
scheme requires 58 s on average.

Table 1: Evaluation results of different quantizations
schemes and corresponding code parameters resulting in a
maximum SKR for average-case conditional min-entropy.

Quantizer BCH SKR KVFR

Tope et al. [18] C[255,223,9] 37213 0.0469
Aono et al. [2] C[255,231,7] 13456 0.0395
Azimi et al. [3] C[255,87,53] 8692 0
Mathur et al. [14] C[255,223,9] 5526 0
ASBG [13] C[255,223,9] 6598 0.0332
ASBG-multibit [13] C[255,87,53] 5795 0
Hamida et al. [12] C[255,47,85] 125346 0
Patwari et al. [15] C[255,47,85] 2676 0
Ambekar et al. [1] C[255,223,9] 3593 0.0181
Zenger et al. [19] C[255,45,87] 340225 0



4. CONCLUSION
Prior work has documented the effectiveness of channel-

based key extraction systems in improving key generation
rates and reducing bit disagreements. This paper extends re-
cent key extraction protocols which typically rely on channel
abstractions that are not fully substantiated. In the present
paper, we investigate on-line statistical testing for channel-
based key extraction which is independent from channel ab-
stractions due to the capability to verify the entropy of the
resulting key material on the fly. We point out an impor-
tant security breach if proper statistical testing is not applied.
Finally, we address the common goal of achieving crypto-
graphic keys with a security level of 128 bits on the basis of
on-line entropy estimation. Therefore, we performed real-
world evaluations and provide performance results of several
protocols from the literature.
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