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Abstract. Manual handling involves transporting of load by hand through lift-

ing or lowering and operators on the manufacturing shop floor are daily faced 

with constant lifting and lowering operations which leads to Work-Related 

Musculoskeletal Disorders. The trend in data collection on the Shop floor for 

ergonomic evaluation during manual handling activities has revealed a gap in 

gesture detection as gesture triggered data collection could facilitate more accu-

rate ergonomic data capture and analysis. This paper presents an application de-

veloped to detect gestures towards triggering real-time human motion data cap-

ture on the shop floor for ergonomic evaluations and risk assessment using the 

Microsoft Kinect. The machine learning technology known as the discrete indi-

cator - precisely the AdaBoost Trigger indicator was employed to train the ges-

tures. Our results show that the Kinect can be trained to detect gestures towards 

real-time ergonomic analysis and possibly offering intelligent automation assis-

tance during human posture detrimental tasks.  
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1 Introduction 

A high incidence of Work-Related Musculoskeletal Disorders (WMSDs) in the manu-

facturing and construction industries due to daily repetitive manual handling activities 

that involve lifting, lowering, pulling, pushing, carrying or moving [1,2,3] by workers 

calls for adequate ergonomic evaluation and correct risk assessment. However, correct 

application of ergonomic assessment tools requires systematic and comprehensive 

approach to data collection [4,5]. A tool that can enable this as well as provide an 

opportunity for real-time feedback is the Microsoft Kinect [6]. 

This paper investigates how the Microsoft Kinect v2, henceforth called Kinect, can 

be trained to detect the manual handling activities on the shop floor towards enabling 

accurate data collection for ergonomic evaluations and risk assessment. It further 

describes how the Kinect is trained to capture data for automatic ergonomic assess-

ment with the eventual goal of providing real-time feedback to both a human and a 

robot-cooperation system. Such feedback will inform the human to take corrective 
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posture changes and also provide commands to enable the robot-cooperation system 

take a decision on when it is needed by the human for assistance.  Our contribution 

ensures that only data related to a manufacturing activity of focus (such as lifting or 

lowering of loads) is recognized and recorded. This leads to more accurate ergonomic 

analysis as well as lower data and computational processing requirements during real-

time monitoring. The Kinect v2 is a low-cost, gaming, depth sensing device utilized 

for human motion capture as well as human-computer interactions. It consists of a 

depth sensing technology, a built-in color camera, an infrared (IR) emitter as well as a 

microphone array and is an upgrade from the previous v1 model [7]. It is able to sense 

the location, movement and voices of people and can track up to six people and 25 

joints for each person. 

1.1 Literature Review of Camera-Based Data Collection for Industrial 

Ergonomics Analyses 

Literature survey has shown that in order to collect human motion data on the shop 

floor for ergonomic analysis, real-time monitoring of workers is a key requirement. 

This is because lifting and carrying among operators in factories if not well monitored 

can be detrimental to the worker’s health [8]. When workers are monitored and guid-

ed during any manufacturing process, it leads to overall reduction in production er-

rors. To achieve this, video capture systems are often used. In [9], a video camera was 

used to monitor the working postures of palm oil harvesters. It involved taking snap-

shots of awkward postures with the significant postures captured for onward ergo-

nomic assessment. A similar technique was used by [10,11] to collect data for ergo-

nomic risk assessment. It involved monitoring and taking photograph of operators 

while performing a lifting/lowering task on an auto parts shop floor as well as techni-

cians while changing brake shoes of freight wagons at a railway maintenance. In an-

other experiment to investigate the risk of developing WMSDs among bicycle repair 

workers, [12] used still photography and video photography to collect the data needed 

for the risk assessment. These methods, though easy to use, are time consuming, unre-

liable [13], and do not give the 3D information as well as accurate joint information of 

workers in congested workplaces.  

In order to find a more suitable and more convenient method for data collection on 

the Shop floor, [5] compared the use of Kinect for data collection with the use of ob-

servation methods during an ergonomic assessment of postural load using OWAS. 

The Kinect was found to yield many benefits as it is easy to use, required less time for 

data processing and does not interfere with the work process – all at low cost. Conse-

quently, this work focuses on the use of the Kinect sensor for more accurate capture 

of 3D data. 

Experiments have shown that the Kinect is capable of generating accurate Kine-

matic information required to fill an ergonomic assessment grid such as the RULA 

grid. The accuracy of the Kinect to perform this function was ascertained by [6], using 

large set of work poses at different Kinect positions with the joint positions, joint 

angles as well as RULA scores as inputs. The result showed that the accuracy of the 

pose estimation is influenced by the Kinect position and that error occurred when the 

human arm aligns with Kinect. They however, concluded that Kinect is a useful mo-

tion capture tool for ergonomic evaluation. A Kinect - based real-time ergonomic 



analysis of only lifting operation has been developed in the past. This work integrated 

a static ergonomic model with the Kinect and the system was found to measure the 

recommended weight limit and strain on worker’s skeleton [8]. [14] in their study 

demonstrated that the Kinect can be used in a real world setting. [15,16] used it to 

monitor the posture variation of seated human operators so as to detect any deviation 

from the correct posture. In [17], Kinect was used to collect data for postural control 

assessment during a functional reach and standing balance task. In [18], it was used to 

monitor lifting operations by tracking in real-time, the body joint angles during the 

operation with the aim of recommending correct and safe lifting techniques. In order 

to ensure continuous coverage of large spaces, [19] used multiple Kinect sensors inte-

grated with JACK human simulation software to track skeletal data of operators per-

forming fastening operation so as to scale the Kinect data into JACK for onward real 

time ergonomic evaluation using the Rapid Upper Limb Assessment (RULA) tool in 

JACK. 

The use of ergonomic analysis with robot-cooperative system for purposes of re-

ducing WMSDs has also been investigated in various forms in literature. For example, 

[20] proposed the Human Centric Automation concept using robots and Kinect. Their 

work involve using the Kinect to capture real time motion data for automatic ergo-

nomic assessment so as to utilize the ergonomic scores obtained as a feedback to in-

form the system on when robots are needed to assist. This leads to reduced physical 

workload, minimized production errors, decreased risk of WMSDs, as well as in-

creased performance. 

However, the previous researches in which the Kinect was used to monitor and 

track human operators faced significant challenges because the version of the Kinect 

used was the Kinect v1. Unlike Kinect v2, Kinect v1 could not detect gestures associ-

ated with manual handling as a result of the absence of the Visual Gesture Builder as 

well as the Kinect Studio which are special tools found in the Kinect for Windows 

Software Development Kit (SDK) 2.0. The importance of gesture detection cannot be 

overemphasized as it helps to ensure more accurate data capture for ergonomic evalu-

ations. This work will describe in details, how the Kinect v2 can be trained to detect 

gestures applicable to manual handling activities. The goal is that through gesture 

detection, real - time ergonomic analysis can be achieved with real-time feedback to 

both human and robot-cooperation system so as to possibly offer intelligent automa-

tion assistance during human posture detrimental tasks, thereby leading to a reduction 

in overall data analysis as well as overall production errors. 

2 Methodology 

In this section, we discuss how the SDK tools for the Microsoft Kinect were used to 

detect gestures to trigger data recording for analysis. We focus on two gestures:  load 

lift and load lowering.  

Basically, the two main methods of detecting gestures using Kinect are the detec-

tion method which comprises of the Heuristic approach, and the Machine Learning 

(ML) which involves data sources and recording of clips using the Kinect studio [21]. 

In this work, the ML approach is employed because the VGB has the ability to facili-



tate ML techniques into the user’s gestures by employing both the recorded and the 

tagged data. 

Usually, for ML in VGB, data is recorded in clips using the Kinect Studio. The Ki-

nect Studio which enables developers to record clips which are imported into the 

VGB solution for proper training and testing of the gestures [22]. In this work, the 

Adaboost Trigger indicator, which is a detection technology that produces discrete 

results, was used to train the gestures. This is because the gestures are trained as dis-

crete gestures.  

The methods involved in the creation of gesture, training and analysis of the ges-

tures include: (i) the skeletal data of the trainer is recorded while lifting and lowering 

some load, using the Kinect Studio. The trainer is recorded while performing these 

operations at a particular position from the Kinect, called the central location.  (ii) The 

processed (XEF) files which are in clips are imported into the VGB by creating new 

solutions in VGB in which the clips are added to projects. The project, when created 

in the new solution, automatically splits into two, one for the building/training data 

and the other for the testing/analysis data. (iii) The gestures are tagged in VGB. 

(iv)The gestures are then built and analyzed using VGB. (v) The trained gestures’ file 

known as the .gbd file are then used to write the codes in the Discrete Gesture Basics 

tool which is a tool in the Kinect for Windows SDK 2.0. (vi) The gestures are further 

tested on other locations on another environment in front, beside, and behind the cen-

tral location to establish if the gestures can be trained in an environment and be de-

tected on another environment and also to establish the points beyond which the ges-

tures can no longer be detected in the workplace. 

2.1 Experimental Setup 

The components used in this experiment is the hardware component which is the Ki-

nect v2 sensor, a Laptop, tables of the same height, a work piece for lifting, and the 

software component which include the Color Basics, the Kinect Studio, the VGB 

Preview, the VGB Viewer – Preview and the Discrete Gesture Basics. The software 

components are all found in the Kinect for Windows SDK 2.0. 

In order to investigate the effectiveness of the Kinect in detecting gestures at vari-

ous distances and angles, measuring points in the environment were set up as depicted 

in Table 1 and Figure 2. These points are taken within the field of view of the sensor. 

At each point, the confidence level of the Kinect at detecting gestures was tested. In 

these experiments, a lifting gesture and a lowering gesture is carried out in a room to 

depict the actual lifting of a part by an operator in a manufacturing environment. 

 

 

Fig. 1. 3D Representation of the Training Environment 



 

Fig. 2. Schematic representation of the experimental set up showing the various locations 

Table 1. Detailed experimental design 

Angle (°) Distance from the Kinect 

Low (1 meter) Mid (2 meters) High (3 meters) 

60 𝑃1 𝑃4 𝑃7 
90 𝑃2 𝑃5 𝑃8 

120 𝑃3 𝑃6 𝑃9 

3 Results 

3.1 Gesture Training Results 

The Figure below depict the training of the lifting and lowering gestures. During 

training, 30 lowering gestures were used resulting in 2742 labelled examples with an 

average Root Mean Square value (RMS) of 0.243 and over 253 frames while 32 lift-

ing gestures were used resulting in 3079 labelled examples with an average RMS of 

0.299 and over 445 frames. Furthermore, an accuracy of 100% was obtained while the 

error was found to be 0%.  

 

  

Fig. 3. Training of the Lifting Gesture (a) and training of the Lowering Gesture (b). 
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Fig. 4. Live Previews at points 1 to 9 



3.2 Testing of Trained Gestures Using the Visual Gesture Builder Viewer 

(Live Preview) 

The gestures were tested on various locations in another environment as seen in table 

1 and figure 2 using the VGB Viewer, with the results of the lifting gesture shown in 

Figure 4. The result shows that at 𝑃3 and 𝑃9, the confidence of the Kinect at detecting 

gestures was very low and could be questionable. This suggests that Kinect placement 

in the environment will affect the accuracy of the gesture detection. 

3.3 Coding the Gestures using the Discrete Gesture Basics. 

The .gbd file data generated after training and testing the gestures are utilized by the 

programmer as a criteria for creating both lifting and lowering gestures using the Dis-

crete Gesture Basics of the Kinect for windows SDK 2.0 and used for coding discrete 

gestures. It provides the best thresholds as well as the .gbd files required for coding 

the gestures. Prototyping with VGB is very important as the classifiers generated is 

useful for the coding in the Heuristic approach. The program developed is then uti-

lized for detecting lifting and lowering gestures during real time ergonomics evalua-

tion. 
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Fig. 5. Lifting Gesture (a) and lowering gesture (b), after coding with the Discrete Gesture 

Basics 

4 Discussion 

To collect motion data on the shop floor for Ergonomic evaluations and correct Risk 

Assessment, an application has been developed which utilizes the motion sensing 

technique of the Microsoft Kinect sensor. The application detects manual handling 

gestures such as lifting and lowering on the shop floor. The details are discussed as 

follows: As mentioned previously, Training accuracies for the gestures used were 

100% while the error was found to be 0%. 



Figure 4 depict the live previews of the lifting gesture at different locations as rep-

resented in Table 1 and Figure 2. It was obtained when the gestures were tested on 

other locations in another environment in front, beside, and behind the central location 

to establish if the gestures can be trained in an environment and be detected on anoth-

er environment and also to establish the points beyond which the gestures can no 

longer be detected in the workplace. A closer look at these data shows that at points 3 

and 9, the confidence of the Kinect to detect the gesture is slightly lower than at other 

points. One can therefore conclude that below angle 60° and above angle 120°, the 

Kinect may not be able to detect any gesture. 

Finally, the result of the trained data is utilized in writing the appropriate code in 

the Discrete Gesture Basics so as to enable the Kinect to detect the gestures. Figure 5 

shows the Kinect tracking humans while lifting and lowering an object. A minimum 

of six workers can be tracked at the same time using this sensor.  

This application, is intended for use by integrating it with another data collection 

application developed by the authors of this paper which is a program developed us-

ing the Application Programming Interfaces (APIs) provided by the Kinect for Win-

dows SDK 2.0 and which include the Windows Runtime APIs, .NET APIs and a set 

of native APIs, precisely the Windows Presentation Foundation (WPF) Application of 

the .NET Framework 4.5 in Visual Studio 2013. It can track, measure and record the 

angle of the joints of any human and the 3D skeletal joint positions (X, Y, and Z) in 

millimeters. The framework in Figure 6 shows how the Kinect can utilize both the  

 

 

Fig. 6. A framework for Real-time data collection for Ergonomic evaluation using Kinect 



developed application and the written algorithm to effectively extract the motion data 

of human operators for real-time ergonomic evaluations and correct risk assessment 

with the view to offer intelligent automation assistance during human posture detri-

mental tasks on the manufacturing shop floor. 

5 Conclusion 

In the past, several methods were used to collect human motion data on the shop floor 

for ergonomic analysis. These include the self-report such as interviews and question-

naires; Observation methods such as video capture and Direct methods using the 

wearable marker sensors. The use of marker less sensors such as the Microsoft Ki-

nect, which is a low-cost, gaming, depth sensing device utilized for human motion 

data capture, has been employed recently to capture data for ergonomic analysis. 

However, none of the technologies employed by previous researchers have considered 

the detection of gestures and how this can improve the accuracy of the data collection 

process.  

This paper therefore presents an application developed to enable real-time human 

motion data capture on the shop floor for ergonomic evaluations and possible automa-

tion assistance through gesture detection, using the various tools in the Kinect for 

windows SDK 2.0. In the work, an experiment was conducted in which the Kinect 

was trained to detect manual handling gestures of the workers. This can be beneficial 

on the manufacturing shop floor to monitor in real-time, the workers with the overall 

aim of collecting their motion data for ergonomic evaluation with adequate feedback 

to both human operators and robot cooperation system.  

Finally, a framework, which shows how the developed application can be used to 

collect real-time human motion data on the shop floor towards ergonomic evaluation 

and intelligent automation assistance, is presented.  

6 Future Work 

In the future, we plan to complete the research by conducting the ergonomic analysis 

using an appropriate tool and also to develop a feedback system using the Kinect 

which gives feedback to the human operators concerning any detrimental work pos-

tures and the robot cooperation system on when the robots are needed to assist, as 

shown in figure 6. 

 

Acknowledgments. The authors would like to acknowledge the Petroleum Technolo-

gy Development Fund, PTDF Nigeria for supporting this work by sponsoring the PhD 

of one of the authors. 



References 

1. Batish, A., Singh, T. P.: MHAC - An assessment tool for analyzing manual material han-

dling tasks. International Journal of Occupational Safety and Ergonomics. 14, 2, 223-235 

(2008) 

2. Santos-Reyes, J. R., Burciaga-Ortega, A. R.: Manual handling operations risk assessment. 

In: European Safety and Reliability Annual Conference, 1897-1903. Reliability, Risk and 

Safety: Back to the Future, ESREL 2010, Rhodes, Greece (2010) 

3. Burciaga-Ortega, A., Santos-Reyes, J.: Manual handling risk assessment: The case of lift-

ing and carrying operations in the construction industry. In: 10th International Conference 

on Probabilistic Safety Assessment and Management, 2, 1722—1729. Seattle, United 

States (2010) 

4. Okimoto, M. L. L. R., Teixeira, E. R.: Proposed procedures for measuring the lifting task 

variables required by the Revised NIOSH Lifting Equation – A case study. International 

Journal of Industrial Ergonomics. 39, 1, 15-22 (2009) 

5. Diego-Mas, J. A., Alcaide-Marzal, J.: Using Kinect™ sensor in observational methods for 

assessing postures at work. Applied Ergonomics. 45, 4, 976-985 (2014) 

6. Plantard, P., Auvinet, E., Pierres, A. S. L., Multon, F.: Pose Estimation with a Kinect for 

Ergonomic Studies: Evaluation of the Accuracy Using a Virtual Mannequin. Sensors. 15, 

1, 1785-1803 (2015) 

7. Duncan, G.: Kinect 1 vs. Kinect 2, a quick side-by-side reference, Channel 9, 

https://channel9.msdn.com/coding4fun/kinect/Kinect-1-vs-Kinect-2-a-side-by-side-

reference (2014) 

8. Martin, C. C., Burkert, D. C., Choi, K. R., Wieczorek, N. B., McGregor, P. M., Herrmann, 

R. A., Beling, P. A.: A real-time ergonomic monitoring system using the Microsoft Kinect. 

In: 2012 IEEE Systems and Information Engineering Design Symposium, SIEDS 2012. 

50-55. Charlottesville, VA; United States (2012) 

9. Deros, B. M., Khamis, N. K., Mohamad, D., Kabilmiharbi, N., Daruis, D. D. I.: Investiga-

tion of oil palm harvesters' postures using RULA analysis. In: 3rd IEEE Conference on Bi-

omedical Engineering and Sciences: "Miri, Where Engineering in Medicine and Biology 

and Humanity Meet", 287-290. Kuala Lumpur; Malaysia (2015) 

10. Hernan, U. J., Paola, R. M.: Assessment and strategic approach for ergonomic issues in 

critical jobs in the oil and gas workforce. In: SPE/APPEA International Conference on 

Health, Safety, and Environment in Oil and Gas Exploration and Production. Perth, Aus-

tralia (2012) 

11. Singh, S., Kumar, R. and Kumar, U.: Applying human factor analysis tools to a railway 

brake and wheel maintenance facility. Journal of Quality in Maintenance Engineering. 21, 

1, 89-99 (2015) 

12. Mukhopadhyay, P., Jhodkar, D., Kumar, P.: Ergonomic risk factors in bicycle repairing 

units at Jabalpur. Work, 51, 2, 245-254 (2015) 

13. Peppoloni, L., Filippeschi, A., Ruffaldi, E., Avizzano, C. A.: A novel wearable system for 

the online assessment of risk for biomechanical load in repetitive efforts. International 

Journal of Industrial Ergonomics. 52, 1-11 (2016) 

14. Prabhu, V. A., Tiwari, A., Hutabarat, W., Turner, C.: Monitoring and Digitising Human-

Workpiece Interactions during a Manual Manufacturing Assembly Operation using Kinect. 

Trans Tech Publications, Switzerland. 572, 609-612 (2014) 

15. Paliyawan, P., Nukoolkit, C., Mongkolnam, P.: Office workers syndrome monitoring using 

Kinect. In: Proceedings of the 20th Asia-Pacific Conference on Communication. 58-63 

(2015) 

https://channel9.msdn.com/coding4fun/kinect/Kinect-1-vs-Kinect-2-a-side-by-side-reference
https://channel9.msdn.com/coding4fun/kinect/Kinect-1-vs-Kinect-2-a-side-by-side-reference


16. Uribe-Quevedo, A., Perez-Gutierrez, B., Guerrero-Rincon, C.: Seated tracking for correct-

ing computer work postures. In: Proceedings - 29th Southern Biomedical Engineering 

Conference. 169 (2013), 

17. Clark, R. A., Pua, Y., Fortin, K., Ritchie, C., Webster, K. E., Denehy, L., Bryant, A. L.:  

Validity of the Microsoft Kinect for assessment of postural control. Gait & posture. 36, 3, 

372-377 (2012) 

18. Delpresto, J., Duan, C., Layiktez, L. M., Moju-Igbene, E. G., Wood, M. B., Beling, P. A.: 

Safe lifting: An adaptive training system for factory workers using the Microsoft Ki-

nect. IEEE Systems and Information Engineering Design Symposium, SIEDS 2013, 64-69. 

(2013) 

19. Daphalapurkar, C. P.: Development of Kinectᵀᴿ applications for assembly simulation and 

ergonomic analysis. Masters Theses. Paper 7287 (2012) 

20. Nguyen, D., Kleinsorge, M., Postawa, A., Wolf, K., Scheumann, R., Krüger, J., Seliger, 

G.: Human Centric Automation: Using marker-less motion capturing for ergonomics anal-

ysis and work assistance in manufacturing processes. In: 11th Global Conference on Sus-

tainable Manufacturing. 586 – 592 (2013) 

21. Lower, B.: Custom Gesture End to End with Kinect and Visual Gesture Builder. Video Tu-

torial, Channel 9, https://channel9.msdn.com/Blogs/k4wdev/Custom-Gestures-End-to-

End-with-Kinect-and-Visual-Gesture-Builder (2014)  

22. Visual Gesture Builder: A Data-Driven solution to Gesture Detection. Microsoft (2013) 


