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Abstract— The Transmitted-Reference (TR) signaling scheme
in conjunction with the Auto-correlation Receiver (AcR) has
gained popularity in the last few years as low-complexity system
architecture for Ultra Wide Band (UWB) communications. Since
the signal template used for the demodulation is directly obtained
from the received signal, not only the noise but also the inter-
ference caused by a narrowband (NB) system operating in the
same bandwidth corrupt both the data and the reference pulses.
In this paper we study the effects of a single-tone interferer on the
performance of a TR system, measured in terms of probability
of error. We also propose to use a bank of notch filters for the
detection and the suppression of the NB signal.

I. INTRODUCTION

Auto-correlation Receivers (AcR’s) [1] re-emerged a few
years ago as a possible sub-optimum low-complexity receiver
architecture for Ultra Wide Band (UWB) communication
systems [2], [3]. Originally proposed in the sixties [4], [5], in
conjunction with the Transmitted-Reference (TR) modulation
format, they have the great advantage to simplify signal
synchronization and to avoid channel estimation. Especially
the latter task appears to be extremely challenging in UWB
channels, where tens or even hundreds of resolvable mul-
tipaths [6] must be estimated in order to implement the
conventional RAKE receiver. The key feature of TR systems
is the transmission, together with the data-modulated pulse,
of an un-modulated pulse, which is used at the receiver as
”reference” for signal demodulation. Thereof, the nomencla-
ture of transmitted-reference. Since both the pulses undergo
the same channel distortion, the received un-modulated pulse
is used as estimate of the channel response. At the receiver the
reference-pulse is time-aligned, through a delay-line, with the
data pulse, and then the two pulses are correlated with each
other over a certain integration time, providing the required
level of energy for the detection of the transmitted data. In
this way, a noisy estimate of the channel is directly obtained
from the received signal, and as mentioned before the difficult
task of channel estimation is avoided.

The requirements of cheap and low-power consuming re-
ceivers well motivates the renewed interest towards this class
of receivers. On the one hand research has been devoted to

mitigation of the noise in the reference pulse, and into the char-
acterization of the inter-pulse interference occurring at high
data rate due to the multipath propagation. On the other hand
much less efforts have been addressed in studying the effects
of a narrowband interferer (NBI) on the TR performance [7],
[8]. Being the interference of these narrowband (NB) systems
a matter of concern in the optimum receiver [9], yet it becomes
even more serious in TR systems, where the interference
affects both the data-pulse and the reference-pulse.

The interference in the reference pulse can be mitigated
by averaging the reference pulse in the time domain, by
introducing a feed-back loop and based on the assumption that
the interference is uncorrelated with the UWB signal [10].
This solution has been also proposed to mitigate the noise
power [3], but its hardware implementation appears to be quite
complex. The most serious impairment is due to the auto-
correlation of the NBI, present both in the data and reference
pulse. In our previous work [8] we showed how to cancel
it through the joint design of chip and delay hopping codes,
while in [11] LS and MMSE detectors have been proposed to
mitigate the overall interference.

Besides the NB autocorrelation, the TR-AcR performance
are also affected by the NBI-with-noise and NBI-with-signal
cross-correlations. The former term represents nothing but an
increased level of the noise power, and the latter is shown in
this paper to follow a Gaussian distribution, which ultimately
can be englobed in the AWGN power. These terms can be
suppressed only if the NB signal is cancelled from the received
signal before performing the auto-correlation. Motivated by
the ultrawide ratio between the bandwidths of the desired and
interference signals, we propose to cancel the NBI with a sub-
band notch filter, with the draw-back of reducing the useful
signal energy. The system model is presented in Sections II,III,
and the performance of the proposed scheme in Section IV.
Finally, conclusions are drawn in Section V.

II. TRANSMITTED REFERENCE WITHOUT NBI

We first briefly introduce the system model for the trans-
mitted reference scheme. In order to illustrate the concept of
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the transmitted reference system we present in this section the
signal model without the narrowband interference.

The symbol energy is split into Nd doublets, each one of
them consisting of two pulses delayed in time by Dj [ns], j =
0 . . . Nd−1. Each pulse, denoted with w(t), has a duration Tw

of a few hundreds of picoseconds, and its energy is normalized
to unity, i.e.

∫
w2(t)dt = 1. The set of elements Dj is here

referred to as the delay hopping code, and all of them are
chosen to be larger than Tw + Th, where Th is the duration
of the UWB multipath channel hUWB(t), so that interference
among pulses of the same doublet is avoided. Each doublet
is repeated every Td [ns], with Td > Tw + Th + max Dj .
This condition excludes the possibility of interference between
adjacent doublets. A mathematical representation of the UWB
transmitted signal stx(t) is given by

stx(t) =
√

Ew

∞∑
n=−∞

w(t−nTd)+anw(t−nTd−Dn mod Nd
).

The first pulse of each doublet is used as the signal template
for demodulation of the data conveyed by the second pulse.
Indeed, the amplitude of the modulated pulse is given as an =
dbn/Nd

cbn mod Nd
, where dbn/Ndc is the binary data which

takes values in the set {1,−1} and is repeated for each of the
Nd doublet, and bj , j = 0, . . . , Nd− 1 is the jth element of a
chip code with alphabet {1,−1} and periodicity equal to Nd.
The received signal after a pre-filter with bandwidth W can
be written as

r(t) = s(t) + n(t) (1)

where n(t) is additive Gaussian noise with power spectral
density N0/2 within the bandwidth of interest W , and

s(t) =stx(t) ∗ hUWB(t), (2)

assuming that the pre-filter does not distort the input signal. We
model the UWB channel with the conventional representation

hUWB(t) =
L−1∑

l=0

hlδ(t− tl), (3)

where L is the total number of multipaths, and hl, tl the
amplitude and arrival time of the lth path. By defining g(t) =
w(t) ∗ hUWB , and by considering without loss of generality
the observation of only one symbol, the received UWB signal
can be rewritten as

s(t) =
√

Ew

Nd−1∑

j=0

g(t− jTd) + ajg(t− jTd −Dj), (4)

with 0 ≤ t ≤ NdTd. The receiver consists then of Nd

branches, each one provided with a delay-line matched to one
of the elements of the delay hopping code {Dj}, and with an
integrator. The output of the receiver branch j is described by

zj =
∫ jTd+TI

jTd

r(t)r(t + Dj)dt. (5)

Thus, the data modulated pulse is first time-aligned and then
correlated with the data-unmodulated pulse, which provides

a noisy estimation of the UWB channel response. The chip
code is then removed by means of multiplication, and all the
outputs zj are then coherently combined to form the decision
variable

z =
Nd−1∑

j=0

bjzj = dφ + n, (6)

where the useful energy for the data detection is given by

φ = NdEw

∫ TI

0

g2(t)dt, (7)

which turns to be a random variable since the signal g(t) is
a stochastic process. The noise term n can be modeled as a
Gaussian random variable, with zero mean and variance

σ2
n = N0

(
φ + TW

N0

2
)
, (8)

where T = TINd is the overall integration time for the
symbol detection. Conditioned to the channel hUWB(t), or
equivalently to the r.v. φ, the bit error probability is simply
given by

P (e|φ) = Q
( φ

σn

)
. (9)

III. TRANSMITTED REFERENCE WITH NBI

In this Section we look at the effects of a narrowband
signal on the performance of the UWB TR-AcR. We find
it convenient and reasonable to model the NBI at the UWB
receiver front-end as a single tone sinusoidal signal. Hence,

i(t) =
√

2I cos(ωit + θi) ∗ hNB(t), (10)

represents the received interferer signal, with transmitted
power equal to I , at the frequency fi = 2πωi, with phase θi,
and after the frequency-flat fading channel hNB = βδ(t− t0),
where β is the channel gain and t0 the time shift. Note that the
equivalent baseband model is not used and the signal is real
valued. We shall englobe the phase shift ωit0 in the phase θi,
which can be modelled as a r.v. uniformly distributed over
the interval [0, 2π). Then, by defining Iβ , β2I , we can
rewrite (10) as

i(t) =
√

2Iβ cos(ωit + θi). (11)

The decision variable at the AcR’s output changes into

z =
Nd−1∑

j=0

bj

∫ jTd+TI

jTd

[r(t) + i(t)][r(t + Dj) + i(t + Dj)]dt

= φ + n + χ, (12)

where χ is the extra nuisance term due to the NB signal.
We can decompose it as the sum of three terms, i.e. χ =
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χ(i) + χ(ii) + χ(n), each one given by

χ(i) =
√

Ew

Nd−1∑

j=0

bj

∫ TI

0

g(t)i(t + jTd + Dj)dt

+
√

Ew

Nd−1∑

j=0

bjaj

∫ TI

0

g(t)i(t + jTd)dt, (13)

χ(ii) =
Nd−1∑

j=0

bj

∫ jTd+TI

jTd

i(t)i(t + Dj)dt (14)

χ(n) =
Nd−1∑

j=0

bj

∫ jTd+TI

jTd

[n(t)i(t + Dj) + i(t)n(t + Dj)]dt.

(15)

We now examine each term separately. In order to study χ(i),
we need to analyze the following integral

∫ TI

0

g(t)i(t + τ)dt (16)

for a generic time-shift τ , then to replace it with the proper de-
lays as indicated in (13) and finally to evaluate the summation.
As shown in [8], (16) can be written as

∫ TI

0

g(t)i(t + τ)dt =
√

2Iβ Re
{

G(fi)e−i(τ+θi)
}

, (17)

where G(fi) = |G(fi)| eiθG is the Fourier transform of g(t)
computed at the frequency f = fi. Substituting (17) in (13),
we obtain

χ(i) =
√

Ew

√
2Iβ |G(fi)| |Γ| cos(ϕ), (18)

where

Γ =
Nd−1∑

j=0

(bje
−i2πfiDj + d)e−i2πjfiTd , (19)

ϕ = θG+θΓ−θi, and θΓ is the phase of the complex number Γ.
The random variable Γ can be regarded as a two-dimensional
random walk. Thus, the distance from the origin, i.e. |Γ|, is
Rayleigh distributed, with E{|Γ|2} = 2Nd. Also, the phase θΓ

is uniformly distributed in the interval [0, 2π), as well as ϕ.
Hence, |Γ| cos(ϕ) is a zero mean Gaussian random variable
with variance Nd. Using the notation x ∈ N (µ, σ2) to denote
a Gaussian r.v. with mean value equal to µ and variance σ2,
we can write

χ(i) ∈ N (0, Es |G(fi)|2 Iβ), (20)

where Es = 2NdEw is the transmitted energy per symbol.
Assume the energy of w(t) were uniformly distributed over the
bandwidth W . Since the energy of the transmitted monocycle
w(t) is equal to one, and the expected value of the channel
frequency response |H(fi)| can be normalized to one, we
would obtain that the expected value of |G(fi)|2 is equal to
1/W . Writing with I0 = Iβ/W the interference power spectral
density, the interference term would be χ(i) ∈ N (0, EsI0),
revealing that the overall effect of the term χ(i) is to increase
the power spectral density from N0 to N0 + I0.

The analysis of the term χ(ii) can be reduced to the
investigation of

Aj =
∫ jTd+TI

jTd

cos(ωit + θi) cos[ωi(t + Dj)θi]dt.

Applying the well known trigonometric identities we can write

Aj =
1
2

∫ jTd+TI

jTd

cos(2ωit + ωiDj + θi)dt

+
1
2

∫ jTd+TI

jTd

cos(ωk′Dj)dt (21)

As an application of the Riemann-Lebesgue lemma from
integral calculus [12], the first integral in (21) is negligible
if 4πωi À T−1

I , which is usually the case (e.g. TI = [20, 100]
ns and 2πωi = [3, 10] GHz). The evaluation of the second
integral leads to Aj = 1

2 cos(ωiDj)TI , and therefore

χ(ii) = TIIβ

Nd−1∑

j=0

bj cos(ωiDj). (22)

The last term χ(n) represents an extra noisy-term due to the
’dirty’ signal template, which is corrupted both from noise and
NB signal. It can be rewritten as

∑Nd−1
j=0 bj(ρj + %j), defined

as

ρj =
∫ jTd+TI

jTd

n(t)i(t + Dj)dt, (23)

%j =
∫ jTd+Dj+TI

jTd+Dj

n(t)i(t−Dj)]dt. (24)

Both ρj and %j are zero mean Gaussian r.v.’s with variance

var{ρj} =

E
{∫ jTd+TI

jTd

∫ jTd+TI

jTd

n(t)i(t + Dj)n(t′)i(t′ + Dj)]dtdt′
}

=
∫ jTd+TI

jTd

∫ jTd+TI−t

jTd−t

RI(τ)Rn(τ)dτdt, (25)

with RI(τ) = Iβ cos(ωiτ). Since the support of Rn(τ) is on
the order of the inverse of the bandwidth W, i.e. few hundred
of picoseconds, the inner integral in (25) can be approximated
with

Iβ

∫ ∞

−∞
Rn(τ) cos(2πfiτ)dτ = Iβ Re {Pn(fi)} , (26)

where Pn(f) = N0/2 is the power spectral density of the
filtered noise within the bandwidth of interest W , and Pn(f) =
0 out of the UWB signal bandwidth. It follows that var{ρj} =
N0
2 IβTI . With the same steps we can prove that the variance

of the other term %j is exactly the same. Furthermore, it is easy
to see that all the r.v.’s {ρj , %j} are mutually independent, and
therefore we may conclude that the r.v. χ(n) conditioned to the
flat fading β is zero mean Gaussian distributed with variance
N0IβT .
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The discussion presented in this Section leads to model the
nuisance term χ due to the NB signal i(t) and conditioned to
the multipath channels hUWB(t) and hi(t), as

χ ∼ N (χ(ii), σ2
χ), (27)

with χ(ii) given in (22), and σ2
χ = Iβ(Es |G(fi)|2 + N0T ).

The performance of the TR UWB receiver are then given by

P (e|φ, β) =
1
2
Q

( φ + χ(ii)

√
σ2

n + σ2
χ

)
+

1
2
Q

( φ− χ(ii)

√
σ2

n + σ2
χ

)
, (28)

with σ2
n defined in (8). The presence of the interference

thus does not only increase the noise power, but also adds
a bias term which can severely deteriorate the performance
(see [8]). However, the structure of χ(ii) suggests the design
of a proper chip and delay hopping code as simple and ef-
fective countermeasure. Indeed, the sum

∑Nd−1
j=0 bj cos(ωiDj)

in (22) can be set to 0 by choosing for instance D0 =
D1, D2 = D3, . . . , DNd−2 = DNd−1 and b0 = −b1, b2 =
−b3, . . . , bNd−2 = −bNd−1. For such a code χ(ii) = 0.

IV. NBI SUPPRESSION

We showed in the previous Section that a smart design
of the chip and delay hoping code results in an effective
suppression of the bias term χ(ii). However, the performance
degradation due to the remaining terms χ(i) + χ(n) could
still be unacceptable. The exact knowledge of the interferer
frequency fi could be exploited to design a chip and delay
hopping code aimed to minimize (19), and thus χ(i). Beside
the obvious difficulty (if not impossibility) of obtaining the
exact value of fi, and of implementing accurate delay lines
(the accuracy of the delay must be much smaller than 1/fi),
the suppression of χ(n) remains unsolved. The best we could
do is to cancel i(t) before operating the correlation between
received and delayed signal. Exploiting the (ultra-) large ratio
between the UWB and NB signal, we are ready to sacrifice
a fraction of the useful UWB signal energy in return of the
suppression of the all NBI, by positioning a notch filter around
the carrier frequency of the NB signal.

A. NBI Suppression Using Sub-Band Notch Filters

The drawback of a notch filter is the suppression, together
with the interferer, of a portion of the useful signal energy.
The goal of this sub-section is to approximatively assess the
fraction of the total bandwidth we must retain for having the
gain due to the interference suppression superior to the lost
due to the decreased useful signal energy. For this purpose,
we indicate with B the bandwidth of the notch filter, and
thus W − B is the remaining bandwidth of the UWB signal.
Conditioned to the channel hUWB(t), the probability of error
of the TR with a notch filter of bandwidth B tuned on the
NBI is given by (9), where W is replaced with W − B
and φ with φW−B

W . The last substitution is motivated by
the assumption that the signal energy is uniformly distributed
over the entire bandwidth. The result is readily computed as
P (e) = Q(

√
SNRW−B), where SNRW−B = W−B

W
φ2

σ2
n

.
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Fig. 1. Bit Error Rate (BER) versus interference-to-noise ratio (INR).
Comparison between receivers with (flag = 1) or without (flag = 0 ) notch
filter (NF), Code Design (CD).

Comparing the last equation with the argument of the Q-
function in (28), with χ(ii) = 0, we obtain that the TR system
with a notch filter of bandwidth

B < W
σ2

χ

σ2
χ + σ2

n

, (29)

exhibits better performance than the corresponding receiver
without notch filter. Assuming

∫
g2(t)dt = 1, which is strictly

true for a single-path channel, and true in the average sense
for the multipath channel, the useful received energy becomes
φ = Es/2, and (29) can be rewritten as

Iβ >
N0W

2
B

W −B
. (30)

The right side of the above inequality provides the level of
the interference for which the filtering of the received signal
results effective. Because of the approximations used in the
derivation, this result shall be considered more as a guide-line
than as an exact bound.

The simulated Bit Error Rate (BER) of the TR scheme
with the code suppressing χ(ii) and with the notch filter are
compared with the conventional TR architecture in Fig. 1. The
x-axis represent the noise-to-interference-ratio (INR), defined
as INR = Iβ/(N0W ). The interference due to the NB cross-
correlation, i.e. χ(ii), is recognized as an extremely severe
factor of degradation. The Figure also shows that the filtering
of the interference is effective only beyond a certain value of
the INR, as pointed out in (30). The simulations refer to a filter
bandwidth B = W/10 = 466MHz, and the corresponding
threshold level of the INR is approximatively −10 dB, slightly
different from the theoretical one of −12.5 dB.

B. Detection of NB Signal: Energy Detection

One could resort to the possibility of directly estimating
fi, and then placing a notch filter around the estimated fre-
quency. The difficulty of this approach is the extremely large
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Fig. 2. Sub-Band Notch Filters for NBI suppression.

noise power corrupting the estimation, due to the ultrawide
bandwidth to be scanned. As an alternative and more feasible
approach we divide the bandwidth W in say N sub-bands,
each one of bandwidth B = W/N , as shown in Figure 2. N
rectangular filter with frequency response Fn(f),

Fn(f) ,
{

1 (n− 1)B ≤ |f | − fmin < nB

0 otherwise,
(31)

are placed before the AcR, where n = 1, . . . , N and fmin

is the minimum frequency in the positive axis of the UWB
signal in the bandwidth of interest. Let’s define with fn(t) =
F−1 {Fn(f)} the nth filter response in the time domain,
F {·} being the Fourier transform, and with rn(t) , r(t) ∗
fn(t) the signal at the output of the filter fn(t). We denote
with H

(n)
0 ,H

(n)
1 respectively the hypothesis of absence and

presence of the narrowband signal in the sub-band Bn ,
[fmin +(n−1)B, fmin +nB], n = 1 . . . N . Thus, the filtered
signal under the two hypothesis is given by

H
(n)
0 : rn(t) = sn(t) + nn(t), (32)

H
(n)
1 : rn(t) = sn(t) + i(t) + nn(t) (33)

where sn(t) = s(t) ∗ fn(t), nn(t) = n(t) ∗ fn(t). Each of
the N notch filter is followed by a square-law device and an
integrator, sampled as shown in the following equation

yn =
Nd−1∑

j=0

∫ jTd+TI

jTd

r2
n(t)dt. (34)

For each output yn the receiver must decide if the NB signal
was present or not. In the former case, the portion of signal
contained in the sub-band Bn will be discarded. If the correct
decision is taken in each sub-band, the signal processed by
the AcR is interference-free. The conventional scheme for the
energy detection of unknown signal compares the output yn

with a threshold V , and then a decision is made: hypothesis
H

(n)
0 (no NBI in the sub-band Bn) is chosen if yn < V , and

hypothesis H
(n)
1 (NBI present in the sub-band Bn) if yn > V .

Based on the knowledge of the probability density function
(pdf) of the sample yn conditioned to the hypothesis H

(n)
0

and H
(n)
1 , i.e. pyn

(y|H(n)
0 ) and pyn

(y|H(n)
0 ), a threshold V

to which correspond a desired probability of false alarm Pfa

(or a desired probability of detection Pd) can be computed
and used for the test statistic.

V. CONCLUSIONS

In this paper we first study the effects of a narrowband
interferer (NBI) on the performance of a transmitted-reference
(TR) Autocorrelation Receiver (AcR) for UWB communica-
tions. We show that the correlation between the NB signal
affecting both the reference and data pulse can be modelled as
a bias term. This term is the most severe factor of degradation
for the receiver performance, but can be easily suppressed
via the design of a proper chip and delay-hopping code. The
correlations of the NB signal with the UWB signal and with
the noise, when conditioned on the NB and UWB channels,
can be modelled as Gaussian independent random variables.
The probability of error can therefore be expressed in terms
of the well known Q-function. We propose filtering of the
NBI as a simple but effective way to improve the receiver
performance. We also derive an upper bound on the bandwidth
of the notch filter, for which the benefits of the interference
suppression are superior to the loss due to the useful signal
energy reduction.

REFERENCES

[1] M. K. Simon, S. H. Hinedi, and W. C. Lindsey, Digital Communication
Techniques, Prentice-Hall PTR, New Jersey, USA, 1995.

[2] R. Hoctor and H. Tomlinson, “Delay-hopped transmitted-reference RF
communications,” in IEEE Conference on Ultra Wideband Systems and
Technologies, Baltimore, MD, May 2002, pp. 265–270.

[3] J. Choi and W. Stark, “Performance of ultra-wideband communications
with suboptimal receivers in multipath channels,” IEEE Journal on
Selected Areas in Communications, vol. 20, no. 9, pp. 1754–1766, Dec.
2002.

[4] C. Rushforth, “Transmitted-reference techniques for random or unknown
channels,” IEEE Transactions on Information Theory, vol. 10, pp. 39–
42, Jan. 1964.

[5] R. Gagliardi, “A geometrical study of transmitted reference communi-
cation system,” IEEE Communications Letters, pp. 118–123, Dec. 1964.

[6] M. Z. Win and R. A. Scholtz, “On the energy capture of ultra-wide
bandwidth signals in dense multipath environments,” IEEE Communi-
cations Letters, vol. 2, pp. 245–247, Sept. 1998.

[7] D. Dardari T. Q. S. Quek, M. Z. Win, “UWB transmitted reference
signaling schemes - part II: Narrowband interference analysis,” in IEEE
International Conference on Ultra-Wideband, ICU, Zurich, Switzerland,
Sept. 2005.

[8] M. Pausini and G.J.M. Janssen, “On the narrowband interference in
transmitted reference UWB receivers,” in IEEE International Conference
on Ultra-Wideband, ICU, Zurich, Switzerland, Sept. 2005.

[9] L. Zhao and A. M. Haimovich, “Performance of ultra-wideband
communications in the presence of interference,” IEEE Journal on
Selected Areas in Communications, vol. 20, no. 9, pp. 1684–1691, Dec.
2002.

[10] F. Dowla, F. Nekoogar, and A. Spiridon, “Interference mitigation in
transmitted-reference ultra-wideband (UWB) receivers,” in Antennas
and Propagation Society Symposium, Monterey, CA, June 2004.

[11] K. Witrisal and Y. Alemseged, “Narrowband interference mitigation for
differential uwb systems,” in Asilomar Conference on Signals, Systems,
and Computers, Pacific Grove, CA, Oct. 2005.

[12] J. M. H. Olmsted, Advanced Calculus, Appleton-Century-Crofts, New
York, 1961.

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP


