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Summary

Quality of Service Based Distributed Control of Wireless Networks

Wireless networks have seen major research initiatives on service pervasiveness and inspired
a multitude of applications. The application areas include consumer electronics, industrial
automation, medical appliances and vehicular communications. The applications have dif-
ferent quality of service (QoS) requirements such as minimum throughput and maximum
latency. The QoS requirements can be fulfilled by a channel allocation mechanism, with-
out which the available bandwidth is shared evenly. To this end, we set the QoS challenge
composed of three parts that are addressed in this thesis. The first challenge concerns the
specification of QoS requirements. The second challenge concerns achieving a predictable
distributed control of IEEE 802.11e wireless network for QoS-aware Medium Access Control
(MAC) based reservations. The third challenge concerns mapping the QoS requirements to
network configurations that can offer QoS fulfillment. These challenges are addressed by
offering a performance framework that is the main contribution of this thesis work. We
evaluate this framework on realism, generality and predictability.

For QoS specification, we propose a tuple of QoS concerns (frequency, share, latency
and reliability) to accommodate all major application types. In order to compare QoS
properties of different network configurations, we define an order relation on QoS properties.
In addition, priority semantics orders applications by their criticality.

For achieving a distributed control of a wireless network, we identify two fundamental
system concerns that influence MAC based reservations, namely gaining control of the chan-
nel that reflects on the opportunity to transmit, and retaining control of the channel that
reflects on the duration of keeping the opportunity. Both concerns are quantified. The quan-
tification is based on developing a thorough understanding of the MAC behavior through
studying MAC traces. For this purpose, a trace framework is developed that describes MAC
evolution over time. Next, we develop analysis leading to functions, mapping network con-
figurations to MAC steady state behavior, representing time reduced trace properties. This
behavior is underpinned by relevant probability distributions, which leverage development
of functions for MAC process QoS properties. The derivation of probability distributions
is based on fixed point theory. We thoroughly investigate the convergence behavior of our
algorithm and report on outlier network configurations.

For mapping the QoS requirements to network configurations, the order relation on QoS
properties is used. A side effect of this relation is multiplicity of solutions. This is dealt with
by adopting a Pareto based approach, in which system properties are used to define multiob-
jective optimization spaces. While single solutions in these spaces are determined by global
optimizations, each optimal solution represents a tradeoff point, thus offering choices. The
proposed approach keeps separation of the decision process to resolve multiplicity, from the
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original mapping problem. Thus, such independence allows defining other relevant strategic
objectives.

Addressing the QoS challenge has a system aspect, namely, the channel utilization, which
may not be optimal for the determined network configuration. We study this system aspect
by two approaches. In the first proactive approach, a predictive model of channel utilization
is derived that uses a global policy of enriching the MAC decisions by the properties of
applications. The gain in channel utilization is related to the application property. In the
second reactive approach, MAC processes adapt their behavior with the aim to prevent
channel wastage in pessimistic MAC reservation. The extent of wastage avoidance depends
on the extent of network suboptimality as ascertained by the network configuration.

All the mathematical mappings derived in this thesis are validated by corresponding
software tools that are developed locally, including our QoS based EDCA simulator.
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Introduction

Living a connected life enables meaningful and compelling possibilities. It offers rich ex-
periences by accessing services ‘anywhere, anytime and any-device’, which have societal,
economic, cultural, entertaining and educational aspects. Steered by wireless pervasiveness,
these services predominantly evolve over networks of different scales, which empower con-
sumers with ubiquity, mobility, broad reachability, connectivity, flexibility, personalization
and cost reduction with ease of setup. The convenience of ‘air links’ has dominated limi-
tation on their bandwidth, resulting in an explosive growth of wireless devices over recent
years (cf. Figure1.1).
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Figure 1.1: Global unit shipments and penetration of wireless local area network (WLAN) capability in suitable
electronic products [66].

A wireless network that considers the quality of service (QoS) requirements of applica-
tions, but without a channel allocation mechanism would typically seek to share the channel
capacity evenly among the users. Without distinction between specific wireless technologies,
this simplistic division does not align with differing QoS requirements of applications such
as throughput and latency. Consequently this approach emerges as a shortcoming due to
which QoS requirements of applications are possibly unfulfilled — hence, they suffer, which
is undesired. This competitive but uncontrolled situation over the channel can be avoided
by managing its sharing.

The vision of Mark Weiser on ubiquitous computing [225] has been heralding major
research initiatives on service pervasiveness, for which distributed wireless networks are key
enablers that support scalability, fault tolerance and high availability. Therefore, QoS-aware



2 Chapter 1. Introduction

channel allocation over a distributed wireless network emerges as a highly relevant research
area and, forms the general topic accepted in this thesis. Before presenting the problem
statement, the specific research questions and the corresponding contributions, the next
section will elaborate on the topic.

1.1 Motivation

QoS as a term, is formally defined as, ‘Totality of characteristics of a telecommunications
service that bear on its ability to satisfy stated and implied needs of the user of the service’
[59]. It aims at guaranteeing the network capability to deliver predictable results. QoS
relevance for networks emerges due to, competition over the channel and varying require-
ments of different traffic types, which ought to be fulfilled for user satisfaction. Thus, a
need of QoS enforcement mechanisms is arguably supported by ever increasing demands
of new applications, devices and users. However, capacities of networks and transmission
performance are being enhanced continuously, so that over-provisioning allows implicit ful-
fillment of QoS requirements of applications — thus a tendency to oppose the need of QoS
enforcement mechanisms [102]. Amidst this continual battle, internet is growing remark-
ably. Especially, real-time applications such as an interactive voice/video, streaming and
other consumer services are sensitive to QoS, which ensures high-quality performance for
them according to their demands. Such QoS-sensitive traffic is increasingly dominating the
internet (cf. Figure 1.2).
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Figure 1.2: Global internet traffic forecast by application with 36% compound annual growth rate in 2009−2014
[99].

For network providers, QoS-aware channel allocations leverage efficient utilization of
resources and drive productivity by enhancing provided service levels. Other QoS benefits
include network manageability from a business perspective, improved user experience and
controllability of QoS dimensions [198, 54]. It allows separation of concerns regarding Service
Level Agreements between network providers and service providers.

With this background, we set the QoS challenge as reservation of channel bandwidth
so as to deliver the desired performance of applications. Within our context, a channel
is a source-sink logical connection. In general, the QoS challenge has been addressed at
different levels of the Open Systems Interconnection (OSI) stack [98], though dominantly at
the Network layer and the Data Link layer (DLL). Addressing the QoS challenge consists
of provisioning of service prioritization in IP networks, which typically comprise backbone
networks and access networks. Thus, assuring guarantees in the IP networks requires all of
their constituent segments to comply with the demands. Such provisioning has an enormous
commercial appeal, hence it has been under focus for more than a decade now.
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For the backbone networks, various QoS enabled Internet architectures, such as integrated
services (IntServ) [27] and differentiated services (DiffServ) [22], have been proposed to ad-
dress the QoS challenge at the Network layer. IntServ gives end-to-end guarantees through
admission control of flows. Prior to admitting a flow, each router that falls in the end-to-
end path is negotiated with, regarding availability of sufficient resources and corresponding
reservations. Due to processing overheads, IntServ tends to be complex and less scalable.
An improvement to IntServ is proposed in DiffServ, which is simpler and driven by the scal-
ability concern but lacks in both aspects for flows — the end-to-end scope and the guarantee
assurance. In DiffServ, the main governing principle is to push complexity to the edges of
the backbone networks, where flows are classified according to their priorities and treated
accordingly. Due to the tradeoff between predictability of end-to-end service guarantees and
scalability, various QoS solutions for the backbone networks have been proposed by com-
bining both architectures [26, 123, 243, 8, 93, 75]. The combined approach resulted in two
variants of DiffServ: absolute DiffServ [187, 191] and relative DiffServ [152, 64]. The prior
is similar to IntServ without a need to store channel-state-information. The latter allocates
resources proportionally such that the QoS ratios amongst the service classes are maintained
during resource fluctuations. The work in [64] has proposed a Hybrid Proportional Delay
(HPD) scheduling that is extended into delay differentiation queuing (DDQ) [69]. DDQ is
based on QoS demands and the actual delay, the flows experience. More related work is
reported in [226, 132, 71, 9, 234, 213].

For the last-hop access networks, the QoS challenge is addressed at DLL, in particular
at its Medium Access Control (MAC) sublayer. Enforcing QoS at the MAC sublayer brings
in distinctive benefits:

• Applications that trespass beyond their declared requirements, are said to misbehave.
Such misbehaving applications can be controlled by a QoS-aware MAC within its func-
tional scope, which is independent of specific applications. This offers the necessary QoS
protection for suffering applications;

• MAC is closest to the functionally well established Physical layer (PHY), hence quickest
in sensing events there precisely, and possibly adapting its behavior accordingly;

• Without a MAC QoS controller, end-to-end QoS cannot be ensured.

Of such last-hop segments, wireless access networks have recently started to predominate
other technologies such as wired access networks that have remained the dominant form of
network access. Amongst the wireless technologies, the cheap availability of WLANs renders
them as a befitted solution for major pervasive environments such as intelligent transport
systems, wide mesh networks, smart homes, smart cities, etc. They comply with the IEEE
802.11 standard [92], while their members synchronize into a basic service set (BSS) [92], to
operate in either of two modes: infrastructure BSS and independent BSS (IBSS). In the prior
mode, networks are controlled centrally, while in the latter mode, networks are not managed
centrally, rather each member competes for the channel independently. These unmanaged
networks are implicitly controlled through autonomous behaviors of their members. Network
arbitration principle in all WLANs is based on carrier sense multiple access with collision
avoidance (CSMA/CA). Operating in the latter mode results in random access networks,
implying arbitration to the network is non-deterministic.

Over the evolution of WLANs, PHY channel capacity is being enhanced, featuring ap-
provals of major technologies. In parallel, requirements on them have distinctively shifted
from fairness to QoS. In QoS-devoid legacy WLANs, based on the IEEE 802.11 standard [91],
the two operating modes are provided by Point Coordination Function (PCF) and Distri-
buted Coordination Function (DCF), respectively. After several MAC layer amendments for
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supporting QoS, the legacy standard evolved into the current IEEE 802.11 standard [92],
which has introduced IEEE 802.11e [92] that offers Hybrid Coordination Function (HCF)
controlled channel access (HCCA) and Enhanced Distributed Channel Access (EDCA), for
the two operating modes, respectively. The availability of the QoS support during WLAN
evolution is summarized in Table 1.1 [238].

scheme DCF EDCA PCF HCCA

access method contention contention hybrid hybrid

access category distributed distributed centralized centralized

QoS support none prioritized not explicit guaranteed

Table 1.1: IEEE 802.11 MAC channel access methods comparison.

The hybrid access method refers to a super period that offers both, contention and contention
free types of accesses. Similar to the QoS support offered by the DiffServ and the IntServ
architectures for the backbone networks, we rank the extent of the available QoS support on
performance assurance, in the current IEEE 802.11 standard [92] (cf. Table 1.2).

control DCF EDCA PCF HCCA

DiffServ � � � �

IntServ � � � �

�: available �: partially available �: not available

Table 1.2: QoS support in WLANs.

EDCA provides a QoS differentiation service, though its extent cannot be predicted. Here, we
point out the absence of a relationship linking the desired QoS ratios to the MAC parameters.
Due to this observation, the QoS support by EDCA is considered partial for the DiffServ
case. For assuring QoS guarantees in the IntServ case, a relation from the desired QoS
requirements to the MAC parameters, is missing. We assume these two relations would
enable relative and absolute QoS provisioning in the last-hop segments, thus realizing a full
coverage of the end-to-end path. Insufficient QoS support by EDCA on these two identified
aspects, is the core stimulant of research, as addressed in this thesis. Moreover, selection
of an IBSS, in which the member devices form an ad-hoc network using QoS-aware EDCA
mechanism, is further motivated by unavailability of a central controller. Thus, we set scope
of our QoS challenge to such wireless ad-hoc networks.

1.2 Problem statement and research questions

The problem statement that is the subject of this thesis, is formulated as:

• How to specify the communication related QoS requirements of applications?

• In order to fulfill the communication related QoS requirements of applications, network
resources have to be reserved through relevant enforcement mechanisms. Such reservations
call for asserting a control over the network. Hence, the problem to address is — how to
control the network behavior in a distributed manner?
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• How to map the communication related QoS requirements of applications to some desired
network behavior such that it can fulfill those requirements?

The challenges raised in the problem statement are characterized by a few research questions,
which are addressed in relevant chapters and formulated as follows.

Question 1. What is the conceptual model of the desired QoS based MAC reservations on
the channel?

This question takes up the first challenge in the problem statement. The QoS requirements of
applications can be met by corresponding MAC based reservations on the channel. Enforce-
ment of reservations requires a MAC based distributed control over the channel. This calls
for understanding the MAC functionality in detail. Thus, this question concerns sketching
a conceptual model of our system. It comprises two subquestions:

a. How to abstract the MAC behavior towards a performance model?

b. How to specify the communication related QoS requirements of applications?

Studying subquestion a. highlights complex execution patterns of random access network
protocols, which connote unpredictable behaviors [17, 247, 181]. Under such uncertainty,
scheduling nodes for transmission is not trivial, especially in a distributed network. Adding
to this complexity is the variable size of data packets. To this end, this subquestion aims
for dissecting the complex MAC functionality that may lead to appropriate abstraction.
Dissection allows understanding the MAC behavior in detail.

Studying subquestion b. allows to introduce the QoS context of our system. To this
end, we aim for a proposal that admits service level agreements (SLAs). SLAs offer ground
for common understanding between a service provider and a customer. They are based
on performance metrics, reflecting the QoS requirements that need to be met. A formal
specification of the QoS requirements reduces management complexity and allows service
auditing, which is the assessment of adequacy of a service.

The second challenge in the problem statement focuses on controlling the network be-
havior in a distributed manner. The aim of such a control is to leverage desired QoS based
MAC reservations on the channel. The network behavior emerges as a result of the indepen-
dent executions of several concurrent MAC processes accessing the channel. The execution
history, recorded in network traces, contains rich information about the actual execution.
To this end, we want to understand the combined behavior of MAC processes by examining
the network traces. The related question is:

Question 2. How to track the EDCA network evolution over time?

This question allows to study the network properties over time. Within its scope, four
subquestions are identified:

a. How to discover MAC states resulting from arbitrary subtraces of processes?
Given subtraces of processes collected independently, this subquestion studies their com-
bined effect at the network level.

b. How to derive low-level performance metrics such as occurrence probabilities of process
states, from an arbitrary subtrace of a process?
This problem is motivated by the observation that mostly the high-level performance
metrics, such as the QoS properties, tend to abstract internal behaviors of a process.
The metrics sought can also be used to derive high-level performance metrics.
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c. How to identify and specify process-specific and MAC event-specific cyclic behaviors in
traces?
Studying the properties of recurrence patterns provides insights into QoS fluctuations.

d. How to examine QoS properties for both, short-term and long-term durations, from an
arbitrary subtrace of a process?

Given a trace, the evolution of network QoS properties over time reflects on details that
must be considered for a mathematical analysis. Specifically, it implies the recurring cyclic
behavior over time that needs to be transformed into a predictive model of stochastic network
cycles. For this purpose, we aim for an analysis leading to a function, mapping network
configurations to occurrence probabilities of process-specific and MAC event-specific cycles.
To keep generality, it is mandatory to consider all influential MAC arbitration mechanisms
over a given QoS concern. Such generalization enables to study the extent of their joint
influence. The stochastic network cycles exist in a space that represents an average network
behavior. A point in this space is termed as a network steady state. Thus, a relevant question
is:

Question 3. How to develop a quantitative model for network steady state?

The network steady state is based on steady states of individual MAC processes. To address
this question, we aim for an analysis that is led into a single predictive model.

The stochastic network cycles reflect on average MAC effects. Thus, quantitative analysis
based on these cycles, can reflect effectively on average MAC performance regarding QoS
concerns. Leveraging on these cycles, the relevant question is:

Question 4. How to develop quantitative models for QoS properties of MAC processes?

This question aims to study the QoS properties of stochastic network cycles. By achieving
a distributed control of QoS properties over the EDCA network, we are left with the third
challenge in the problem statement. It concerns finding some network configuration that can
fulfill given QoS requirements of applications. The relevant question is:

Question 5. How to map the communication related QoS requirements of applications to
some desired network behavior that fulfills those requirements?

Network behavior, reflected by network steady state, is determined by a corresponding net-
work configuration. Each network behavior offers a set of MAC reservations, one per process.
This question seeks a function, mapping the QoS requirements of applications to network
behaviors in accordance with the QoS fulfilment relation as defined in the QoS semantics.

The three challenges in the problem statement seek demand-based MAC reservations.
Each set of MAC reservations has a channel utilization aspect, which can be regarded as an
extra-functional quality of our system. Given that wireless channel is a scarce resource, its
maximal utilization is desired. Following two research questions study this system aspect.

Question 6. How to improve the channel utilization for the wireless network under control
of a distributed MAC, by exploiting characteristics of applications?

This question studies the impact of enriching MAC decisions with knowledge of applications.

Question 7. How to adapt distributed control of MAC autonomously, to avoid channel
wastage due to pessimistic reservations?

This question highlights suboptimal utilization of the channel capacity over time that we
seek to improve upon.
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1.3 Objectives and contributions

The objective of the research undertaken in this thesis is to address the QoS challenge for
wireless ad-hoc networks. Primarily, we steer our research into development of quantitative
models that address the challenges in the problem statement, using theory of stochastics and
optimization. We aim at analysis developed with sound mathematical reasoning.

The core contribution of this research is the formulation and validation of a performance
framework that is able to resolve challenges in the problem statement. The framework is
judged on realism, correctness and generality. The first two aspects signal conformance
to the IEEE 802.11 standard [92]. Generality implies consideration of influence of all MAC
arbitration mechanisms for a performance analysis that stays valid under all settings. Within
the framework, quantitative analysis and mappings of requirements to network configurations
are developed. Contributions per research question are stated as follows.

Question 1. Addressing this question provides the necessary foundation of our performance
framework. We build a conceptual model for our system. It covers the two issues as raised
in the question: MAC reservations and the QoS context of our system. Contributions per
subquestion are as follows:

a. MAC reservations that fulfill given QoS requirements leverage on a distributed control.
A foremost step in achieving this control is dissection of complex MAC functionality that
may lead to appropriate abstraction. For our purpose, we select this abstraction to be a
network cyclic behavior that occurs disregarding particular network configurations. We
formally define network cycles that transcend specific functionalities of MAC arbitration
mechanisms coherently. They leverage adoption of a methodical approach to develop
quantitative performance analysis, as aimed in this thesis. This abstraction can be
identified in a simplified algorithm and a State Transition Diagram of EDCA protocol
that we propose.

b. The QoS requirements of applications vary with their types. For instance, delay is the
main concern for time sensitive applications, bandwidth/reliability for time insensitive
file transfer and delay/reliability for control messages. We approach this question with
an aim of accommodating all main application types. To this end, QoS semantics are
introduced that can formally specify the QoS requirements of applications as a tuple of
channel access frequency, channel share, MAC latency and MAC reliability. The QoS
requirements are met by an appropriate allocation of the channel, whose allocation is
controlled by MAC. The satisfiability of the QoS requirements is asserted by introducing
a QoS fulfilment relation. Relevant to the QoS semantics is a need to handle insufficiency
in channel capacity against some set of QoS requirements. To this end, a notion of pri-
ority semantics is offered formally that can order applications by their criticality. Thus,
ordering applications allows to select a subset of applications, whose QoS requirements
can be met by the available channel capacity.

Question 2. To address this question, we introduce a formal theory for a trace framework
of a CSMA/CA based network. Within the framework, contributions per subquestion are
made as follows:

a. The combined effect of states of processes determines the network state. We express this
relation formally.

b. The MAC process changes states due to the corresponding events. We introduce events
with attributes, forming the basis of low-level performance metrics.



8 Chapter 1. Introduction

c. In general, randomness based MAC protocols undergo performance fluctuations, which
are pronounced in EDCA, specially due to network configurations that create extreme
disparities between processes. In order to understand these fluctuations, we develop a
formal reasoning mechanism. It is based on process-specific and MAC event-specific
cyclic behaviors that we identify.

d. Given a trace, functions per QoS concern are introduced, mapping to QoS properties of
a process, derived on both short-term and long-term durations.

Question 3. A Markov chain based model, similar to [201] is developed, to map network
configurations to an average network behavior that is represented by stationary probability
distributions, one per QoS class. This model stays valid under the extreme network configu-
rations to allow an exhaustive investigation of their impact on network behavior. The model
is represented by a system of linear equations that are solved numerically with a fixed point
approach. To this end, performance of our implementation in terms of memory required,
iterations needed and time taken, is thoroughly reported for various network configurations.

Question 4. This question is addressed by deriving functions, one per QoS concern, mapping
stationary probability distributions to QoS properties of the MAC processes. Effectively,
these mappings create, one per QoS concern, multi-level partition views of the channel.

Randomness based MAC protocols, such as EDCA, exhibit QoS performance fluctua-
tions inherently. Their usage becomes questionable in transmitting MPDUs with hard real
time requirements on each of them. For instance, such traffic represents control signals in
industrial and medical environments. To cater for these stringent requirements, we also in-
vestigate achieving a bounded delay on transmission of each MPDU. To this end, we develop
a worst case delay model.

Question 5. A mapping is developed from QoS requirements to network configurations in
accordance with the QoS fulfilment relation. A side effect of this relation is the fulfilment
of given QoS requirements by multiple network configurations — thus calling to resolve the
multiplicity issue. In the solution process, we define multiple objectives, possibly conflicting
with each other, on which optimality is sought. Each optimal solution offers a tradeoff point.
Multiplicity in optimal solutions is resolved by seeking a global optimal solution.

Question 6. To address this question, we offer a policy-based proactive approach, wherein
the MAC states are influenced by the application properties to minimize channel wastage.
Enhancement of the MAC performance by enriching its knowledge has the potential to
improve channel utilization.

Question 7. This question is addressed by a reactive approach, wherein system aims to gain
on channel utilization by reacting to interception of implicit suboptimality signals. In this
approach, processes monitor continuously and autonomously, the channel usage by their
competitors. After each monitoring interval, the network configuration may be updated
with an aim to minimize channel wastage. Based on the application properties and the
pessimistic network states, which are those resulting from pessimistic reservations on the
network, such autonomous adaptations can result in channel utilization improvement.

Finally, all the developed theoretical tools are validated and verified by software tools that
we built, which include our Markov chain solver and custom made discrete event simulator
for EDCA. Publications related to the work in this thesis are given as a separate list.
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1.4 Outline of thesis

The thesis has five main chapters, which describe the performance framework. All of them
are self-contained in the sense of research questions they address.

Chapter 2 - this chapter presents a conceptual model of the performance framework. It
includes an abstraction of EDCA and the QoS semantics to address research Question 1.
The abstraction features events and state transitions of EDCA, which are augmented by
description of its execution behavior using a representative pseudocode that conforms to the
IEEE 802.11 standard [92]. We consider these details to be imperative to understand the
distributed nature of CSMA/CA. EDCA detailed states are abstracted into two main states,
contention and transmission, whose interleaving creates cycles - hence, lends definition for the
network cyclic behavior. This cyclic behavior, also identified in trace framework presented
in Chapter 3, underpins the derivation of quantitative stochastic models for QoS properties
of applications in Chapter 4. The QoS semantics introduce a QoS specification scheme and
a QoS satisfiability relation. A related concept of priority semantics is also introduced for
call admission control to deal with insufficient channel capacity.

Chapter 3 - this chapter investigates research Question 2. We analyse performance fluctu-
ations in the network behavior by formally defining a trace framework for network execution
event logs. The developed theory is based on restrictions, which can project behaviors of
interest. The trace framework enables identification of network states from event logs of
MAC processes, derive MAC process and MAC event specific cycles, determine low-level
performance metrics to gain deeper insights into an impact of a network configuration and
detect presence of QoS properties in an arbitrary event log.

Chapter 4 - this chapter considers research Question 3, research Question 4 and research
Question 5, while it is based on [4, 6]. For research Question 3, it presents an analysis that
leads to formulating the network steady state as a system balance equation (SBE). Effectively,
SBE maps a network configuration to average behaviors of all MAC processes in the form
of their stationary probability distributions. The fixed point of SBE is sought iteratively.
The performance of the process is reported in terms of computational resources consumed,
which are computation time and memory space. For research Question 4, stochastic mod-
els are developed to predict QoS properties. These models are derived as QoS concerns
specific mappings from stationary probability distributions. For research Question 5, QoS
requirements of applications are mapped to some network configuration, objectively. This
approach allows consideration of multiple criteria in decision making and possible tradeoffs
on conflicting objectives.

Chapter 5 - this chapter contributes to research Question 6, while it is based on [5].
For given QoS requirements of applications and network configuration, it investigates a
quantitative method to improve channel utilization. The given method is policy-driven, thus
allows to compare impacts of different policies.

Chapter 6 - this chapter, based on [7], addresses research Question 7. It considers over
time, pessimistic reservations on channel against QoS requirements of applications. Detection
of such reservations is signalled as a channel wastage that needs to be avoided by adapting
network configuration.

Finally, conclusions are drawn in Chapter 7. Here, recommendations and a glimpse of
future work, are also given.
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A conceptual model

The purpose of this chapter is to build foundational concepts of our system. These include
abstract views on the EDCA process/network and the QoS context. The EDCA network
is also referred to as a system in this thesis. The EDCA views present the interaction
patterns of the EDCA mechanisms as an overall cyclic system behavior, which leverages
the quantification of the performance framework. The framework is the major contribution
of this thesis — developed over these views, it admits performance analysis for accurately
predicting system parameters to achieve a certain performance. The predictability can assist
network architects to design WLANs that satisfy the QoS demands of applications. This
chapter focuses on the following research question as posed in Chapter 1:

Question 1. What is the conceptual model of the desired QoS based MAC reservations on
the channel?

Within its scope, following two subquestions are identified:

a. How to abstract the MAC behavior towards a performance model?

b. How to specify the communication related QoS requirements of applications?

This question is addressed by defining a performance framework. We set off by presenting
the requirements and challenges in the form of objectives that this framework shall meet.

For subquestion a., a technical summary of EDCA is given, including a simplified algo-
rithm and a State Transition Diagram — in the sense of captured executional generalizations.
The EDCA mechanisms are activated at different phases during the operation of a system,
and exhibit a system-wide joint influence. In reality, the system is found in either one of the
following two major states: contention and transmission, however, the activation patterns of
the EDCA mechanisms are complex, thus unpredictable [17, 247]. Therefore, it is assumed
that the system oscillates between these two major states. This state abstraction holds for
both Media Access Control (MAC) and Physical (PHY) layers.

This abstraction supports identification of key notion of system cyclic behavior that we
aim for. It is represented by emergent system cycles, defined formally in this chapter. The
system cycle view leads to a virtual partitioning of the network into two blocks: an arbitrary
reference process and a competing network. This partitioning leverages an assessment of the
impact on the reference process as offered by the competing network. The benefit of this
approach is its ability to directly transform into an equivalent stochastic process, which we
model to quantify the system performance in Chapter 4. This model is precise and accurate.
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In context of subquestion b., we notice that the IEEE 802.11 standard [92] has introduced
QoS classes with priority levels, as enforced by the recommended setting, also termed as the
default setting. The priority levels imply mutual preferential treatment to traffic of different
classes, though it does not specify how to rank the criticality of traffic qualitatively and
quantitatively. Hence, the priority refers only to the implementation settings. Therefore,
the following two problems are identified due to this insufficiency and incompleteness:

• The set of QoS requirements of applications that is satisfied by the default setting, is
absent;

• The QoS properties of applications that emerge as a result of this default setting, are not
mentioned.

In order to resolve these issues, we consider priority assignment and priority implemen-
tation as two separate problems and define both of these problems formally. This separation
enables to highlight the major problem of implementation as tackled in this thesis. The
implementation is dealt with by defining QoS semantics, which include specification of the
QoS requirements of applications and a method to fulfill those requirements.

The performance framework relies on two major system aspects. One, the frequency
of accessing the system cycles. Two, the duration of transmission in those system cycles
that needs to be considered. This consideration leads to identifying two main concerns:
gaining control and retaining control of the channel. These concerns influence the system
performance differently as quantified in Chapter 4. The quantification is generic enough to
consider all MAC parameters and detailed enough to allow predicting the properties of the
system cycles of arbitrary durations and types.

2.1 Related work

Functionally, our performance framework is required to predict the system parameters that
configure the EDCA network to exhibit the desired QoS properties. In general, the QoS
properties of applications over a communication network can be controlled at multiple OSI
layers — application, transport, network and DLL. Network based solutions are proposed
for backbone segments that are out of scope of this thesis. The transport and the DLL based
solutions rely on flow control services as provided by them, though with different network
scopes. The flow controls over a WLAN as provided by these two layers differ in preciseness
of the QoS properties. To this end, the research investigations are directed towards deriving
performance curves, consideration of specific applications and seeking optimizations.

Throughput/delay curves of uplink/downlink traffic of TCP over multirate WLAN are
presented in [111]. Inherently, TCP over WLAN based connections cannot differentiate be-
tween data losses due to congestion in routers and high contention levels in WLANs. Hence,
TCP reacts to such data losses transparently, which leads to suboptimal performance. This
behavior is rooted in TCP semantics offering an end-to-end reliable and in-order delivery
service, regardless of its timeliness. Upon need of transporting multimedia streams, a con-
sideration of timeliness is proposed in TCP-RTM [128], though the TCP semantics are
compromised. Based on this seminal work, other related proposals have emerged that treat
losses due to congestion and contention separately [158, 147, 195, 136, 163]. To this end,
TCP variants such as Snoop TCP [11] and SPLADE [164] are proposed to shield the trans-
port layer from the effects of WLANs. The gain is in the form of performance degradation
avoidance by optimization on timeliness of data.

An analytical performance of streaming services over HTTP/TCP is derived using a
Markov chain [220]. This work proposes to maintain a TCP throughput twice that of the
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source in order to mitigate the fluctuations due to additive-increase/multiplicative-decrease
(AIMD) behavior of the congestion control algorithm in TCP. An extension of TCP-Reno
has employed the AIMD algorithm to minimize the difference between the target/achieved
rates [183]. A scheme in [95] has proposed to tune the TCP congestion window based on the
wireless channel occupancy to improve on packet losses. Fuzzy controller based stream QoS
adaptations are proposed in [114]. The model seeks to minimize the difference between the
stream qualities at the server/receiver sides.

Given limited buffers, a streaming system needs to adapt the TCP sender rate to the
network conditions — otherwise frames may be dropped uncontrollably that can deteriorate
the quality on the receiver side. To this end, TCP sender rate is adjusted to the long/short
term network fluctuations [192]. Two levels of adjustments are aimed to keep the system
state closer to the actual network conditions. The content compression has employed layered
encoding, which generates a base layer and one or more enhancement layers. The long term
measure adjusts the base layer rate, while the short term measure employs selective dropping
in the application layer interface buffers. In order to lessen the impact of missing frames on
the receiver side, encoding aims at minimal intra enhancement layer frame dependencies.

The DLL based solutions are geared towards performance curves mostly derived from
analytical approaches or simulations. Under Poisson arrivals, a Markov chain model for
throughput and delay has accounted for all major EDCA mechanisms [96]. Packet loss is a
significant QoS concern that also affects other QoS concerns. Losses in a WLAN can occur at
network layer interface buffers due to overflow in them, and at sender MAC processes due to
exhaustion of allowed MAC retry attempts. Retry attempts are triggered due to link errors
and/or MAC collisions that result in failed transmissions. Given a traffic arrival rate, link
condition and the number of MAC processes, an optimal limit on the MAC retry attempts
can be sought heuristically that minimizes losses [126]. Admission control is fundamental to
ensure QoS features in a network. A QoS framework, DACME-SV, for streaming services
over a mobile ad hoc network (MANET), is duly supported by a distributed admission
controller [39]. A recent proposal, iPAS [240], provides a scheme of allocation of resources
based on the QoS demands — a highly desirable approach for QoS driven systems. The
extent of QoS differentiation is adjusted dynamically, according to the network conditions.
The performance is measured by closeness between the demanded/obtained QoS using Jain’s
fairness index [103]. Such a performance indicator reflects upon fairness in proportional
allocations without considering the priority of the QoS demand or the extent to which the
demand is met.

We aim for a QoS demand driven, formal specification based framework that is transpar-
ent over application types and whose performance can be predicted using analysis leading
to mathematical relations.

2.2 Objectives of the proposed framework

In general, a QoS-aware resource model should consider, possibly distinct requirements of re-
source demanders. Similarly, a QoS-aware WLAN should provide applications with demand-
specific transport services. These demands typically imply time-constrained scheduling of
variable size data segments over a shared wireless channel. The general objective of the
performance framework is to meet the requirements of the applications by scheduling them
feasibly at the MAC layer. Sharing the wireless channel to achieve a feasible schedule over
it requires ascertaining a control over the channel division problem. In this thesis, the
scheduling is solved by controlling the wireless MAC parameters, whose tuning generate the
schedules. The mapping of these MAC parameters to the required schedules is what we call
our performance framework.
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The performance framework shall meet the following qualitative and quantitative objec-
tives:

• The predictability of network QoS shall be application independent so as to accommodate
the main application types, which include those generating time sensitive and/or time
insensitive data traffic;

• The framework shall grant QoS specifiability and comparability;

• The framework shall allow to assess the following QoS properties: channel access fre-
quency, channel share, MAC latency and MAC reliability;

• The performance analysis and the corresponding developed model shall enable exploring
the parameter space exhaustively and timely;

• The performance analysis shall be accurate and based on realistic conjectures, with the
purpose of correct predictions. By realistic conjectures, we refer, for instance, to the
following system aspects:

– After a transmission, the probability of winning the channel arbitration varies over
slotted time;

– The probability of collision changes over different retry attempts;

– Each backoff process can avail a limited number of retries;

This is in contrast to the simplified models in the literature [17, 182, 212, 216, 81, 221,
117, 241, 19, 18, 67, 52, 63, 112, 89, 246, 30, 233, 245, 49, 13, 106, 215, 202, 12];

• Along with long-term performance prediction that indicate an average behavior, the de-
veloped model shall also allow predicting the short-term fluctuating behavior.

2.3 A summary of EDCA

Now that the objectives of the performance framework are set, there is a need to summa-
rize the technical details of EDCA, which are abstracted appropriately towards addressing
subquestion a.. This section, therefore, presents the governing principles of EDCA. Out of
infrastructure BSS and IBSS modes of operation, this thesis concentrates on IBSS mode
only, in which the devices form an ad-hoc network for which a QoS-aware CSMA/CA access
is provided by EDCA.

2.3.1 MAC parameters

EDCA provides the following five MAC parameters, which can be tuned to address the QoS
requirements: the arbitration interframe space (AIFS), the minimum contention window size
(CWmin), the maximum contention window size (CWmax), the number of retry attempts
allowed (RetryLimit) and the transmission opportunity limit (TXOPLimit), as illustrated
in Figure 2.1.

In order to obtain access to the medium, each device executes a backoff process, which
repeatedly senses the channel until it is free, followed by silence period of arbitrary length
that is ultimately terminated by the transmission of the next MPDU1. Channel time during

1We use the acronym MPDU (MAC Protocol Data Unit) for MAC frames in order to discriminate them
from video frames later.
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Figure 2.1: The EDCA channel access mechanisms.

silence is slotted and the participating devices synchronize on slot boundaries using waiting
times derived from the parameters settings. For being consistent, the nodes keep a uniform
view of slots and they are allowed to start transmission only at slot boundaries. The slot
size, aSlotT ime, is defined as the worst case time a device must wait before it can reliably
know about the idleness of the slot. Hence, aSlotT ime depends on the propagation time of
the physical (PHY) layer used.

For a particular process, AIFS represents the mandatory deferral time after the ongoing
transmission on the channel ends: AIFS = SIFS + aSlotT ime · AIFSN , where AIFSN ,
the arbitration interframe space number, represents the number of aSlotT imes after a short
interframe space (SIFS). The AIFS deferral guarantees a fixed delay for the process before
it can possibly transmit or update its backoff counter (bc), bc ∈ N0

2. Devices with larger
AIFSN can access the channel less frequently and consequently, they get a lower portion of
the bandwidth.

The state of a backoff process is defined by the current values of its bc and retry
counter (rc), rc ∈ N0. The value of bc represents the duration a device should refrain from
transmission, in units of an aSlotT ime. This counter is assigned a value if the channel is
found busy on arrival of an MPDU in the send queue. Under all events [92, Section 9.9.1.5],
the assigned value is chosen randomly from the uniform distribution: bc ∼ U (0, CWr),
where CWr = cw(r) is the contention window at retry attempt, r. cw(r) grows exponen-
tially with the retransmission attempts, from a minimum of CWmin, using stages given by
cw(r) = 2r (CWmin+ 1)− 1, until a maximum of CWmax.

When the channel has no transmission for an AIFS or each subsequent aSlotT ime, then
at the AIFS boundary or the subsequent slot boundary, either one of the following two
mutually exclusive events can occur:

• if (bc > 0), bc← bc− 1;

• if (bc = 0), a transmission starts.

For the first transmission attempt, cw(0) = CWmin. Intuitively, devices with a smaller
CWmin draw from a lower range of values for bc, and have to wait less on average; hence,
they are rewarded with more frequent transmissions, thereby deriving larger portions of the
channel capacity.

A successful reception of an MPDU triggers the corresponding transmission of an ac-
knowledgement frame (ACK). Retransmissions are triggered when a timeout occurs at the

2In this thesis, N0 � {0, 1, 2, · · ·}, N1 � {1, 2, · · ·} and Z � {· · · ,−2,−1, 0, 1, 2, · · ·}.
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transmitter due to an unacknowledged MPDU — an event, which can occur due to a collision
of MPDUs from different processes or when the receiver is out of reach. If the colliding pro-
cesses reside at the same node, then it is an internal/virtual collision, otherwise an external
collision. In this thesis, a collision refers only to an external collision, unless stated otherwise.
Additionally, an MPDU or an ACK can be lost or corrupted in an impaired channel, thus
also triggering retransmissions.

TXOPLimit bounds the time a transmitter may transmit after having obtained access
provided its send queue is not empty whilst the channel is under control. Backoff processes
with a larger TXOPLimit setting have longer contention free access to the channel and
consequently obtain larger share of the channel capacity.

Each listener device keeps track of the duration of the channel usage using the Network
Allocation Vector (NAV), which is a field in an active MPDU. The NAV can be updated in
case of an unsuccessful delivery of a transmitted MPDU. After the expiry of their NAVs, the
contender devices defer for at least an AIFS duration. This behavior is described in detail
in the next section.

2.3.2 Behavioral specifications

Each backoff process is configured separately and executes autonomously, thus all processes
together constitute a network of processes (NoP). Although autonomicity here refers to
local decisions taken independently by the processes themselves, the frequencies of different
decisions depend strongly on the extent of cooperation and competition by other processes.
These decisions are about the process state transitions, which include decrementing the bc,
updating the CW and redrawing a new value for the bc. For an operational system, a chart
of decision frequencies is a key indicator for system performance. Thus, the network is
distinguishably a tightly coupled system that must be examined as a whole.

An IEEE 802.11e compliant transmitter process must execute the EDCA functionality
sketched in Algorithm 1. We propose this simplified algorithm to model the behavior de-
scribed in the previous section. The parameters described there, viz., AIFSN , CWmin,
CWmax, RetryLimit, TXOPLimit are input to it, to govern its behavior, though the de-
gree of their influence depends on their mutual settings. The Logical Link Control (LLC)
sublayer passes data to the MAC sublayer via Access Category (AC) queue that is specific
to some application (cf. Figure 2.2). Conversely, each executing application in the system,
has an exclusive AC assigned at the MAC sublayer. Data enqueued in an AC, contends for
the channel access by the AC-specific backoff process.

LLC

AC specific
EDCA processes

Data Link

PHY

0 1 2 3

M
A

C

Figure 2.2: MAC layer AC-specific queues.

The presented pseudocode transmits MPDUs perpetually by scheduling them in units of
transmission opportunities. In each transmission opportunity, multiple MPDUs may be sent,
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Algorithm 1 EDCA()
// behavioral specifications of CSMA/CA priority arbitration

Require: AIFSN ∈ N1, CWmin ∈ N0, CWmax ∈ N0, RetryLimit ∈ N0, TXOPLimit ∈
N1

Ensure: EDCA compliant behavior

while (true) do
MACset(0); // backoff process initialization

3. backoff(AIFSN, bc);
// mandatory contention before the next transmission opportunity
wait on empty AC queue;

6. HoLmpdu← new MPDU;
active← true; // active ∈ {true, false}
fresh← true; // fresh ∈ {true, false}

9. while (active) do
if (¬fresh or CCA() = busy) then

// CCA : ∅→ {idle, busy}: clear channel assessment function
12. backoff(AIFSN, bc); // contention

end if
transmitTXOP(RetryLimit, TXOPLimit); // transmission

15. end while
end while

return

while it is only the first MPDU that can undergo failed attempts. In case of RetryLimit+1
failed attempts, this first MPDU is dropped.

The start of each transmission opportunity is preceded by a mandatory backoff given
by backoff(AIFSN, bc) in Algorithm 2. This backoff is done at the smallest CW , which
is CWmin, and invoked by setting the MAC to its initial state via a call, MACset(0).
MACset(retry) in Algorithm 4 is used to update rc and CW as well as to assign a new
random value to bc: bc ∼ U (0, CW ). Whenever a new MPDU is promoted to the head-of-
line (HoL) position in the AC queue, two boolean flags are defined. The flag active tracks
the lifetime of an MPDU, while the flag fresh checks if it is the first transmission attempt.
If the channel is sensed idle during the first attempt, it is deemed as a state of unsaturation
on the network, so that it is transmitted opportunistically. Otherwise the process waits in
backoff.

The EDCA functionality relies majorly on knowing the channel status in the presence
of ongoing transmissions. Hence, a separate clear channel assessment function, CCA : ∅ →
{idle, busy} is defined. It senses and reports on the channel being physically and virtually
(in)active, wherein the latter type of report is indicated by the NAV.

The backoff(AIFSN, bc) starts in phase I, during which the process waits on the busy
channel, till the end of some transmission. After this event, two types of ordered waiting
periods may occur. These waiting periods are termed as phase II and phase III. These
phases are possible only if the channel is idle. Whenever either of these phases is interrupted
by some transmission from the competing network, the process resumes phase I. During phase
II, the AIFS deferral is completed. Phase III is divided into time steps of size aSlotT ime
and used to decrement bc, till bc = 0. Before an MPDU is transmitted, phases II and III
may be interrupted repeatedly, hence they may occur recurrently. Longer stays in phases II
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Algorithm 2 backoff(AIFSN, bc)
// EDCA compliant contention

Require: AIFSN ∈ N1, bc ∈ N0

Ensure: waiting according to rules

while (true) do
// phase I: waiting on busy channel

3. wait till (CCA() = idle);

// phase II: AIFS deferral
AIFS ← AIFSN · aSlotT ime+ SIFS;

6. wait for AIFS while (CCA() = idle);
if (AIFS deferral is incomplete) then

continue // resume phase I
9. end if

// phase III: waiting for aSlotT ime
while (true) do

12. if (bc = 0) then
return // backoff is complete

else
15. bc← bc− 1;

end if

wait for aSlotT ime while (CCA() = idle);
18. if (aSlotT ime waiting is incomplete) then

break // resume phase I
end if

21. end while
end while

return
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Algorithm 3 transmitTXOP(RetryLimit, TXOPLimit)
// transmit multiple MPDUs

Require: RetryLimit ∈ N0, TXOPLimit ∈ N1

Ensure: EDCA compliant transmission opportunity

txop← 0;

do
3. transmit(HoLmpdu); // HoL MPDU transmission

receive(ACK);
if (¬ACKTimeout()) then

6. // successful MPDU delivery
// ACKTimeout : ∅→ {true, false}
txop← txop+ 1;

9. active← false;
MACdrop(HoLmpdu); // HoL MPDU expunging
if (txop < TXOPLimit) then

12. if (AC queue is not empty) then
HoLmpdu← new MPDU;
fresh← true;

15. active← true;
MACset(0); // backoff process initialization
wait for SIFS while (CCA() = idle);

18. // interframe gap between MPDUs transmission
// holding the transmission opportunity

end if
21. else

break // a fully availed transmission opportunity
end if

24. else
if (rc < RetryLimit) then

fresh← false;
27. MACset(rc+ 1); // MAC variables update for a retransmission

break // transmission opportunity end
else

30. active← false;
MACdrop(HoLmpdu); // expunge the HoL MPDU
break // transmission opportunity end

33. end if
end if

while (txop < TXOPLimit)

36. return
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Algorithm 4 MACset(retry)
// MAC variables updation

Require: retry ∈ N0

Ensure: reassignment of values to rc, CW and bc

rc← retry; // rc: retry counter
CW ← cw(rc); // CW : current contention window

3. bc← random(0, CW ); // bc: backoff counter

return

Algorithm 5 MACdrop(HoLmpdu)
// expunge the HoL MPDU

Require: HoLmpdu pointer
Ensure: memory release

HoLmpdu← ∅;

return

and III allow the channel to be accessed by other processes.
Note that an MPDU is transmitted only when the process has waited for an extra slot

after the assignment bc ← 0. Waiting for this extra slot is required by the IEEE 802.11
Standard [92, Clause 9.9.1.3], which allows at the end of the slot, either transmission of an
MPDU or decrementing bc. This ensures performance compatibility of the current IEEE
802.11 Standard [92] with previous IEEE 802.11 Standard [91]. The compatibility issue has
also been reported in [20, Ch. 4].

On acquiring the transmission opportunity, the actual transmission is done via a call to
transmitTXOP(RetryLimit, TXOPLimit) in Algorithm 3, which may transmit a series of
TXOPLimit MPDUs. It is only the first MPDU of this series that contends for the channel
by waiting in phases II and III, subsequent to which SIFS is used as a gap before each
next MPDU, to ensure channel control. The successful delivery of an MPDU is signalled
explicitly in a stop-and-wait arrangement, wherein its ACK must be received before the
expiry of a timer that is signalled by a function, ACKTimeout : ∅→ {true, false}. For each
successful delivery, an active MPDU is expunged by a call to MACdrop() in Algorithm 5.
If the transmission opportunity is not complete yet and an AC queue is still saturated,
then MACset(0) is called to initialize the process for transmitting the next MPDU. This
opportunity is lost in case of a timeout for the active MPDU. If another retry attempt is
still allowed for the active MPDU, then EDCA reacts to it by calling MACset(rc+ 1), which
updates the MAC variables rc, CW and bc appropriately for a retransmission; otherwise the
active MPDU is dropped by calling MACdrop(HoLmpdu).

In this thesis TXOPLimit ∈ N1 holds the maximum number of MPDUs that can be
transmitted in a given opportunity, in contrast to its meaning in the IEEE standard [92]
where it represents a time quota. This deviation removes the inherent dependency of the
number of MPDUs transmitted in the allotted time on an MPDU size. Hence, it explicates
the allowed amount of data transmitted. In the time quota based semantics, if the remaining
time is not enough to transmit the next MPDU, then the transmission opportunity is aborted.

Corresponding to the EDCA sender process pseudocode in Algorithm 1, we also illustrate
triggering of its different states in Figure 2.3.
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Figure 2.3: The State Transition Diagram of the EDCA sender process.
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2.4 A system view

In this section, we present the states and transitions, which the NoP undergoes as a single
MAC system. In this MAC system, we aim at identifying aperiodic system cycles, which
are considered for further model development. The NoP is viewed as a group of QoS class
clusters within a single broadcast range (cf Figure 2.4). Each QoS class cluster has member
processes with the same parameter settings, herein referred to as a parameter tuple:

P -tuple � (AIFSN,CW, TXOPLimit) , (2.1)

where vector CW has dimension RetryLimit+ 1. These parameters have limited domains.
The number of processes per class is denoted by the vector n. Hence, the number of processes
in the NoP is N =

∑
q∈Q

nq. Based on P -tuple, different classes are defined and indexed into

a class set of –q + 1 classes:

Q � {0, 1, 2, · · · , –q} . (2.2)

A given class differs from other classes on settings of one or more parameters taken from
the P -tuple: q, q′ ∈ Q, q �= q′ =⇒ (P -tuple)q �= (P -tuple)q′ . The presence of a class is
exhibited by inclusion of its, at least one backoff process in the NoP. We regard priority
assignment and implementation as two separate problems — both are treated in Section 2.6.
For convenience, the processes are indexed in a fixed but arbitrary manner into a process
set:

K � {1, 2, 3, · · · , N} . (2.3)

nq

1
2

iq

n0

1
2

i0

nq

1
2

iq

class clusterwireless node single broadcast domain

Legend

Figure 2.4: NoP: a logical view on QoS classes.
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2.4.1 State transition systems

The backoff process states presented in Figure 2.3 are abstracted into two main states:
contention and transmission, respectively:

S
mac

� {contention, transmission} . (2.4)

Each backoff process is always found in either of these two states. By combining the individ-
ual states of process(es), we generate the states of the NoP. There are 2N such combinations,
while they are classified into two groups using their characteristics: group one has the one
and only combination with all processes in contention state, while group two has the remain-
ing combinations. Note that, all combinations in the second group have at least one process
in state transmission. We recognize that these two groups, in fact, represent contention and
transmission states of the NoP, respectively. Conveniently these two recognized states are
members of the existing set S

mac
. This establishes a key conclusion that the states of an

individual process and a group of processes are drawn from a single set S
mac

.

A transmission state (including the time for the corresponding ACK) of the network may
represent a successful delivery of an MPDU or a collision, hence within transmission state,
we discriminate between substates retention and collision. The NoP makes a transition to
the state contention when all processes are silent, hence the PHY channel has no ongoing
activity. For each recognized state of the NoP, there is a direct impact observed at the PHY
channel. Hence, this one-to-one mapping is represented by the corresponding states of the
PHY channel:

S
phy

� {idle, busy} .

The conceptual model of both MAC level NoP and PHY channel transition systems (intra-
layer) and their mapping (inter-layer) is presented in Figure 2.5. At the PHY channel, its
not always possible to distinguish between retention and collision sub-states due to PHY
phenomena such as fading, interference and cancellation.

2.4.2 A dynamic system cycle

In this section, we identify and formally present the system cycles, which are instrumental for
the performance analysis later. Due to its random nature, the NoP transition system transits
between its states nondeterministically. Consequently the time intervals during which the
NoP system dwells in these states cannot be determined in advance. Its behavior is cyclic,
but not periodic. The lifetime of each state, state is represented by two events: start(state)
and end(state). We identify the cycle boundaries in the NoP transition system, using the
event end(transmission), which happens at random times.

Definition 2.4.1. The ith MAC system cycle O
mac

(i) occurs between two events, viz., the

termination of the (i− 1)th and the ith transmission states. Formally, it is represented by a
tuple:

O
mac

(i) �
(
end

(
transmission(i−1)

)
,end

(
transmission(i)

))
. (2.5)
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Figure 2.5: MAC (NoP) and PHY channel transition systems.

In this cycle notation, the superscript within braces, always shows the cycle number in
a given system trace, irrespective of which transmission substate delimits it. The state
transmission in each cycle is always prepended by a period of contention. The two events
end

(
transmission(i−1)

)
and start

(
contention(i)

)
occur simultaneously. Accordingly, two

types of cycles are distinguished:

•
(
start

(
contention(i)

)
,end

(
retention(i)

))
: corresponding to a successful delivery of at

least one MPDU;

•
(
start

(
contention(i)

)
,end

(
collision(i)

))
: corresponding to a collision, in which only the

first MPDU of the transmission opportunity collides.

The system cycles emerge as the result of parallel execution of the (non-deterministic) indi-
vidual processes. The duration of system cycles vary due to:

• a random number of contention slots. The occurrences of these non-deterministic intervals
of silence, stem from the random nature of EDCA;

• potentially different time durations for the substates retention and collision.

Consequently, for an outside observer of the channel, the system cycles are stochastic. As
stated, retention reflects an exclusive access to the channel, which is the result of winning
the contention process.

The PHY system cycle is defined similarly.

Definition 2.4.2. The ith PHY system cycle O
phy

(i) occurs between two events, viz., the

termination of the (i− 1)th and the ith busy states. Formally, it is represented by a tuple:
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O
phy

(i) �
(
end

(
busy(i−1)

)
,end

(
busy(i)

))
. (2.6)

Although the MAC substates to the PHY channel states mapping is a function, the reverse
is only a relation. The MAC substates can not always be implied from the PHY channel
states.

2.4.3 A network partition

Being a key enabler for resource sharing, the substate retention needs significant attention.
Hence, an elaboration on the system events that lead to a retention is presented here. By
its nature, retention involves a single process, i.e., the winner of contention. When the event
start(retention) occurs for the winner, all other processes are contending. This observation
justifies to conceptually partition the NoP into these two roles: a transmitter and contenders.
This separation facilitates to quantify the competition, as offered by the contenders against
the transmitter. The said competition is based on several events that occur during the EDCA
execution. For brevity, we term these two roles as a reference process and a competing network
respectively. Figure 2.6 illustrates the partitioning into two roles.

classq
nq

1
2

iq

class0
n0

1
2

i0

classq
nq

1
2

iq

a ref
ere

nc
e

pro
ce

ss

a competing
network

Figure 2.6: Partitioning of the NoP into mutually exclusive and collectively exhaustive blocks.

There are more ways to partition the NoP. For instance, a class based partition would
consider an arbitrary class versus the rest of the classes. We selected the first approach,
which is fundamental and easier to handle.

As already established in Section 2.4.1, set S
mac

in (2.4) can represent the states of the

reference process and the competing network directly. The combined states of these two
blocks is given by the cartesian square of S

mac
:

(
S

mac

)2

�
{(
s′, s′′

)
| s′, s′′ ∈ S

mac

}
.

These combined states are directly related to the states of the NoP. We explicitly state this
relation by a mapping,

Map :

(
S

mac

)2

→ S
mac

. (2.7)
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Map(·) is unfolded in Table 2.1. Based on the EDCA rules, impossible mappings are ruled
out. All valid mappings are listed:

0. (contention, contention)→ contention: a state of idleness on the PHY channel, generated
by all contending processes.

1. (contention, transmission)→ transimission: the NoP exhibits a transimission state due to a
transimission from the competing network. If a single process from the competing network
is transmitting, then it is a retention, otherwise a collision.

2. (transmission, contention) → retention: whenever the reference process is transmitting
while the competing network is contending, then NoP has a retention substate.

3. (transmission, transmission) → collision: the NoP is in a collision state when both blocks
are transmitting.

S
mac

contention transmission(
S

mac

)2

retention collision

(contention, contention) � � �

� �
(contention, transmission) �

� �

(transmission, contention) � � �

(transmission, transmission) � � �

�: valid �: invalid

Table 2.1: Map(·) in (2.7).

2.5 QoS semantics

From this section onwards, subquestion b. is investigated. Preferential treatment of different
application types is fundamental in meeting their QoS requirements due to limited channel
capacity. This preferential treatment gives rise to QoS classes. This section expresses the
QoS semantics, which are used to solve the QoS problem, stated as follows.

The QoS problem How to specify and fulfill the transportation related QoS requirements of
different applications, which compete for the channel?

Elements necessary to address the QoS problem are depicted in Figure 2.7, constituting what
is termed as a QoS schema. The applications with corresponding QoS demands, compete for
the shared channel, whose allocation is controlled by a network configuration, as represented
by a P -tuple. As a result, applications have corresponding QoS achievements.

2.5.1 The QoS specification

For the system that we consider, the QoS requirements of applications are defined at the
MAC level as follows:
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QoS problem

Channel capacity (bits/second)

Network configuration (P -tuple)

QoS achievements (Q-tuple)

QoS demands (Q-tuple)

Figure 2.7: A QoS schema for the QoS problem.

channel access frequency is the average number of times a process has access to the channel
in one second, denoted by ν ∈ R.

channel share is the average amount of data transmitted in one second, denoted by θ ∈ R.

MAC latency is the average time it takes to transmit an arbitrary MPDU, denoted by λ ∈ R.
It is measured from the moment an MPDU assumes HoL position till its transmission is
complete.

MAC reliability is the MPDU delivery ratio, denoted by ω ∈ R.

When a QoS dimension is not considered, it is specified by an extremely low ranked value.
The QoS requested and delivered for an application k ∈ K are denoted by ek and dk respec-
tively, while they are specified as a Q-tuple:

Q-tuple � (ν, θ, λ, ω) .

The delivered QoS is said to satisfy the requested QoS iff

ek.ν � dk.ν,

ek.θ � dk.θ,

ek.λ � dk.λ,

ek.ω � dk.ω .

(2.8)

We denote this by dk sat ek. From the definition of sat, it is an order (reflexive, transitive
and anti-symmetric) representing increasing strictness in QoS. sat is extended to system
scope by defining

dsat e � ∀
k∈K

dk sat ek . (2.9)

The considered QoS dimensions are collected in a set,

Ξ � {ν, θ, λ, ω} . (2.10)

2.5.2 The QoS fulfillment

The schema elements in Figure 2.7 belong to two real-valued spaces: applications, A and
network, N (cf. Figure 2.8). In this bispace schema, there are two transformation relations,
mapping a given state in one space to the corresponding state in the other space. These
relations allow emergence of two approaches to address the QoS problem. Both can be
adopted independently, and each one offers a complete solution, with related merits and
demerits. We present both approaches.
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Figure 2.8: A space mapping for the QoS problem.

2.5.2.1 Application-aware networks

In this approach, applications make network reservations. The management is essentially
based on a network reservations problem, which is complex. Additionally, the management
generally aims to achieve some network related objective — such as channel utilization. Two
issues that must be addressed are: what resources to reserve and how to reserve them. The
space A represents the QoS requirements of applications. A mapping,

F : A → N , (2.11)

determines a set of states in N that satisfy a given state in A (cf. Figure 2.9). A state
in N is termed as a network configuration point (ncp). Generally, the QoS requirements of
applications are specified independent of the channel capacity, hence there is no guarantee
that the available channel capacity is enough to accommodate given QoS requirements. In
case of a sufficient channel capacity, F(·) is not empty. Otherwise the mapping to ncp is not
possible and the QoS requirements have to be renegotiated. The renegotiation process may
continue iteratively till some solution bails out the process.
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Figure 2.9: Reservation to solve the QoS problem. QoS space represents both, the QoS requirements and the
QoS delivery.

Note that, a non empty F(·) still does not guarantee a solution to our QoS problem.
The space, N is real-valued, so that each ncp in it may be either discrete or non-discrete.
An ncp is considered discrete if it is P -tuple conformant, thus contains all discrete values
— all remaining ncps are considered non-discrete. It is quite unlikely that F(·) relates to a
discrete ncp, representing some P -tuple. Due to this probable causality, viz., independent
QoS requirements may result in a non-discrete ncp, finding an exact solution does not suffice.
A remedy for this causality is to shift the exact solution to some discrete ncp. The shift
brings in the following problems:

• In order to evaluate the QoS delivered by the discrete ncp, a reverse mapping, f(·), is
required,

f : N → A, (2.12)
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• The discrete ncp may no longer support the original QoS requirements;

• In case of multiple candidates for discrete ncp, a selection criteria have to be set to
determine the best discrete ncp.

These problems are tackled in this thesis as follows.
We set off by determining f(·), which is used to find the QoS properties repeatedly to build

a lookup table. This process effectively discretizes F(·) by filtering out non-discrete ncps. In
the context of NoP, f(·) represents a function from a vector of P -tuple, p, representing an
ncp, to a vector of Q-tuple, d, representing the delivered QoS. Hence,

d = f(p)

means that [d1, d2, · · · , dN ] is the delivered QoS corresponding to the discrete system settings
[p1, p2, · · · , pN ]. Accordingly, a given vector of Q-tuple, e ∈ A, has an image set of vector(s)
of P -tuple, p ∈ N :

p ∈ F(e) ⇐⇒ f(p)sat e.

The mechanism to establish a certain QoS for all applications in the system, is to set a
P -tuple of the corresponding network processes. Configuring the network processes accord-
ing to the P -tuple leads to a vector of Q-tuple, d ∈ A, representing delivered QoS that
satisfies all requirements. Due to multiple QoS parameters in a P -tuple, codomain of F(·)
has increasingly high dimensions even for small to medium size networks. Therefore, solving
F(·) is complex and may be done numerically.

The suitability of a discrete ncp to solve some QoS problem is ascertained by its QoS
properties. A discrete ncp is a solution if it delivers a QoS that fulfills the sat. A set of all
solutions is

N ⊇ N ′(e) � {p ∈ N | f(p)sat e} . (2.13)

A restriction3 of f(p) to N ′(e) generates a subspace in A, A′(e), termed as solution region,
with centroid e,

f |N ′(e) (p)→ A′(e) . (2.14)

By definition,

A ⊇ A′(e) � {f(p) ∈ A | f(p)sat e} . (2.15)

A characteristic of the space A is its sparseness. A thinly scattered space is preferred
for precision. Sparsity strongly depends on the network size and choices of P -tuple, which
determine the sensitivity of QoS properties. Conclusively, the solution region, N ′(e), holds
solutions for given QoS requirements of applications, e. Searching for the best solution will
be addressed in Chapter 4.

3Given a function, g : Y → Z, its restriction, Y′ ⊆ Y, and range restriction, Z′ ⊆ Z, are denoted as
g |Y′ (·) and g |Z′

(·), respectively.
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2.5.2.2 Network-aware applications

In this approach, the behavior of an application is adapted to network availability. As
explained in [24], there are two challenges to address: network awareness, to know the
availability of network, and application’s adaptation. QoS management is carried out at the
application layer, which generally aims to achieve some application related objective — for
instance, maximization of user perceived quality.

This concludes the description of two approaches. Some merits and demerits of both
approaches are listed below:

• Application-aware networks gear towards service oriented networking. The development
of applications can be carried out independently and agnostic to limitations of networks. It
also supports a paradigm shift from close to open networks, thus an enabler for intelligent
networks. On the downside, applications expose themselves to networks.

• The gap between network behavior over time and requirements of applications, is better
filled by network-aware applications. On the downside, a non-incentive cost model pro-
motes aggressiveness in misbehaving applications that may dramatically ruin the QoS of
other applications.

2.5.2.3 Our approach

We consider the first approach more viable because of the following reasons:

• This approach keeps a clean separation between the functions of application and network
layers, so that technologies on both layers can be developed independently. In context of
our QoS problem in Section 2.5, it implies maintaining a semantic separation between two
orthogonal problems — how to specify the QoS requirements of applications and how to
enforce reservations at the network;

• It promotes network intelligence, hence results in enhanced network architectures. This
implies advanced network capabilities such as those supporting extra-functional require-
ments.

We, therefore, select it to address the QoS problem by building a lookup table. Determining
f(·) is the key problem and is the focus of this thesis. Based on its solution, Pareto curves
can be used to represent the solution of F(·).

In comparison to our approach, the recommended setting in the IEEE standard [92] are
incapable to address our QoS problem. There, a single P -tuple is defined, representing four
QoS classes. Each class then, contains zero or more applications. The incapability is due to
following incompleteness:

• The mapping F(·) is unknown. In the context of Figure 2.9, the pre-image of the recom-
mended P -tuple in the IEEE standard [92] can not be determined. Hence, the number
of applications and their QoS requirements that can be satisfied by the recommended
P -tuple, are unknown. Consequently, for some desired QoS requirements of applications,
e′, the recommended P -tuple may well lie outside the solution region N ′(e′);

• The mapping f(·) is unknown. In context of Figure 2.9, the image of the recommended
P -tuple in the IEEE standard [92] can not be determined.

In essence, a downside of the given recommendations is that a solution region N ′(e) is not
sought for some given QoS requirements of applications, e — instead, a resulting QoS is
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observed, which may or may not offer a solution. On the upside, different possibilities can
be tabulated by varying only the network size and application profiles.

The key problem is divided into a number of subproblems, defined as range restrictions
of f(p) to A′(e). For each subproblem, we define a corresponding vector-valued partial
function, fξ(·), ξ ∈ Ξ as

fξ
k(p) = [f(p)]k .ξ, k ∈ K . (2.16)

For instance, fθ(p) represents a vector of shares, which is denoted by θ. Similar vector
notations are used for other QoS dimensions. These vectors project partial behaviors, which
are determined by their respective partial functions — the latter are derived in the next
chapters.

In a given system of some selected MPDU sizes of applications and their MAC data
rates, f(·) maps P -tuple vector to a unique Q-tuple vector, so that all QoS dimensions are
determined simultaneously. It is not possible to vary a QoS dimension, without affecting
other QoS dimensions. For instance, a vector of some QoS dimension, ς, ς ∈ Ξ, has associated
vectors, ξς, ξ ∈ Ξ \ {ς}. When ς is varied by changing, for instance, p, all associated vectors

are affected as well: ς′ �= ς′′ =⇒ ξς′ �= ξς′′ . This means the deduction p =
(
fξ
)−1

(ξ) is
possible.

In contrast to the above situation, if MPDU sizes of applications and their MAC data
rates are not fixed a priori that we consider a relaxation, partial behaviors of the space A
can be generated. In this case, a vector of some QoS dimension, ξ, has associated vectors of
other QoS dimensions. In particular

[λθ]i = fλ

([(
fθ
)−1

(θ)

]
i

)
,

[θλ]j = fθ

([(
fλ
)−1

(λ)
]
j

)
,

(2.17)

represent vectors of latencies and shares. These expressions describe indirect relations be-
tween QoS dimensions. Given the relaxation is taken, it allows freedom in generating desired
partial behaviors, thus offering choices.

2.6 Priority semantics

It may be required to prioritize applications. We, therefore, establish an ordering of appli-
cations based on their importance. The order is based on a priority value assigned to each
application.

Classically priority semantics for resource sharing have either an absolute or a relative
interpretation. In the absolute priority case, if the resource capacity allows, then generally
the QoS requirements of the priority bearer are fulfilled completely — otherwise the resource
requester is not admitted to the system. For instance, an admission control system in the
telephone network ensures that QoS requirements of all admitted calls are met. In different
variants, the fulfillment can be partial. On a resource shrinkage, if all applications cannot
coexist, then the lowest priority bearer is the first to leave. The admission control is then
based on priorities assigned to the applications, admitting a set of largest priorities that fit.
When priorities are equal, a policy such as first come first serve can be adopted to admit
a set of applications. In the relative priority case, the priorities imply weights assigned to
the resource requesters. These weights may be derived implicitly using the priority values,
or given explicitly. In this case, the proportional importance is kept intact, while bearers
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of all priorities can coexist, although their QoS requirements might be fulfilled partially.
Generally, the goal is to maximize the QoS achieved while keeping the proportions.

Priority semantics are relevant in the context that we present now. We set off by intro-
ducing a term, mode that is defined as a system state per QoS schema view (cf. Figure 2.7).
The system may undergo a mode change on occurrence of at least one of the following events:

• The set of applications changes due to either addition to or removal of elements from this
set;

• The QoS requirements of applications change;

• The channel capacity changes.

These events are handled by the QoS Manager (cf. Figure 2.10), which has the following
schema:

• Admission controller – it decides if application(s) can be admitted into the network;

• Priority policy – it can be either absolute or relative;

• Mapper – it searches and selects an appropriate mode in the Table by matching the QoS
requirements to the best QoS delivery point;

• Table – it contains the mappings as determined by f(·);

• Priority calculator – it assigns a priority value according to a selected Priority policy.

Priority calculator

Admission controller

Priority policy

Mapper

Ta
bl

e

Figure 2.10: A QoS Manager for the schema for the QoS problem.

Upon the occurrence of an event, the QoS Manager estimates a target system state for
a potential mode change. State estimation is carried out in accordance with the Priority
policy. The QoS Manager sets off by invoking the Mapper to find an appropriate entry in
the lookup Table for the target system state. In case of success, a network configuration
point for the target system state is returned. When the event is an admittance request(s)
for new application(s), the request is evaluated by the Admission controller. In case of failure,
prioritization of applications has to be considered to determine a system state that has an
entry in the lookup Table. The priority values are computed using the Priority calculator.
In an absolute priority case, the prioritization is carried out by considering removal of the
lowest priority application(s) from the system and then searching for an entry in the lookup
Table. This process continues till success or failure. In a relative priority case, the applica-
tion requirements may have to be renegotiated in accordance with the weights, which are
computed using priority values.

Computing the priority values is done as follows. In general, the priority order of appli-
cations can be established by comparing them on a common QoS dimension. When the QoS
dimensions vary among different applications, a direct comparison is not possible. Therefore,
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we dimension this variability onto a weighted average of all QoS dimensions, duly propor-
tioned. Proportionality overcomes the disparity in the QoS dimension scales. The priority
value is computed as an inner product of two vectors, sk · g, where sk is a vector of propor-
tional scores corresponding to the QoS requirements, ek, and g is the user assigned weights
for the QoS dimensions. Let ps(·) map ek to a proportional score, then

sk = ps(ek) . (2.18)

This proportional score is computed over all applications as

[ps(ek)]ξ =
ek.ξ − ξmin

ξmax − ξmin
, ξ ∈ Ξ,

ξmin =

⎧⎪⎨
⎪⎩
↓

l∈K
el.ξ ξ ∈ Ξ \ {λ}

↑
l∈K

el.ξ ξ ∈ {λ}
,

ξmax =

⎧⎪⎨
⎪⎩
↑

l∈K
el.ξ ξ ∈ Ξ \ {λ}

↓
l∈K

el.ξ ξ ∈ {λ}
.

(2.19)

Now we define that application i has higher priority than application j, if

si · g > sj · g,
[· is an inner product] .

(2.20)

Based on these priority semantics, applications are ordered. In the absolute priority case,
the largest number of applications from higher to lower end are admitted, subject to presence
of a corresponding mode entry in the Table. In the relative priority case, a relative weight
of an application, vk, can be computed from its priority value, as follows:

vk =
sk · g∑

l∈K
sl · g

. (2.21)

These relative weights are used for relatively apportioning the channel capacity. They also
allow emergence of two approaches that can be taken, when the network reservations are not
possible due to insufficient channel capacity:

• Scale down the QoS requirements of applications, so that the network reservations can be
made. Scaling down may be done according to the relative weights;

• Searching for an entry in the Table whose similar relative weights for delivered QoS points,
match best with these relative weights.

2.7 Identification and separation of major concerns

The state transition rates in the state transition systems (cf. Figure 2.5) determine system
performance for all considered QoS properties, system contention level and channel wastage.
The system can be analyzed by assuming equal durations of two major states, retention
and collision, which is quite unlikely. This is due to the fact that a retention duration is an
aggregation of transmission times of multiple MPDUs, while a collision duration is defined by
transmission time of the longest MPDU involved in it. Hence, the fact that performance is
affected by durations of these two states, cannot be ignored in the analysis process. Moreover,
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retention duration cannot be fixed for each class of applications. This is due to the nature
of some applications such as streaming services, which transmit variable size data units —
hence, equal sized retention durations are infeasible and unrealistic. Therefore, retention
duration needs to be treated as application specific.

The assumption that all processes transmit equal size MPDUs in a selected PHY carrier,
implies that the collision duration is MPDU size dependent and fixed. We also evaluate
the impact of the shortest duration state, contention. The saturation level of the network,
primarily a function of the P -tuple and the number of applications in the network, also
bounds the average number of idle slots. Hence, the contention duration can also be assumed
fixed. This leaves retention as the only independent state whose duration can drastically affect
the system performance — we consider it a dominating state. For instance, if the service
times during a successful transmission opportunity vary between different applications, then
they derive different channel shares. These deductions call to judge the system performance
on two functionally independent aspects:

• Gaining control : It addresses the probability for a particular process to acquire exclusive
control of the channel, which subsequently leads to a successful transmission. Hence, it is
quantified in terms of the transmission priority of the process, while it corresponds to the
first type of cycles (cf. Section 2.4.2);

• Retaining control : The duration of a successful transmission.

The deductions enable establishing the following:

• The transition probabilities between S
mac

states in (2.4) are not affected by their durations;

• The stochastic behavior of random access protocols such as DCF [91] and EDCA [92]
is only regulated by their transmission frequencies. In the stochastic sense, DCF/EDCA
provide equal/unequal transmission frequencies to the processes. For a system of pro-
cesses tuned to certain transmission frequencies, the channel share changes as a function
of retaining control. In EDCA, TXOPLimit is used to characterize and quantify this
aspect.

While the independence between these two functional aspects is exploited in the model
development, we also emphasize that the system performance can not be quantified if one
aspect is ignored. For instance, quantifying gaining control does not translate directly into
channel shares as evident from the next trivial example. Consider a transmission system of
two processes, which are uniformly scheduled stochastically. Assume that the second process
transmits x times more data than the first one, then their shares are given by

(
1

1+x
, x
1+x

)
respectively. The process shares are proportional to the service times when equal transmission
opportunities are available. Hence, it implies that in order to determine the shares, there
is also a need to incorporate service times on top of transmission opportunities. We express
retaining control in terms of TXOPLimit transmission transactions.

Definition 2.7.1. A transmission transaction starts with the transmission of first bit of an
MPDU and ends with the reception of its ACK.

During multiple transmission transaction, a gap of SIFS enables to keep control over the
channel. This thesis will present the quantified system performance separately for both
aspects.
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2.8 Conclusions

This chapter raises the basic question of building a system conceptual model. Addressing
this question has resulted in our proposed performance framework. We postulate fundamen-
tal building blocks for defining and analyzing this performance framework. There are two
subquestions that are addressed as follows.

Subquestion a. highlights the need for an appropriate abstraction of the EDCA behavior
that supports performance derivation. EDCA has intricate complexities of the invocation
sequence. We aim to bind its underlying functionality into a unified view that is used
for development of quantitative analysis in the following chapters. For this purpose, its
behavior is generalized to a simplified algorithm and a State Transition Diagram that we
propose. This unified view is identified as the system cyclic behavior that is expressed as
cycles. These cycles transcend specific MAC arbitration mechanisms and their settings,
which have different impacts on various QoS concerns (channel access frequency, channel
share, MAC latency and MAC reliability). Investigations based on such an approach lead
to performance derivation for achieving a distributed control of the network, in the trace
framework (research Question 2) and stochastic models (research Question 3 and research
Question 4).

A distributed networked system can be modeled by identifying and representing the states
and their transitions either globally at the network level, or locally at the process level. We
take the latter approach by creating a conceptual partition of the network into two blocks,
to model the cooperation and competition in the network, per cycle.

Cycle based performance analysis of systems allows extension intuitively. In our case,
the definition of cycles can be extended to consider consecutive transmissions that produce
MAC capture effect due to extreme asymmetric settings [201].

The term QoS refers to the desired behavior of a service. Generally, it has a loose meaning,
unless defined explicitly. Subquestion b. indicates the need for formal specifiability of the QoS
requirements of applications to exactly determine their fulfillment, support manageability
and service auditing. To this end, we propose QoS semantics, which are independent of
specific application types. These types may represent applications with distinguished QoS
concerns. The fulfillment of QoS requirements is coupled with management of channel, as
controlled by network configurations. To judge this fulfillment aspect quantitatively, we
propose a satisfiability relation. This relation is based on all QoS concerns considered in
this thesis. For each QoS concern, a model needs to be developed. Each model represents
a partial behavior that is mapped to by corresponding partial function. In case fulfillment
is not possible due to requirements exceeding the network capacity, there is a need to deny
admission access to some of the applications. For this purpose, we establish an order of their
criticality using our proposed priority semantics.

An important finding of study of this subquestion is regarding abuse of the term, priority,
in context of existing related literature. Therein, priority is taken for preferential treatment,
without explicit relation to network configurations. In contrast, we consider priority assign-
ment and priority implementation as two separate issues. They are treated in context of
criticality of applications and settings of network configurations, as provided by the technol-
ogy, respectively. A network configuration determines some network state, hence preferential
order of applications is not even required to achieve a distributed control of the network.

Originally, the QoS problem needs a transformation from the QoS space to the network
configuration space. Due to technology limitations, not all points in the transformation
range are reachable. A method proposing a shift to a reachable point may open more issues
related to side effects of the shift. These include no solution and solution multiplicity. In
our approach, we avoid this situation by adopting a reverse mapping that considers only
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reachable points.
All QoS concerns considered together restrict the solution space. By taking departure

from some of them, termed as relaxation in our context, some interesting network behaviors
are expected. They may support one-to-many relationships between QoS properties. For
instance, two solutions can have the same share but different latency values or vice versa.
Allowing these behaviors may bring in more scheduling choices.

The proposed conceptual model clearly reveals that quantifying only the transition rate
between contention and transmission is not enough to represent all system aspects. Also
transmission duration has a major influence on the system performance. This consideration
leverages freedom that is required for addressing different application types. Hence, two
separate system aspects, namely gaining control and retaining control are introduced, which
offer the required independence and flexibility. Our model considers the influence of both
system aspects in a unified manner, and exploits their mutual independence for performance
quantification in later chapters. In the next chapter, system behavior is traced formally by
considering these two aspects.
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Tracking system evolution: trace analysis
and performance

In simulation or an actual system execution, autonomous decisions taken by the communi-
cating processes and the events triggered thereafter, represent the dynamic behavior of the
EDCA network. Although a history of system behaviors can be kept in various trace types,
this chapter focuses on traces of the EDCA events. Traces are timed sequences of events,
where the events are changes in the process states. A trace represents a possible history.
We distinguish between a trace that keeps the entire history of an EDCA network from a
subtrace that is some restriction of a trace. Subtraces represent projected history recorded
in isolation. Subtraces defined in the same time interval can be combined to form global
effects.

The usage of traces in computer networks in general and WLANs in particular, is limited
to obtaining performance numbers either to verify mathematical models or for obtaining
results only. To this end, no structured approach is adopted. Different tracing tools produce
their own specific trace formats. We note that no standard is defined. The existing literature
on performance modelling and service/class differentiation of CSMA/CA based protocols
lacks a formal framework of event traces. This framework, herein referred to as the trace
framework, would allow specification of process and MAC event cycles. Cyclic behavior in
the trace may represent fluctuations in the QoS properties. The study of such fluctuations is
significant for isolating peculiar behaviors as well as for optimal resource allocation. In the
existing work, a formal aggregation method to obtain the MAC system states from states of
individual processes, is absent — as will be discussed in Section 3.1, the related work. These
two gaps lead to the following research question, as posed in Chapter 1:

Question 2. How to track the EDCA network evolution over time?

We identify the following four subquestions concerning the event traces within the scope of
the main question:

a. How to discover MAC states resulting from arbitrary subtraces of processes?

b. How to derive low-level performance metrics such as occurrence probabilities of process
states, from an arbitrary subtrace of a process?
This problem is motivated by the observation that low-level details reflect on system
properties more accurately. They have the capability to detect anomalies that may
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go unseen by high-level details. Low-level metrics sought can also be used to derive
high-level performance metrics.

c. How to identify and specify process-specific and MAC event-specific cyclic behaviors in
traces?
This subquestion is motivated by the limitation that the dynamic system cycles defined
in Section 2.4.2 are transparent over processes and MAC events.

d. How to examine QoS properties for both, short-term and long-term durations, from an
arbitrary subtrace of a process?

In order to address the main question, this chapter introduces theory to formally define
a trace framework for the EDCA network. We capture the temporal evolution of internal
states of different processes. To do so, we realize that a state change recording by events is
enough to solve the subquestions. For each subquestion, following contributions are made,
respectively:

a. A formal aggregation method to obtain the MAC system states from individual processes
states.

b. A low-level performance metric, backoff process state probability, is derived, which offers
deeper insights into process behaviors such as those resulting from the MAC parameter
settings.

c. Identification and formal specification of process-specific and MAC event-specific cycles
in traces.

d. The presence of QoS properties in an arbitrary subtrace is detected formally for both,
short-term fluctuations and long-term expected values. This derivation also relates the
actual execution of the system to an analytical model. This contribution is motivated
by a famous quotation from Prof. Edsger W. Dijkstra:

‘Program testing can be used to show the presence of bugs, but never to show
their absence!’ [29];

The trace analysis in this chapter fills the gap between execution traces and analytical
model. More specifically, we highlight events which trigger internal state transitions of pro-
cesses and study their impact at the process/network levels. These state transitions influence
performance of individual processes and reflect interesting patterns about their behavior over
time. This is achieved by considering time variant properties of events. Formation of our
trace framework leverages the study needed for designing our custom made discrete event
simulator for EDCA and processing of traces from experiments — taken up in the next
chapters. In the next section, the prior approaches to trace analysis in WLAN systems are
reviewed.

3.1 Related work

Trace analysis in computer networks has been predominantly applied in the context of secu-
rity for keeping the privacy of information in traces [138, 45, 239, 28, 46, 56, 57, 155, 73, 189].
Trace analysis has also been extensively used for model-based conformance testing of proto-
cols against specifications [23, 15, 118] and fingerprinting [185, 104, 119, 70, 237]. Traces also
allow realistic evaluation of network protocols [83, 143, 156]. In the context of performance
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issues, trace analysis gives insights for troubleshooting and determining bottlenecks in net-
works [227, 43]. There is also an appealing work on trace analysis of discrete-event systems
to reduce repetitive behavior for isolating irregularities and to detect cycles for studying
their properties [110]. Trace collection is a necessary first step in creating realistic models
crucial to designing, simulating, and evaluating network protocols [2-4].

Under our assessment of prior work as stated, we are not aware of any work that focuses
on the understanding of the EDCA dynamics through its trace analysis. Formalism on trace
analysis for performance of EDCA is absent from existing literature.

To the best of our knowledge, the work presented in this chapter departs from other works
as it presents a formal trace framework for the EDCA network. Through the contributions to
address respective technical problems as identified within the scope of the trace framework,
an exact blueprint of the EDCA dynamics is expressed. This includes unfolding the EDCA
behavior over time, through a query system that is based on performance cycles, which
reflect fluctuations. The captured details lead directly to an analytical model.

3.2 A tracer

We extract a process behavior by studying its trace properties. A trace long enough may
reflect the stable behavior of a process. For long enough traces, bc drawings are uniformly
distributed, according to the law of large numbers (LLN) [14]. Similarly, fluctuating bc count
down rates over short-term time intervals are smoothed down. Thus, an average impact of
network configuration over time is ensured for studying the opposition as offered by the
competing network against the reference process.

The trace properties depend on process internal states over time, termed as istates, which
arise due to values of internal variables, rc and bc. We differentiate istates from the abstract
process states, contention and transmission, as defined in (2.4). By (2.7), these two abstract
states collectively form a set of MAC states of the NoP. These MAC states will be derived
from our process specific subtraces. Tracking system evolution requires some basic definitions
that are presented next.

Definition 3.2.1. A trace, φ, is a sequence of events with attributes,

φ = ψ0ψ1ψ2 · · · ,

where the ith event in the trace is denoted by an anchor, ψi, while next(ψi) = ψi+1 and
prev(ψi) = ψi−1 are partial functions. The attributes of event, ψ, are specified by a tuple,
(k, r, b, t), with elements defined as follows:

• ψ.k: process id;

• ψ.r: rc value;

• ψ.b: bc value;

• ψ.t: event occurrence time.

The empty trace is denoted by ε.

Definition 3.2.2. The duration of a trace φ, d(φ), is the sum of all istate intervals within
φ. Formally



40 Chapter 3. Tracking system evolution: trace analysis and performance

d(ψφ) =

{
0 φ = ε

(next(ψ) .t− ψ.t) + d(φ) φ �= ε
. (3.1)

Definition 3.2.3. The length of a trace φ, g(φ), is the number of elements in φ. Formally

g(ε) = 0,

g(ψφ) = 1 + g(φ) .
(3.2)

A subtrace is a projection of trace that is restricted over one or more attributes.

Definition 3.2.4. Given a predicate on anchors, �, the restriction, R(φ, �), is the trace
obtained from φ leaving out anchors not satisfying �. Formally

R(ε, �) = ε,

R(ψφ, �) =

{
R(φ, �) ¬�(ψ)
ψR(φ, �) �(ψ)

.
(3.3)

We introduce some definitions to harvest this notation.

• Rkk(φ) � R(φ, �(ψ) : ψ.k = k),
(the restriction of φ to anchors of process k);

• Rbb(φ) � R(φ, �(ψ) : ψ.b = b),
(the restriction of φ to anchors with b value equal to b);

• Rrr(φ) � R(φ, �(ψ) : ψ.r = r),
(the restriction of φ to anchors with r value equal to r);

• Rrbr,b(φ) � R(φ, �(ψ) : ψ.r = r ∧ ψ.b = b),
(the restriction of φ to anchors with istate (r, b));

• Rint[t1,t2](φ) � R(φ, �(ψ) : t1 � ψ.t � t2),
(the restriction of φ to anchors within an interval [t1, t2]);

• Rtt(φ) � R(φ, �(ψ) : ψ.t � t < next(ψ) .t ∨ prev(ψ) .t � t < ψ.t),
(the restriction of φ to two adjoining neighboring anchors to time t— either of the neighbor
may non-exist if t is beyond the trace ends).

Let φk = Rkk(φ) denote subtrace of process k. Obviously more restricted subtraces contain
fewer anchors than less restricted ones. For instance, φ[t1,t2)

k,r,b � Rint[t1,t2)(Rrbr,b(φk)) is
more restricted than φ

[t1,t2)
k,b � Rint[t1,t2)(Rbb(φk)). The latter is ignorant of rc. These

two subtraces span over the same interval, with a surjective function mapping the latter to
the former, f : φ

[t1,t2)
k,b � φ

[t1,t2)
k,r,b . r is bounded as follows:
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• for cw(r) as an exponentially increasing function of r,

r′ < r′′ =⇒ cwk

(
r′
)
< cwk

(
r′′
)
,

�r̂� � r′, r′′ � RetryLimitq,

r̂ = logd

(
b+ 1

CWmin+ 1

)
,

where base d is the persistence factor for CW change;

• for cw(r) as an exponentially decreasing function of r,

r′ < r′′ =⇒ cwk

(
r′
)
> cwk

(
r′′
)
,

0 � r � �r̂� .

As a general property of sequences, we assume that an indexing notation is available.
Let y : Iφ′ → Iφ be a mapping from an index set of a subtrace, Iφ′ , to an index set of a
trace, Iφ. For instance, 〈φk〉i∈Iφ′ = 〈φ〉y(i)∈Iφ

.

The process istate does not change between its two consecutive anchors, i.e. during[
ψz(i).t, ψz(i+1).t

)
. The duration of this interval is determined at the system level. This

duration implies an aSlotT ime during a contention, while it is variable during a retention
and a collision — for the latter, it depends on the size of the largest MPDU involved. The
frequency of anchors decreases with r. Generally an ith anchor of subtrace φ

[t1,t2)
k,r �=0,b �=0

signifies lower bounds on two aspects:

• at least i MPDUs have assumed HoL position in the process MAC queue,

g
(
φ
[t1,t2)
k,r �=0,b �=0

)
� g

(
φ
[t1,t2)
k,0,0

)
.

Specifically an ith anchor of the subtrace, φk,0,0, indicates that exactly i MPDUs have
assumed HoL position. Hence, at any point in time, the number of anchors in φk,0,0

exceeds the number of anchors in φk,r,b, b �= 0, r �= 0. Intuitively, this property reflects
a behaviorial property of a process that for some MPDUs, it may not reach some bc
and rc values. This is a key observation that must be considered for quantifying process
performance.

• at least i MPDUs have been transmitted by the process.

3.3 MAC states from subtraces

Using the process subtraces, we identify the MAC states using two approaches. The first
approach is based on time series analysis of istate attributes, while the second one is based
on istate evolution rate over time.
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3.3.1 istate attributes

In this approach, we identify the MAC states using the istate attributes for a set of processes.
The considered MAC states are: contention, retention and collision. Let eP(t) map processes
in P to a MAC state at time, t.

eP(t) =

⎧⎪⎨
⎪⎩

contention zP(t) = 0

retention zP(t) = 1

collision zP(t) > 1

,

zP(t) = |{k ∈ P | Rtt(φk) .b = 0}| .
Counting the number of processes in transmission istate defines the MAC state at any point
in time. For an istate, this mapping has to be extended for the duration of the istate.
The extended mapping determines MAC effects with durations. Currently the MAC effect
collision incorporates MPDU dropout case, which is now considered separately. The set of
considered MAC states, hereby referred to as MAC effects is,

M �
{
mc,mr,ml,md

}
∪ {�} ,

where

mc � a contention,

mr � a retention,

ml � a collision resulting in next CW,

md � a collision resulting in a dropout,

� � a null marker to cater for an empty trace, ε .

Given a trace φ, EP(ψ) maps ψ into a corresponding sequence of MAC effects in M, in the
interval of the istate.

EP(ε) = �,

EP(ψ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mc ∀
ψ.t�t<next(ψ).t

(eP(t) = contention)

mr ∀
ψ.t�t<next(ψ).t

(eP(t) = retention)

ml ∀
ψ.t�t<next(ψ).t

(eP(t) = collision) ∧ (ψ.r < RetryLimit)

md ∀
ψ.t�t<next(ψ).t

(eP(t) = collision) ∧ (ψ.r = RetryLimit)

.
(3.4)

Asserting on anchors properties during istate interval leverages identifying the MAC state
as follows.

The states in the domain of Map(·) in (2.7) define the MAC states in terms of the reference
process, k ∈ K, and the competing network, η = K\ {k}. The MAC effects due to these two
blocks at ψ can be evaluated by EP(ψ). The combined MAC effects determine the system
MAC states, as follow.

0. (contention, contention):
(
E{k}(ψ) = mc) ∧ (Eη(ψ) = mc). By the Map(·), the image is

contention, which also directly corresponds to the predicate EK(ψ) = mc.
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1. (contention, transmission):
(
E{k}(ψ) = mc) ∧ (Eη(ψ) ∈M \ {mc}). By the Map(·), the

image is transmission, which also directly corresponds to the predicate EK(ψ) ∈M\{mc}.

2. (transmission, contention):
(
E{k}(ψ) = mr) ∧ (Eη(ψ) = mc). By the Map(·), the image is

retention, which also directly corresponds to the predicate EK(ψ) = mr.

3. (transmission, transmission):
(
E{k}(ψ) = mr) ∧ (Eη(ψ) ∈M \ {mc}). By the Map(·), the

image is transmission, which also directly corresponds to the predicate EK(ψ) ∈M\{mc}.

3.3.2 istate transition rate

The transition rate of a reference process, tr(φk), is defined as the number of istate changes
per time unit. It is directly given as a ratio of subtrace length to subtrace duration,

tr(φk) =
g(φk)

d(φk)
, refers (3.2) and (3.1).

This transition rate is influenced by transition rates of other processes in the referred
network. In this approach, we exploit this property to identify the MAC states. To this end,
we use an observation that during system contention, all processes have a uniform transition
rate due to fixed size of PHY aSlotT ime. Let us call it a globally balanced rate (gbr).
During gbr, there is one istate change per aSlotT ime:

tr(φk) =
1

aSlotT ime
.

We are interested in checking the MAC state during a trace interval [t1, t2). Let φ[t1,t2)

denote Rint[t1,t2)(φk), then a sufficient condition for contention during [t1, t2) is that gbr
holds during this interval:

tr
(
φ[t1,t2)

)
=

1

aSlotT ime
.

In other words, all processes transit in aSlotT ime duration steps during contention. This
predicate detects only system contention state when all process have already completed their
respective AIFS deferrals. During other MAC states, transition rates are not uniform across
the board and are less than gbr.

Now that we have generated MAC states from the process subtraces, this concludes
addressing subquestion a., as posed in the introduction of this chapter.

3.4 Low-level performance metrics

In this section, subquestion b. is addressed by presenting process istate distributions, which
emerge in two spaces. When the processes are traced long enough in these spaces, they
attain average behavior.

Bidimensional space

The istate probability, πk,r,b, over (r, b) space is defined as the occurrence count ratio of
istate (r, b) to all istates. Both terms are offered by length of a (sub)trace. Let φk,r,b denote
Rrbr,b(φk), then

πk,r,b =
g(φk,r,b)

g(φk)
. (3.5)
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Unidimensional space

We marginalize out r from (3.5) to derive the unidimensional istate distribution. Let ψk,b

denote Rbb(φk), then

πk,b =
g(ψk,b)

g(ψk)
. (3.6)

3.5 Process and MAC event specific cycles

Subquestion c. is taken up in this section. A recurrent execution of the MAC state machine in
Figure 2.5 generates interleaved dynamic system cycles of two types defined in Section 2.4.2.
These cycles have the following limitations:

a. They are system scoped, i.e., the cycles due to individual processes are non-separable.
As a consequence of this system scoped abstraction, the cycle numbers are not process
specific.

b. They do not offer MAC event specific occurrence counting;

c. They do not discriminate between those collisions that result in an MPDU dropout and
those that do not.

Due to these limitations, process and MAC event specific fluctuations can not be projected.
For instance, consider the number of MPDU dropouts inside a MAC retention cycle, which
is a process subtrace between two consecutive retention opportunities. The variation in this
count over time, indicates short-term fluctuating behavior of the process — hence, it has a
key relevance to identify abnormal behaviors. We aim to offer a formal tool that can project
these types of fluctuations in MAC event over time. For this purpose we define process and
MAC event specific cycles.

Definition 3.5.1. A partition of a trace, φ, into mutually exclusive and collectively exhaus-
tive subtraces defines cycles that are process, k, and MAC event, m ∈M specific, such that
the ith, (i > 0) cycle contains the ith occurrence of m for k. It is formally represented by a
time interval,

O(i)
k (φ,m) � (t1, t2] .

This time interval is determined by identifying anchors at the cycle boundaries. For a trace,
φ, let Ai

k(φ,m) denote the anchor corresponding to the ith cycle.

Ai
k(ε,m) = �,

Ai
k(ψφ,m) =

⎧⎪⎪⎨
⎪⎪⎩
ψ E{k}(ψ) = m ∧ i = 1

Ai−1
k (φ,m) i > 1 ∧ E{k}(ψ) = m

Ai
k(φ,m) i � 1 ∧ E{k}(ψ) �= m

.
(3.7)

Now t1 = Ai−1
k (φ,m) .t and t2 = Ai

k(φ,m) .t.

These process and MAC event specific cycles offer a set of rich features that are applied
to judge short-term performance fluctuations — demonstrated as follows. Consider a generic
query of the form:
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What is a occurrence count of a MAC event, m′, within an ith cycle of MAC
event, m?

Given that an ith cycle of a MAC event, m ∈ M, O(i)
k (φ,m), lies in an interval, (t1, t2], let

φ
(t1,t2]
k � Rint(t1,t2](φk) be the subtrace within this interval. A solution to this query is

sought by mapping this subtrace to an occurrence count of the MAC event, m′, in it. We
introduce a restriction of φ to a MAC event, m ∈M anchors of process, k,

Rmm(φ) � R
(
φk, �(ψ) : E{k}(ψ) = m

)
.

The query is satisfied as g
(
Rmm′

(
φ
[t1,t2)
k

))
. Our formal tool is explained by three concrete

queries:

1. How many MPDUs are dropped in the ith retention cycle, i.e., between the
successful transmission of (i− 1)th and ith MPDUs?

In this case, O(i)
k (φ,mr) is defined over the subtrace, φ(t1,t2]

k . Hence, the query response
is g

(
Rmmd

(
φ
(t1,t2]
k

))
.

2. How many collisions are encountered by the ith HoL MPDU before being suc-
cessfully transmitted?

Using the same notations, the query response is g
(
Rmml

(
φ
(t1,t2]
k

))
.

3. How many MPDUs are successfully transmitted between the (i− 1)th and ith

dropped MPDUs?

The query response is g
(
Rmmr

(
φ
(t1,t2]
k

))
.

The presented queries can determine short-term fluctuations in QoS properties over time. By
aggregating the cyclic behaviors over long traces, averages can also be derived. We conclude
this section by stating that a multi-faceted querying system offers a formal interpretation of
short-term fluctuations.

3.6 QoS properties

In this section, subquestion d. is addressed. The short-term QoS properties are transient,
hence they are defined for duration of process and MAC event cycles. For deriving long-term
averages, the interval taken is denoted by (T1, T2].

3.6.1 Channel access probability

The channel access probability, ρ, is given as ratio of successful transmissions count for a
process, k, to a system transmissions count.

ρk =
g(Rmmr(φk))

g(Rb0(φ))
. (3.8)

3.6.2 Channel access frequency

The process accesses the channel irregularly. This phenomenon is already highlighted by
process/event specific cycles. The channel access frequency, ν, is defined as the number of
accesses made per unit time. We determine it for both short-term and long-term durations.
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3.6.2.1 Transient

Given that each success cycle, bears only one successful transmission, we take into account
the duration of a success cycle. Given that an ith success cycle, O(i)

k (φ,mr), is bounded by
an interval (t1, t2], a transient channel access frequency is

ν
(i)
k =

1

t2 − t1
. (3.9)

3.6.2.2 Expected

The expected frequency is given as ratio of total MPDU transmitted to long-term duration.

νk =
g
(
Rmmr

(
φ
(T1,T2]
k

))
T2 − T1

. (3.10)

3.6.3 Channel share

The channel share, θ, is a channel usage time proportion of a given interval, at some
transmission rate.

3.6.3.1 Transient

Given that an ith success cycle spans over (t1, t2], the channel usage time during this interval
is d(Rmmr(φk)), hence

θ
(i)
k =

d(Rmmr(φk))

t2 − t1
. (3.11)

3.6.3.2 Expected

The expected share is averaged over long-term.

θk =
d
(
Rmmr

(
φ
(T1,T2]
k

))
T2 − T1

. (3.12)

3.6.4 MAC loss

The MAC loss, ι, is MPDU dropout rate.

3.6.4.1 Transient

The transient losses are determined per success cycle, which is given by query 1 in Section 3.5.
Hence,

ι
(i)
k =

g
(
Rmmd

(
φ
(t1,t2]
k

))
t2 − t1

. (3.13)
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3.6.4.2 Expected

Short-term fluctuations in losses are smoothed out in expected MAC losses.

ιk =
g
(
Rmmd

(
φ
(T1,T2]
k

))
T2 − T2

. (3.14)

3.6.5 MAC latency

The MAC latency, λ, is defined as the channel contention delay for an MPDU and its
transmission time. The channel contention delay starts as soon as a fresh MPDU assumes a
HoL position. This position promotion is done immediately after the previous HoL MPDU
is either successfully transmitted or dropped out. A fresh MPDU may meet a dropout fate
due to exhaustion of retry attempts. Hence, a trace has both types of lifetimes interleaved —
those of dropped and of successful MPDUs. The prior type lifetimes should not be considered
for deriving latency of former types lifetimes. Consequently, a success cycle can not be used
to model an MPDU latency, as its boundaries may include duration of dropped MPDU(s).
Thus, it may add up their lifetime(s) to that of a successful one, which is misleading. This
restricts us to derive latency which is based on the lifetime of only successful MPDUs.

3.6.5.1 Transient

The lifetime of an ith successful MPDU starts after the lifetime of (i− 1)th MPDU, an event
that is marked by either mr or md, while it ends at Ai

k(φ,m
r) .t. This event lies within the

ith success cycle, O(i)
k (φ,m) that spans over (t1, t2]. By taking φ(t1,t2]

k = Rint(t1,t2](φk),

let j = g
(
Rmmd

(
φ
(t1,t2]
k

))
be the occurrence count of md within φ

(t1,t2]
k . Now this event

occurs at Aj
k

(
φ
(t1,t2]
k ,md

)
.t, so that

λ
(i)
k = Ai

k(φ,m
r) .t− Aj

k

(
φ
(t1,t2]
k ,md

)
.t . (3.15)

3.6.5.2 Expected

An average of all transient latencies over the entire trace is

λk =

s∑
i=0

λ
(i)
k

g
(
Rmmr

(
φ
(T1,T2]
k

)) , (3.16)

where the denominator term is the occurrence count of success cycles in the trace.

3.6.6 MAC reliability

Due to limited number of retries, each MPDU is prone to a dropout, hence its delivery is
not guaranteed. We assess its reliability, ω, as a number of delivered MPDUs normalized by
all HoL MPDUs.
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3.6.6.1 Transient

The transient reliability is defined over duration of a success cycle.

ω
(i)
k =

1

1 + g
(
Rmmd

(
φ
(t1,t2]
k

)) . (3.17)

3.6.6.2 Expected

The average reliability over the entire trace is

ωk =
g
(
Rmmr

(
φ
(T1,T2]
k

))
g
(
Rmmr

(
φ
(T1,T2]
k

))
+ g

(
Rmmd

(
φ
(T1,T2]
k

)) . (3.18)

3.7 Conclusions

This chapter addresses the question of tracking the EDCA network evolution over time.
To this end, a formal trace framework is proposed. This framework aims at a structured
approach to specify event traces for knowledge extraction from them. The analysis carried
out represents context semantics of events as they occur in the EDCA execution. Within
the scope of the trace framework, four subquestions are studied.

Subquestion a. raises the issue of network behavior emergence from behaviors of individ-
ual processes. Given subtraces of processes collected independently, this subquestion aims
to combine their effect. We achieve this by a relation from states of processes to states of
network using two independent approaches. The first approach is based on istate attributes,
which are event details, while the second approach is based on istate transition rate over
time. The second approach relies on a distributed view that is available locally with the
processes. A local process state is only a partial view of the overall network state. It is
not enough to deduce all network states. This lacking is due to the fact that distributed
views are projections of overall network state — a phenomenon that is generally valid for
distributed systems.

Subquestion b. raises the issue of extraction of low-level performance details, which reflect
more accurately on the system properties. They expose internal behaviors to the advantage
of anomalies detection. Study of this subquestion leads us to define events with attributes,
which we record. The ability to extract low-level details from traces in the form of probabil-
ities is needed to verify our stochastic models at the same level. Indeed, low-level matching
offers more confidence in simulation and analytical tools that we realize. The low-level de-
tails show behaviors that are not easy to explain. For instance, a sudden drop of occurrence
probabilities of backoff slots upon crossing CW boundaries. Such low-level details can be
used to make more knowledgeable scheduling decisions for applications.

Subquestion c. raises the issue of identifying and specifying cyclic behaviors projected
over different views. Study of recurrence patterns is related to reasoning about fluctuations
in QoS properties. We address this subquestion by proposing a formal querying system based
on projected cycles. Through these cycles, abnormal behaviorial patterns can be identified.

Subquestion d. raises the issue of determining QoS properties over short-term and long-
term durations. To address this subquestion, we develop functions, one per QoS concern,
mapping events in traces to QoS properties. Short-term QoS properties reflect more closely
on transient behaviors. Their predictability allows cost-effective resource provisioning over
time.
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Our proposed trace framework can also be used to reason about expectations that dif-
ferent initial conditions give rise to event traces with entirely different QoS properties. The
independence of initial conditions can be asserted on a proposition that judges change in
average QoS properties upon extending the trace length. Lastly, it fulfills the existing gap
between event traces and analytical methods. Network performance highlighted from dif-
ferent viewpoints, can be taken directly to quantify network performance using analytical
methods. One such method is stochastic based, which is used to derive performance models
for the QoS properties in the next chapter.





�

Stochastic performance models and QoS
fulfillment

To derive performance objectively, recasting the system behavior with certain long-standing
predictability in stochastic terms is presented in this chapter. The two major but separate
concerns, gaining control and retaining control, as identified and presented in Section 2.7, are
key enablers for the development of a system performance model here. The analysis is based
on quantification of these two concerns. Therefore, an analysis for the system performance
model is split into two parts.

First, we determine the probability that the reference process obtains channel control
and subsequently has a successful transmission. This probability determines the expected
fraction of total MAC system cycles (cf. Definition 2.4.1) that the reference process transmits
successfully — it is identical for processes with the same contention parameters. Its accuracy
at all settings of P -tuple in (2.1), is already aimed at realistic conjectures — the fourth
objective of the performance framework (cf. Section 2.2). The requirements in this objective
lead us to consider the correlation between the slots that occur after transmission. This
approach is more realistic and conformant to the actual behavior of EDCA. To this end, we
specify a low-level internal state of an EDCA process and aim for determining its steady state
probability distribution. A combined effect of these internal states, determine the network
steady state. Thus, we are led to the following research question, as posed in Chapter 1:

Question 3. How to develop a quantitative model for network steady state?

Due to a dependency of network steady state on steady states of all processes, there is
a need to express the latter steady states. This we achieve by deriving their probability
distributions that are mapped from the MAC parameters. Therefore, quantitative analysis
for the first concern, gaining control, leads to a distribution model for the reference process,
which represents probability of its low-level internal state. This model is duly validated
analytically under different concrete system setups, each one highlighting performance of a
relevant parameter from the P -tuple or their combination.

Second, retaining control is quantified. To this end, we examine and consider the expected
duration of the MAC system cycles, which is dominated by the expected duration of the state
retention.

The advantage of separation of concerns, gaining control and retaining control, can be
readily noted by observing that traffic of applications may have same contention ‘levels’, but
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different properties. Hence, a desired feature is to keep process-specific expected duration of
retention. This is achieved by exploiting the orthogonality between the two concerns, which
allows freedom for application-specific traffic.

Considerations for both concerns together allow to form a representative system equation
for the MAC system cycles. This equation is a function of all elements in the P -tuple. The
equation and the distribution model allow us to develop models for the QoS properties to
address the key problem in Section 2.5.2.3. In context of the research questions presented
in Chapter 1, it refers to the following:

Question 4. How to develop quantitative models for QoS properties of MAC processes?

This question is addressed by offering functions, one per QoS concern, mapping steady state
probability distributions to QoS properties. The models for the QoS properties are validated
analytically and verified against simulations.

Finally, the fulfillment aspect of the QoS problem in Section 2.5 is tackled. Thus, we
address the following research question:

Question 5. How to map the communication related QoS requirements of applications to
some desired network behavior that fulfills those requirements?

To address this question, we search for a network configuration at which QoS requirements
of applications are fulfilled. Specifically, we derive functions, mapping to points in a multiob-
jective optimization space. The Pareto front in this space offers choices for tradeoffs between
multiple objectives. Computing the global optimal point on the Pareto front, is offered as
the solution for the QoS problem.

4.1 Related work

We review the available literature per research question addressed in this chapter. Mainly
predictive approaches are considered.

Research Question 3 refers to network average behavior assessed over a long duration. We
classify the analytical models in this domain, into three categories: slot-based, zone-based
and istate-based. Work in these three categories can be distinguished by the assumptions
taken and the details captured.

The slot-based view, first presented in the seminal paper on DCF modelling [17], tran-
scends the system execution pattern, generated by an interleaving of actual idle slots and
transmission slots, into what we term as a virtual slot of some expected length. This model
is characterized by the probabilities of the virtual slot representing either a contention, a
retention or a collision. It relies on the assumption that collisions occur with some constant
probability over various retry attempts. Several other works have extended this model by
accounting for further details of the backoff process operation [216, 18, 81, 221, 30]. In the
seminal model [17], the backoff counter is decremented at the beginning of the virtual slot,
irrespective of the event that would occur in it. This assumption being nonconforming to
the DCF specifications [91] is rectified later [67, 233, 202]. [52] proposes a distributed chan-
nel reservation scheme based on announcing in advance, the slot for transmission, thus also
reducing collisions. DCF performance in erroneous channels is considered in [246, 245, 41,
63]. DCF fairness issue due to slow stations is addressed in [106]. Finally, [42, 117] present
analysis of the limited RetryLimit case. With the increased usage of WLANs, the need of
QoS provisioning arose, thus DCF evolved into an enhanced DCF (EDCF), a draft of the
EDCA standard [92] — some approaches in [182, 212, 241, 76]. The slot-based view lever-
aged the derivation of network steady state for performance models of service differentiation
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[212, 248, 1]. Performance models for the coexistence of DCF and EDCF/EDCA have been
presented in [19, 89, 214, 215, 139, 12]. Service differentiation also allowed to resolve the
performance anomaly of IEEE 802.11 [112]. A combined steady state based on the network
layer and the MAC layer has been reported in [49]. Lastly, the analytical model in [13], is
coupled with its mathematical properties to guarantee avoidance of multiple steady states
issue.

The slot-based models for service differentiation lose accuracy in presence of AIFS pri-
oritization. Especially the inaccuracy is pronounced for smaller CW and increasing number
of stations. Mainly the assumption that the probability of collision is constant per virtual
slot, tends to deviate strongly from the factual MAC operation — in the sense that due to
AIFS prioritization, not all stations can access the slots that occur subsequent to the last
transmission. This deficiency led to adopting zone-based approaches [168, 115, 211, 235, 44,
223, 84, 105, 116], in which each zone represents a region of consecutive slots that is acces-
sible to a subset of stations. With the exception of a few approaches [87, 247], zone-based
models are generally characterized by the assumption that probabilities of transmission and
collision per zone are constant. Under this assumption, the network steady state is derived
that considers major MAC parameters [197, 160] and MAC reservation [130]. A simplistic
view is presented in [87] to reduce the complexity of the zone-based analysis. Network steady
state, derived jointly with MAC buffers states, is considered in [96]. The zone-based analysis
is also applied in vehicular networks [79]. Finally, the fixed point stability analysis of the
zone-based view is studied in [50].

The zone-based analysis generates long expressions that are difficult to understand for
an increasing number of zones [168]. Moreover, the key assumption of constant probabilities
of transmission and collision per zone is not realistic in some network configurations. These
include comparable CW sizes that conserve the effect of AIFS priority. CW sizes beyond
the conservation range, mitigate the effect of AIFS priority. Instead of treating slots within
zones as independent, a more realistic assumption is to keep the correlation between the
slots. This implies probabilistic treatment of each slot that is defined by its istate. An
analysis that accounts for these details [201] is more general than any prior approach in
the sense of its validity under extreme network configurations. Due to the objectives of
our performance framework (cf. Section 2.2), we adopt an istate-based approach to address
research Question 3.

The challenge in the domain of research Question 4 is, in general, met by developing
quantitative models of QoS properties that rely on the network steady state. For predicting
the channel access frequency and the channel share, the approach is to determine a system
cycle as a weighted average of contention, retention and collision. Channel access count
per cycle duration and the data transmitted therein are the two sought QoS properties,
respectively. Based on the same classification as for the network steady state, the channel
share is modeled using the slot-based view in [17, 216, 67, 202, 245, 63, 241, 13], the zone-
based view in [168, 44, 115, 105] and the istate-based view in [201]. Most of the models
do not account for a need of burst transmission by considering TXOP [196]. Of the few
that do, TXOP consideration adds a dimension to the Markov models based on other
MAC parameters, thus increasing complexity [165, 196, 97, 169, 161, 145, 232]. In our
approach, we benefit from the two orthogonal concerns, gaining control and retaining control
(cf. Section 2.7) that allow product terms in the resulting analysis to avoid complexity. The
channel access frequency is not explicitly addressed in the literature.

The MAC latency concerns only those MPDUs that reach the receiver. This requires sub-
traction of losses from a given MPDU flow. Accounting for losses, also enables determining
the reliability. The relevant models are based on mainly Markov chains and queueing theory
— we do not consider the models based on the latter approach. Analysis for an average loss
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and latency must consider all details of the network steady state representation. To this end,
[42, 248, 197, 87, 115, 148, 47, 154, 87, 231, 18] are based on the slot-based view, [167, 232,
130, 96] on the zone-based view, while no paper is reported that relies on the istate-based
view. The accuracy and generalization of these models are similar to assumptions taken to
derive the network steady state. Other than models based on our classification, few rep-
resentative approaches for reliability only, are also examined. A joint strategy is possible
that considers application level reliability, based on using application/MAC levels features
for robustness [175, 127], and channel efficiency, based on caching in the last hop [229]. An-
other approach is to selectively repeat the MPDUs and consider the channel errors [131]. A
feedback based frame aggregation scheme for video broadcasting in WLANs can improve the
reliability [129]. Finally, the combined effect of routing, medium access, and physical layers
is considered in [217]. We develop an istate-based analysis for the loss, latency and reliability
as a mapping from MAC arbitration parameters. Due to the validity of the assumptions on
which the istate-based approach relies, the derived QoS properties closely match with those
of the actual EDCA operation.

The need for QoS mapping over a network is highlighted in [159]. Addressing research
Question 5 implies searching a network configuration that can fulfill the QoS requirements
of applications. To this end, the mapping explicitly refers to some relation between the QoS
requirements and the network configuration. This is explicated to compare our approach
with those found in the literature. We classify the proposed work into reactive and proactive
approaches, wherein the former are characterized by system adaptability to optimize or for
QoS constraint(s) satisfaction, while the latter are characterized by predicability.

Reactive approaches are based on a feedback control that tunes the system and observe
the effects with an aim to achieve some optimality. In this context, the EDCA parameters
are adjusted observing the effect on the QoS properties, which are implicitly considered as
the range of QoS requirements that can be met [174, 94]. For convenience, this consideration
is termed as implicit QoS requirements. In contrast to absolute requirements, a parameter
control algorithm is proposed to achieve some desired proportional throughput [122]. A case
of throughput guarantee for implicit QoS requirements of EDCA stations in the presence
of DCF stations is studied [12] — the study omits the prioritization effects of AIFSN per
AC. A proportional integral controller based on control theory is proposed to minimize gap
between requested and achieved throughputs [80]. Again for implicit QoS requirements, a
reactive admission controller is proposed that can translate delays to resource reservations
[146]. There have also been research initiatives taken for application specific mappings, of
which new video encoding technologies have posed interesting challenges. Most of these works
match the importance of the video content to EDCA ACs. Video quality based performance
comparison of streaming H.264 [78] video coding layer various frame types to default EDCA
ACs is presented in [133]. This work is extended by prioritizing on MPDU dropping [134] and
considering the channel conditions [222]. In the same context, transportation of 3D video
is studied [82]. For a case of multiple video, a max min optimization problem is formulated
to assure minimal video quality guarantee [48]. There are some cross layer proposals that
optimize jointly on video content, the DLL queues and the MAC parameters [124, 170] —
thus mapping of implicit QoS requirements.

The predictability brought about by the proactive approaches is leveraged by various
models for EDCA that propose performance relations as a function of network configurations.
Their accuracy depends on the validity of the underlying assumptions used to derive the
network steady state. The related work dominantly considers implicit QoS requirements
— it can be found in the related work of research Question 4. The proposals in [116] and
[178] are most relevant to our approach of QoS requirements mapping. In the former work,
throughput/delay constrained Pareto curves are presented as tradeoffs between the number



4.2 Assumptions and notations 55

of stations in two QoS classes, while the analysis assumes Poisson traffic arrivals [116].
Keeping aside the accuracy of the assumptions taken, these Pareto curves are dependent on
multiplicity of number of stations, hence inapplicable in some cases — for instance, when the
number of stations per class is one, or even fixed. In the latter work, an algorithm seeks an
optimal network configuration for delay requirements of unsaturated traffic and implicit QoS
requirements of saturated traffic. The presented approach relies on creating two channels
using AIFS differentiation for (un)saturated traffic types. Pareto based optimizations have
also been studied for WLAN planning [101] and a joint admission control in integrated
WLAN and CDMA cellular networks. These works do not explore the MAC parameter
space. There is also an increasing focus on medical applications connected by WLANs.
Recent approaches aim for guaranteeing their QoS — for instance, medical graded QoS
metric is ensured by absolute priorities [121].

Other than reactive and proactive approaches, the term mapping has also been implied
in the sense of matching QoS classes between heterogeneous technologies. Such approaches
allow QoS based interoperability between Ethernet, IEEE 1394 and IEEE 802.11e [120] and
UMTS and WiMAX [171].

There are four aims we set to address the mapping in research Question 5: predictability,
formal analysis leading to sound mathematical relations, consideration of all elements in the
network parameter tuple (cf. (2.1)) as the range of the mapping, and no assumptions about
the application traffic distribution. The first aim leads us to adopt a proactive approach,
which we follow to formulate our mapping problem. Achieving these aims together is the
contribution out of this research question. Additionally, we allow our solution approach to
emerge by considering multiplicity of solutions, thus considering tradeoffs objectively.

4.2 Assumptions and notations

In order to address research Question 3, the system model is derived under the following
assumptions:

A1 The system operates in a single broadcast domain and there are no hidden nodes.

A2 The channel is ideal. It implies retransmissions are triggered only due to collisions.

A3 A collision is always constructive, i.e., whenever it occurs, all nodes know about it.

A4 Each process runs on a separate node, i.e., a collision due to processes residing on the
same node, is not possible.

A5 The MAC buffers on sending processes are work conservative, i.e., there is always an
MPDU to transmit.

A6 All nodes are synchronized on PHY slot boundaries.

For the reader’s convenience, we compile a list of notations in Table 4.1. It includes some
notations from Chapter 2 that are relevant in this chapter also. We typically tag the reference
process by k ∈ K, and use the vector notation to denote its parameters. For example, ak,
Rk, wk and xk denote AIFSN , RetryLimit, CW and TXOPLimit settings, respectively.
ak, Rk and wk are identical per class.
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Table 4.1: List of notations

symbol meaning
Q the set of class indices
K the set of process indices
n the number of processes per QoS class
a AIFSN per process
w CW per process per retry
R RetryLimit per process
x TXOPLimit per process
π the mean-field probabilities per process per bidimensional state
ρ the probability of accessing the MAC system cycle, followed by a successful

transmission, per process
ρ′ the probability of a collision
� the expected service time of the MAC system cycle
T the expected transmission service time in the MAC system cycle
C the expected contention service time in the MAC system cycle
μ the expected retention service time in the MAC system cycle, per process
μ′ the expected collision service time in the MAC system cycle
tt the transmission transaction time per process
L the MPDU paylaod limit per process

4.3 Process istate distribution model

This section derives analytically the istate distribution for the reference process, as a first
step towards quantifying the first major concern, gaining control. This is identical to the
distributions presented in Section 3.4. For this purpose, the parameters that influence gaining
control are selected from the P -tuple: AIFSN and CW. When these two parameters are
the same for some processes, then they have identical contention strengths, so that these
distributions are symmetric for them. Our analysis is based on the derivation in [201]. The
reference process continuously performs the following five operations in the way as described
in Chapter 2:

a. mandatory deferral using AIFS;

b. counting down the backoff counter;

c. updating the retry counter, the contention window and the backoff counter upon a
collision;

d. dropping the HoL MPDU after retransmission attempts exceed the RetryLimit;

e. updating the retry counter, contention window and backoff counter upon a successful
transmission.

Due to these operations, the reference process undergoes state changes that are detailed in
the State Transition Diagram of the EDCA sender process (cf. Figure 2.3). These details
are abstracted into two main states: contention and transmission (cf. Section 2.4.1). All
transitions from contention to transmission enable identification of MAC system cycles (cf.
Section 2.4.2). In order to elaborate on the competition as offered by the competing network
against the reference process, a NoP partition of two blocks is created (cf. Section 2.4.3).



4.3 Process istate distribution model 57

The states of these two blocks are hereby termed as a state pair. A state pair considered
together has a combined effect, which is the resultant system state. These state pairs are
related to their combined effects as given by (originally presented as (2.7))

Map :

(
S

mac

)2

→ S
mac

.

We focus on transitions between the state pairs. They are depicted in Figure 4.1. The
system behavior is defined by visiting the peripheral state pairs, which are always interleaved
by a visit to the central state pair. The times of two consecutive departures from the central
state pair, constitute boundaries of the MAC system cycle. This state pair system forms a
Markov process, with each transition effected due to transitions in underlying istates. These
istates remain to be defined.
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Figure 4.1: A Markov process of state pairs in the domain of Map(·). Transitions are tagged with colors, to
establish correspondence with the Markov process of istates in Figure 4.2.

The istate of the reference process, k ∈ K, at any time t is described by its retry counter
and backoff counter pair (rck(t), bck(t)), where probabilities for the transitions between these
istates are determined by the stated five operations. Similar to a state pair system, the istate
system also forms a bidimensional Markov process of which the steady istate distribution is
defined as a time limit probability of process k in istate (r, b) [201]:

πk,r,b = lim
t→∞

P(rck (t) = r, bck (t) = b) , k ∈ K, 0 � r � Rk, 0 � b � wk,r. (4.1)

In order to solve the state pair based Markov process, we need to determine the transition
probability of each peripheral state pair (cf. Figure 4.1). To this end, we establish mutual
correspondence between the state pair based Markov process and istate based Markov process
(cf. Figure 4.2). Given a peripheral state pair in the former Markov process, we consider all
transitions in the latter Markov process that end up in the same state pair. Towards the effect
of state pair transitions in defining a MAC system cycle, we consider all istate transitions
that flow into πk,r,b to form a system of balanced equations. This system represents istate
probability distribution of the reference process. It is solved by a fixed point based iterative
approach that is described in Section 4.4. With this background, transition probability of
each peripheral state pair is determined as follows.
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0. (contention, contention): A new MAC cycle always begins with the start of a contention,
during which the mandatory deferral given by minimum AIFS is always completed.
Hence, the minimum AIFS is also the guaranteed minimum contention duration. The
processes are allowed to transmit only after this minimum AIFS, while the actual
contention continues till the next transmission. Now consider the system after minimum
AIFS: the slot immediately next to it is indexed as 0. We denote the AIFSN corre-
sponding to this minimum AIFS by a′. Obviously, the probability of transition from
each peripheral state pair to the central state pair is 1.

1. (contention, transmission): A transition to this state pair occurs when only the competing
network exhibits a transmission state. The reference process under the contention state
may be found undergoing its AIFSk deferral or decrementing its bck — hence, both cases
are considered distinctively and accordingly.

• Within the AIFSk deferral: The reference process does not change its istate if the
competing network starts to transmit while it is still undergoing its AIFSk deferral.
This event is accounted for by the probability of a transmission from the competing
network during slot indices within an interval [0, ak − a′ − 1]. Considering that the
slot next to AIFSk is numbered 0 for the reference process, c+ ak − a′ maps process
specific slot number, c, to system specific slot indexes. Let γ(k, c) be a probability
function of transmission from the competing network at slot number c. transmission
at slot number, c, after AIFSk implies the reference process sees c consecutive idle
slots after AIFSk. Contrary to slot indices, which represent absolute numbers, the
γ(k, c) is defined from the perspective of the reference process - thus c is relative to
the reference process. In order to cover cases similar to the current one, in which the
competing network may transmit even before the reference process would complete its
AIFSk, we extend the definition of the γ(k, c) distribution to also allow c < 0. Thus,
the transmissions from the competing network in the index interval [0, ak − a′ − 1] are
covered by c < 0. Now the probability of the reference process staying in its current
state, is given by the summation over slots within this relative interval, the transmission
probability from the competing network:

πk,r,b ·
−1∑

c′=a′−ak

γ
(
k, c′

)
.

• After the AIFSk deferral: After the completion of its AIFSk deferral, the reference
process is allowed to decrement its bck. For an istate (r, b), we consider all transitions
flowing towards it that originate at the same rck value, r. Now if the reference process
has bck = c′′, c′′ > b at the beginning of the cycle, then the transition c′′ → b requires
it to complete its AIFSk deferral and find exactly c′′ − b − 1 consecutive idle slots
— this is ensured only if the competing network would transmit exactly in the next
slot. From the perspective of the reference process, this slot is numbered c′′ − b − 1
after AIFSk. Hence, the probability of this single flow into istate (r, b) is given by
πk,r,c′′ · γ(k, c′′ − b− 1). In order to consider all similar transitions flowing into istate
(r, b), their probabilities need to be summed up over all related slots, b+1 � c′′ � wk,r:

wk,r∑
c′′=b+1

πk,r,c′′ · γ
(
k, c′′ − b− 1

)
.



4.3 Process istate distribution model 59

The two cases considered together form the following transition term:

πk,r,b ·
−1∑

c′=a′−ak

γ
(
k, c′

)
+

wk,r∑
c′′=b+1

πk,r,c′′ · γ
(
k, c′′ − b− 1

)
,

0 � r � Rk, 0 � b � wk,r .

(4.2)

2. (transmission, contention): A transition to this state pair indicates a successful transmission
by the reference process leading to a retention. The reference process has 0 � rck � Rk

transmission attempts. For an arbitrary cycle, this event can occur only when the reference
process transmits earlier than a transmission from the competing network. Now if the
reference process has bck = c′′′ at the beginning of this cycle, then it will be a winner
of this cycle when it would complete AIFSk, then be allowed to decrement its bck in
c′′′ − 1 consecutive idle slots and finally complete an extra slot. Thus, it would transmit
exactly at slot number c′′′. In order not to have a collision, all processes in the competing
network, k′ ∈ K \ {k} must be loosers, i.e., their backoff counters must be greater than
c′′′ + (ak − ak′). The probability of the reference process winning at istate (r, c′′′) is
therefore

πk,r,c′′′ ·
∏

k′∈K\{k}
P
(
bck′ > c′′′ + (ak − ak′)

)
. (4.3)

The second factor in the term is denoted by a joint complimentary cumulative distribution
function β(k, c′′′), which gives the probability that all processes in the competing network
transmit beyond slot number c′′′. Similar to γ(k, c), β(k, c) is also defined from the
perspective of the reference process - thus c is relative to the reference process. After the
retention, rck ← 0 and CWk ← CWmink. Hence, this transition flows towards an istate
(0, b), where a value for bck is drawn uniformly in an interval [0, wk,0] with probability

1
wk,0+1

. The probability of this event, therefore, is given by a summation over all rck = r

and bck = c′′′ values, the transitions originating at istates (r, c′′′) and flowing towards the
istate (0, b). The resultant transition term is,

1

wk,0 + 1

Rk,wk,r∑
r=0,c′′′=0

πk,r,c′′′ · β
(
k, c′′′

)
, 0 � b � wk,0 . (4.4)

3. (transmission, transmission): A collision occurs when both blocks in the network partition
transmit. For an arbitrary cycle, this event can occur only when the reference process and
the competing network, both transmit in the same slot. Now if the reference process has
bck = c′′′′ at the beginning of this cycle, then it can collide after c′′′′ consecutive idle slots
if at least one process from the competing network would also transmit in the same slot.
The probability of this event is given by γ(k, c′′′′). A collision results in rck ← rck+1, the
next value for CWk and a redrawal in the interval [0, wk,r] to get a new value for bck with
probability 1

wk,r+1
. A collision at rck = Rk results in a dropout of the HoL MPDU. The

generalization for rck ← Rk +1 is kept intact by stating, Rk +1 ≡ 0, so that rck ← 0 —
also CWk ← CWmink. The probability of one such transition due to a collision, which
ends up at istate (r, b) is given by πk,r−1,c′′′′ · γ(k, c′′′′) , 0 � c′′′′ � wk,r−1. Finally, the
probability of this event is given by a summation over all c′′′′, the probability of similar
transitions that flow towards the istate (r, b). The transition term due to this event is,
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πk,r,b =
1

wk,r + 1

wk,r−1∑
c′′′′=0

πk,r−1,c′′′′ · γ
(
k, c′′′′

)
,

0 � r � Rk, 0 � b � wk,r.

(4.5)

Using the transitions in (4.2), (4.4) and (4.5), the joint flow towards istate (r, b) establishes
the following system of balanced equations:

πk,r,b = πk,r,b ·
−1∑

c′=a′−ak

γ(k, c′) +
wk,r∑

c′′=b+1

πk,r,c′′ · γ(k, c′′ − b− 1)

+

⎧⎪⎪⎨
⎪⎪⎩

1

wk,0 + 1

Rk,wk,r∑
r=0,c′′′=0

πk,r,c′′′ · β
(
k, c′′′

)
r = 0

0 r > 0

+ 1
wk,r+1

wk,r−1∑
c′′′′=0

πk,r−1,c′′′′ · γ(k, c′′′′),
0 � r � Rk, 0 � b � wk,r .

(4.6)

All transitions into πk,r,b are depicted in Figure 4.2. The γ(·, ·) and β(·, ·) distributions are
determined now.

0, w0 r − 1, wr−1 r, wr R,wR
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Figure 4.2: A Markov process of istates for the reference process. Colored transitions correspond to transitions
between state pairs in the domain of Map(·) in Figure 4.1.
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As already stated, γ(k, c) gives the probability of transmission by the competing network
at slot number c. It is given as a difference between the probabilities of transmission from
the competing network beyond slot numbers c− 1 and c. Hence,

γ : K × Z→ R,

γ(k, c) =

⎧⎪⎨
⎪⎩
1 c < a′ − ak
β(k, c− 1)− β(k, c) a′ − ak � c � CWmaxk

0 c > CWmaxk

.
(4.7)

As a reminder, K, Z and R denote in this thesis, the sets of indices for processes, integers
and reals, respectively. As already indicated, c < 0 allows to cover cases when the competing
network may transmit before the reference process would complete its AIFSk.

The β(k, c) distribution models the exceedance of the competing network over bck =
c. It is determined by a product over all processes in the competing network, their tail
distributions that exceed c:

β : K × Z→ R,

β(k, c) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 c < a′ − ak∏
k′∈K\{k}

(1− P(0 � bck′ � c+ (ak − ak′))) a′ − ak � c � CWmaxk

0 c > CWmaxk

.
(4.8)

The probability term represents a cumulative distribution function for process(es) in the
competing network. It can be expressed as a summation over slot numbers i, the probability
of finding bck′ = i. Let this probability, P(bck = i) be given by a probability density function
α(k, i), so that

β(k, c) =
∏

k′∈K\{k}

⎛
⎜⎝1−

c+(ak−ak′)∑
i=0

α
(
k′, i

)⎞⎟⎠, a′ − ak � c � CWmaxk. (4.9)

In order to determine α(k, c), observe that the reference process may be found with the
same bck value at different rck values — so that irrespective of different rck values, all same
bck values must be considered. Therefore, in order to find a rck agnostic distribution, the
bidimensional Markov process in (4.1) needs to be flattened to a unidimensional process.
Hence, we obtain α(k, c) by summing over all rck values, the probability of finding bck = c:

α : K × N0 → R,

α(k, c) =

⎧⎪⎪⎨
⎪⎪⎩

Rk∑
r=0

πk,r,c 0 � c � CWmaxk

0 else

.
(4.10)

For undefined summands, i.e., when c > wk,r, we assume πk,r,c = 0.

4.4 The fixed point convergence

Due to symmetry, all processes within a class have similar stochastic properties. Without
loosing generality, this allows us to rewrite the istate steady distribution, πk,r,b in (4.1) as
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πq,r,b. Hence, it suffices to form one system of balanced equations in (4.6) for each class.
These systems are solved iteratively to seek fixed points for πq,r,b, q ∈ Q, 0 � r � Rq, 0 �
b � wq,r. For this purpose, this section computes the fixed points of γ(·, ·), β(·, ·) and α(·, ·)
distributions for each class, iteratively. During iterations, the nth step distributions are
superscripted with (n). The current distributions are considered to be functions of their
previous counterparts. For instance,

π
(n)
q,r,b = f

(
π
(n−1)
q,r,b

)
.

Successive iterations are carried out till convergence is achieved. The convergence criteria
�(·, ·) is defined over system scope. The system reaches the convergence when the Hilbert-
Schmidt norm of a difference matrix, δq,b = α(n)(q, b) − α(n−1)(q, b) , q ∈ Q has reached an
error precision, ε:

� :
∏
q∈Q

RCWmaxq × R→ {true, false} ,

� (δ, ε) =
{

false ‖ δ ‖2 > ε

true ‖ δ ‖2 � ε
,

(4.11)

where

‖ δ ‖2 =

⎛
⎝∑

q∈Q

CWmaxq∑
b=0

|δq,b|2
⎞
⎠

1/2

.

The steps taken to achieve the fixed point are outlined in a pseudocode in Algorithm 6.
This algorithm requires an initial istate distribution to enter into iterations. During each
iteration, the α(·, ·), β(·, ·) and γ(·, ·) distributions are computed to form the coefficients of
the balanced equations, whose solutions lead to the next step. The initial istate distribution
is estimated with an aim to reduce the convergence time. For it, we assume that rcq is
geometrically distributed — for a given rcq value, bcq is again geometrically distributed.
The computations are done as follows.

A geometric distribution yields a geometric sequence: z, z ·y, z ·y2 · · · , where z is the first
term and 0 < y < 1 is the ratio between consecutive terms. The ith term of this sequence
is given as zi = z · yi−1, while the sum of first i terms is given as Si = z · 1−yi

1−y
. Reducing

z, yields zi = Si · 1−y
1−yi · yi−1. Applying this relation to the case of the istate distribution to

find the probability of finding rcq = r, 0 � r � Rq yields

P(rcq = r) = SRq+1 ·
1− y

1− yRk+1
· yr .

The istate distribution is normalized, so that SRq+1 = 1. Given rcq = r, bcq is geometrically
distributed:

P(bcq,r = b) = P(rcq = r) · 1− y
1− ywq,r+1

· yb,

π
(1)
q,r,b =

1− y
1− yRq+1

· yr · 1− y
1− ywq,r+1

· yb .
(4.12)

This computation is invoked by a call to a helper function, h(q, r, b, y),
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h :
∏
q∈Q

N0 ×
Rq∏
r=0

N0 ×
wq,r∏
b=0

N0 × (0, 1)→ R. (4.13)

The selection of a geometric distribution for initial estimation is motivated by the observation
that rcq and bcq,r obtaining larger values, is less probable. Finally please note the following:

• Each iteration in Algorithm 6, updates relevant distributions of all classes. This ensures
that class trajectories evolve together to correctly define the system trajectory, as desired
for convergence;

• The difference matrix used in the convergence criteria considers distributions of all classes
in the system. This is to prevent convergence which is based on a single class alone, albeit
it be a most preferred class. This strategy avoids early convergence, while distributions
of remaining classes are still approaching their fixed points.

Algorithm 6 FPC(ε, ratio)
// fixed point convergence

Require: ε ∈ R, ratio ∈ R
Ensure: istate stationary distribution πq,r,b, q ∈ Q

// initial estimate of istate distribution
n← 1

3. for all q ∈ Q, 0 � r � Rq, 0 � b � wq,r do
π
(n)
q,r,b ← h(q, r, b, ratio), refers (4.13)

end for
6. for all q ∈ Q do

Compute α(n)(q, ·), β(n)(q, ·), γ(n)(q, ·) distributions, refers (4.10), (4.8) and (4.7)
end for

9. // iterations
do

n← n+ 1
12. π

(n)
q,r,b ← solution of (4.6)

for all q ∈ Q do
Compute α(n)(q, ·), β(n)(q, ·), γ(n)(q, ·) distributions

15. end for
δq,b = α(n)(q, b)− α(n−1)(q, b) , q ∈ Q, 0 � b � CWmaxq

while not
(
� (δ, ε)

)
18. return

4.5 Quantification of major concerns

This section quantifies the two major concerns identified in Section 2.7. Our analysis is based
on the stationary distribution of istate Markov process πk,r,b, as derived in the last section.
Each concern is tackled separately.
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4.5.1 Gaining control

This concern is quantified in terms of the transmission priority of the reference process.
It is determined by the probability that it gains channel control and subsequently has a
successful transmission. This probability determines the expected fraction of the number of
MAC system cycles that it transmits, and is identical for processes within the same class.

Each MAC system cycle starts with a contention which continues till the next transmission.
Let ρk denote the probability that the reference process is selected at the end of the contention
and that this process subsequently performs a successful transmission. ρk is given by a
summation over all possible consecutive idle slots, the probability of winning the MAC system
cycles after them.

ρk =

CWmaxk∑
b=0

⎛
⎝P(bck = b) ·

∏
k′∈K\{k}

P(bck′ > b+ (ak − ak′))

⎞
⎠. (4.14)

The first factor in the summation is the α(·, ·) distribution. Using the discussion before (4.4),
the second factor is identified to be the β(·, ·) distribution in (4.8). Thus,

ρk =

CWmaxk∑
b=0

α(k, b) · β(k, b) . (4.15)

4.5.2 Retaining control

This concern is quantified by considering the duration of a successful transmission. Based
on this, we derive the expected service time of the MAC system cycles (see Section 2.4.2).
This expected service time consists of two parts: the expected contention service time and
the expected transmission service time:

� = C + T . (4.16)

For computing the expected contention service time, observe that starting from slot index
0, a contention duration of i slots means that precisely i adjacent slots remain idle in the
system. This happens if the next transmission occurs precisely at slot index i, disregarding
the number of process(es) initiating it. This transmission implies that initiating process(es)
have already completed their respective AIFS. They satisfy the condition that the slot
index i falls beyond their respective AIFS. The relation between the set of processes that
can transmit at slot i is readily seen by an assertion. Let J be a set of these transmitting
process(es). Then this observation implies ∀

j∈J
(aj − a′ � i).

In order for the next transmission to occur precisely at slot index i, all processes must
have their bc values at least i: ∀

l∈K
(bcl � i− (al − a′)). The probability of this event is given

by

∏
l∈K

P
(
bcl � i−

(
al − a′

))
=
∏
l∈K

⎛
⎜⎝1−

i−(al−a′)∑
b=0

α(l, b)

⎞
⎟⎠. (4.17)

The expected contention service time is obtained by summing over all possible slot indices,
the probability of next transmission in the system at each of them, multiplied by the slot
time, aSlotT ime. The maximum slot index to consider for transmission is given by I ′,
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I ′ = ↓
l∈K

(
CWmaxl +

(
al − a′

))
. (4.18)

Beyond it, the probability of having idle slots is zero. Thus,

C = aSlotT ime ·
I′∑
i=0

⎛
⎜⎝∏

l∈K

⎛
⎜⎝1−

i−(al−a′)∑
b=0

α(l, b)

⎞
⎟⎠
⎞
⎟⎠+

(
a′ · aSlotT ime+ SIFS

)
, (4.19)

where the last term is the time corresponding to the smallest AIFS.
T consists, again, of two parts: retention and collision. The expected retention service time

is given by a weighted average of retention service times of all processes, where the weights
are their probabilities of accessing the MAC system cycles. Let μk denote the expected
retention service time of process k. The expected collision service time is given by a product
of probability of collision, ρ′ = 1− ∑

k∈K
ρk and the expected collision service time, μ′. Now

T =
∑
i∈K

ρi · μi + ρ′ · μ′. (4.20)

μk depends on TXOPLimitk transmission transactions (cf. Definition 2.7.1). Let x, tt and L
denote the vectors of the TXOPLimit, the transmission transaction time and the application
payload limit per MPDU in bytes, all per process, respectively. Then

μk = xk (ttk + SIFS)− SIFS. (4.21)

During the transmission transaction, the MPDU and the corresponding ACK are transmit-
ted at the MAC data rate, Rd. Both are preceded by their respective PHY headers (the
preamble), which are transmitted at the MAC basic rate, Rb.

ttk =
hphy

Rb +
8 (Lk +H)

Rd + tp + SIFS +
hphy

Rb +
8 ·ACK

Rd + tp, (4.22)

where H is the sum of lengths (in number of bytes) of the OSI headers and tp is the propa-
gation delay. The time overhead per MPDU in a transmission opportunity, to, includes time
for transmitting all headers, two propagation delays, ACK transmission time and two SIFS.
It is expressed using ttk,

to =

(
ttk −

8 · Lk

Rd

)
+ SIFS. (4.23)

Finally the expected collision service time is determined by noting that the occurrence of a
collision is observed at the end of the first transmission transaction in an acquired transmission
opportunity. On its detection, the transmission opportunity is terminated. Therefore, the
expected collision service time is determined by the expected service time of the first MPDU,
which is the leading MPDU in the transmission opportunity. The expected collision service
time is computed by omitting k subscript in (4.21), taking x = 1 and considering the
longest transmission transaction time as dependent on the largest application payload limit
per MPDU,

μ′ = ↑
k∈K

ttk. (4.24)

This concludes the description of the stochastic model.
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4.6 Designing experiments

In this section, we address the following questions:

• How to validate the presented process istate distribution model?

• How to validate models for the QoS properties, and verify them against simulations? This
includes selection of an appropriate simulator. These models will be derived later in this
chapter and are needed to address the QoS problem (cf. Section 2.5).

We proceed by designing system configurations, grouped in four sets of experiments. Each
experiment exercises a different priority mechanism (i.e., MAC settings) that is applied in
a general system context. Hence, during each experiment, multiple settings are tested to
confirm the hypothesis on priority mechanisms and assert the soundness of proposed models.

4.6.1 General system setup

A setup common to all experiments, shown in Figure 4.3, defines the general scope of the
system.

surveillance

Figure 4.3: QoS based system setup with eight devices on the same ad-hoc network, arranged in four transmit-
ter/receiver pairs.

Priority levels Four different streams share the channel, which we represent by four classes
of one stream each: Q = {0, 1, 2, 3} and n = [1, 1, 1, 1], so that K = {1, 2, 3, 4}. Taking four
classes is in conformance with the EDCA default number of classes, given in IEEE 802.11e
standard [92].

Traffic model The application sources are assumed to generate Constant Bit Rate (CBR)
streams, which are transmitted using the Real Time Procotol (RTP) over the User Datagram
Protocol (UDP). The CBR frame size is selected such that after adding the RTP, the UDP,
the Internet Protocol (IP) and the MAC headers, the MPDU size becomes 1500 bytes. All
application sources are work conservative. This is to ensure MAC input queue saturation,
as assumed in the stochastic model (cf. Section 4.2), wherein a new MPDU is scheduled
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immediately after the lifetime of the current MPDU. For ensuring similar conditions in
simulations, MPDUs are generated at ten times higher rate than their consumption on the
network.

Network mode The network is operated in an ad-hoc mode, assuming that all devices are
in the broadcast range of each other.

Channel access mechanism EDCA is used to access the channel at the MAC sublayer, whose
parameters draw values from the following sets:

• AIFSN ∈ {1, · · · , 7};
• CW ∈ {7, · · · , 1023}. CW grows until three steps;

• TXOP ∈ {1, · · · , 7}.

OSI parameters Our EDCA network runs atop IEEE 802.11b1 [92] PHY parameters, which
provide an effective bandwidth of about 7 Mbps. These parameters are listed in Table 4.2,
along with the OSI headers that are used to configure the system and to compute the time
overhead, to.

Simulation time Excluding the initial start-up and final wind-off times, all simulations are
run for 100 seconds. The averages over this interval are reported for all results.

System convergence Algorithm 6 is executed on a dual core CPU @2.80 GHz laptop and
invoked as FPC

(
10−10, 0.75

)
.

Table 4.2: OSI headers and IEEE 802.11b PHY/MAC parameters

parameter value

aSlotT ime 20 μs
SIFS 10 μs

propagation delay (tp) 1 μs
Basic rate

(
Rb) 1 bit/μs

Data rate
(
Rd) 11 bits/μs

ACK 14 bytes
PHY header

(
hphy) 192 bits

OSI headers (H)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

RTP
UDP

IP
MAC

12 bytes
8 bytes
20 bytes
28 bytes

CBR frame size (Lk) 1432 bytes
MPDU size (Lk +H) 1500 bytes

time overhead per MPDU (to) 466 μs

1IEEE 802.11b is the cheapest and the most common wireless technology due to its large coverage,
which allows to avoid interference from other appliances. The analysis for the process istate distribution
model (cf. Section 4.3) is independent of specific WLAN technology, so that the quantification of gaining
control (Section 4.5.1) can be applied for any WLAN technology. For quantification of retaining control
(Section 4.5.2), only (4.22) is WLAN technology dependent.
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4.6.2 Concrete system setups

The MAC settings specific for different experiments, are presented here. They are applied in
the general system context. We use a table/row notation to refer to the data in the presented
tables, where the table, table, contains the row number, row, marked on the right side of
table rows.

4.6.2.1 Gaining control – AIFSN driven arbitration

This experiment targets to highlight the MAC arbitration because of AIFSN prioritization.
The priority order in Q translates to MAC settings with the property that for q, q′ ∈ Q′, if
q < q′ then

aq < aq′ ,

wq = wq′ .
(4.25)

Let the AIFSN and CW settings be collected in sets Aa and Wa, respectively. Both sets
are presented in Table 4.3. The performance is studied at all setting points in Aa × Wa.
RetryLimit = 7 in all experiments. Similar to the CW , the TXOP settings are also kept
uniform for all processes using x = [1, 1, 1, 1].

Table 4.3: AIFSN driven arbitration.

(a) AIFSN
settings.

a ∈ Aa

[1, 1, 1, 1] 1

[1, 2, 3, 4] 2

[1, 2, 4, 5] 3

[1, 2, 5, 6] 4

[1, 2, 6, 7] 5

(b) Uniform CW settings for all processes, with
CWmin in bold.

w ∈ Wa⎡
⎢⎢⎢⎣
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63

⎤
⎥⎥⎥⎦ 1

⎡
⎢⎢⎢⎣
15, 31, 63, 127, 127, 127, 127, 127
15, 31, 63, 127, 127, 127, 127, 127
15, 31, 63, 127, 127, 127, 127, 127
15, 31, 63, 127, 127, 127, 127, 127

⎤
⎥⎥⎥⎦ 2

⎡
⎢⎢⎢⎣
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255

⎤
⎥⎥⎥⎦ 3

⎡
⎢⎢⎢⎣
63, 127, 255, 511, 511, 511, 511, 511
63, 127, 255, 511, 511, 511, 511, 511
63, 127, 255, 511, 511, 511, 511, 511
63, 127, 255, 511, 511, 511, 511, 511

⎤
⎥⎥⎥⎦ 4

4.6.2.2 Gaining control – CW driven arbitration

This experiment targets to highlight the MAC arbitration due to CW prioritization. The
priority order in Q translates to MAC settings with the property that for q, q′ ∈ Q′, if q < q′
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then

aq = aq′ ,

wq < wq′ ,
(4.26)

where wq < wq′ ≡ wq,r < wq′,r, 0 � r � RetryLimit. In this case, CW prioritization is
created at various RetryLimit values, which are kept uniform across the board. Let these
RetryLimit values be collected in a set, Rw = {r · 1 | 1 � r � 7}, where 1 = [1, 1, 1, 1] is a
unit vector. Further, let the CW values for RetryLimit = 7 be collected in a set, Ww, given
in Table 4.4. For RetryLimit < 7, appropriate parts from elements of Ww are considered.
For brevity, these parts are still considered as members ofWw. AIFSN and TXOP settings
are also kept uniform for all classes, with a = [1, 1, 1, 1] and x = [1, 1, 1, 1], respectively.

Table 4.4: CW driven arbitration: CW settings.

w ∈ Ww⎡
⎢⎢⎢⎣
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63

⎤
⎥⎥⎥⎦ 1

⎡
⎢⎢⎢⎣

7, 15, 31, 63, 63, 63, 63, 63
15, 31, 63, 127, 127, 127, 127, 127
23, 47, 95, 191, 191, 191, 191, 191
31, 63, 127, 255, 255, 255, 255, 255

⎤
⎥⎥⎥⎦ 2

⎡
⎢⎢⎢⎣

7, 15, 31, 63, 63, 63, 63, 63
15, 31, 63, 127, 127, 127, 127, 127
31, 63, 127, 255, 255, 255, 255, 255
39, 79, 159, 319, 319, 319, 319, 319

⎤
⎥⎥⎥⎦ 3

⎡
⎢⎢⎢⎣

7, 15, 31, 63, 63, 63, 63, 63
15, 31, 63, 127, 127, 127, 127, 127
39, 79, 159, 319, 319, 319, 319, 319
47, 95, 191, 383, 383, 383, 383, 383

⎤
⎥⎥⎥⎦ 4

4.6.2.3 Retaining control – TXOP driven performance

This experiment targets to highlight the dependence of system performance on duration of
the retention. The priority order in Q translates to MAC settings with the property that for
q, q′ ∈ Q′, if q < q′ then

aq = aq′ ,

wq = wq′ ,

xq < xq′ .

(4.27)

Let X x denote a set of TXOP settings tested. Other MAC arbitration settings are kept
uniform across the board: a = [1, 1, 1, 1] and let CW settings be collected in a set, Wx, for
RetryLimit = 7. Both X x and Wx are presented in Table 4.5.
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Table 4.5: TXOP driven performance.

(a) TXOP set-
tings.

x ∈ X x

[1, 1, 1, 1] 1

[7, 6, 5, 4] 2

[6, 5, 4, 3] 3

[5, 4, 3, 2] 4

[4, 3, 2, 1] 5

(b) Uniform CW settings for all processes, with
CWmin in bold.

w ∈ Wx⎡
⎢⎢⎢⎣
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63
7, 15, 31, 63, 63, 63, 63, 63

⎤
⎥⎥⎥⎦ 1

⎡
⎢⎢⎢⎣
15, 31, 63, 127, 127, 127, 127, 127
15, 31, 63, 127, 127, 127, 127, 127
15, 31, 63, 127, 127, 127, 127, 127
15, 31, 63, 127, 127, 127, 127, 127

⎤
⎥⎥⎥⎦ 2

⎡
⎢⎢⎢⎣
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255

⎤
⎥⎥⎥⎦ 3

4.6.2.4 Default EDCA parameter set driven arbitration

The last experiment is designed using the default EDCA parameter set [92, Table 7-37],
which contains only one network configuration. It is reproduced here in Table 4.6. Let Wd

denote the set of CW settings at RetryLimit = 7, for the default EDCA parameter set
— given in Table 4.7. Given the recommended setting, EDCA admits only a best-effort
delivery service in absence of a prediction model. The dramatic variation of the delivery
service with the system load renders QoS properties unpredictable. We, therefore, assert
that the recommended setting can not specify a system with deterministic QoS properties.
Specifically the two major concerns can not be quantified at such an incompleteness. For
gaining control, it does not guide on the number of processes and allowed retry attempts for
them. For retaining control, it does not guide on the MPDU sizes, so that the number of
transmission transactions is not known.

These shortcomings offer us the opportunity to fill the gap and study the system perfor-
mance under various settings of RetryLimit and the number of processes per class. Both
parameters are kept uniform across all classes and collected in sets of scaled unit vec-
tors, Rd and N d, respectively: Rd = {r · 1 | 1 � r � 7} and N d = {n · 1 | 1 � n � 5}.
For RetryLimit < 7, appropriate parts from elements of Wd are considered. Finally,
x = [3, 2, 1, 1].
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Table 4.6: Default EDCA parameter set. aCWmin and aCWmax are IEEE 802.11 [92] notations for CWmin
and CWmax. Note that our class priority order is increasing, in contrast to this decreasing order.

AC CWmin CWmax AIFSN TXOP

0 aCWmin aCWmax 7 0

1 aCWmin aCWmax 3 0

2 (aCWmin+ 1) /2− 1 aCWmin 2 6.016 ms
3 (aCWmin+ 1) /4− 1 (aCWmin+ 1) /2− 1 2 3.264 ms

Table 4.7: CW settings for the default EDCA parameter set.

AC w ∈ Wd q ∈ Q
0

⎡
⎢⎢⎢⎣
31, 63, 127, 255, 511, 1023, 1023, 1023
31, 63, 127, 255, 511, 1023, 1023, 1023

15, 31, 31, 31, 31, 31, 31, 31
7, 15, 15, 15, 15, 15, 15, 15

⎤
⎥⎥⎥⎦

3

1 2

2 1

3 0

4.7 Process istate distribution model – validation

The presented stochastic model is validated by predicting the steady istate distribution,
πk,r,b in (4.1) in various concrete system setups. The derived distribution will be used later
to determine the QoS properties. For zooming in on significant probability values, we do not
show negligible tail values. Additionally, we also present performance details of Algorithm 6,
to judge its feasibility over other software/hardware platforms.

4.7.1 Gaining control – AIFSN driven arbitration

The results using the system setups in Section 4.6.2.1 are presented here.

4.7.1.1 Steady istate distribution

The long-term average behavior is reported in terms of probability distributions. They
provide low-level performance quantifications to allow deep inspection of the backoff process.
All distributions are positively skewed. For brevity we pick only one setting from Table 4.3
to report the πk,r,b distribution: Aa � a = 4.3a/2 and Wa � w = 4.3b/1. The results are
presented in two perspectives:

Class view

The class view in Figure 4.4, highlights the steady distribution of a single process from each
class over various rc and bc values. The hypothesis that a process is found more often in
lower bc and lower rc values, is clearly demonstrated across the board.

Retry view

The retry view in Figure 4.5, compares the distributions at different rc values. We notice that
for decreasing class priority, the probability mass is increasing with rc values. It is accounted
for as follows. Due to different AIFSN settings, the higher priority classes experience
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lesser competition on AIFS based protected slots, which are lower in order. This aspect
is quantified by the first term on the RHS of (4.2). It allows the higher priority classes to
transmit mostly earlier than the lower priority classes, i.e., at lower rc values. This trend
decreases the competition on the higher order rc, to benefit the lower priority classes there.
In other words, the probability mass towards higher rc values is decreasing with class priority
and vice versa. Consequently, higher rc values are seen more often by lower priority classes,
as they are pushed to these regions of low competition.

(a) Class, q = 0. (b) Class, q = 1.

(c) Class, q = 2. (d) Class, q = 3.

Figure 4.4: Gaining control – AIFSN driven arbitration performance using steady istate distribution, πk,r,b.
Configuration: Aa � a = 4.3a/2 and Wa � w = 4.3b/1. Please note the changing range of πq,r,b

axis, making graphs appear similar.
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(a) Retry, r = 0. (b) Retry, r = 1.

(c) Retry, r = 2. (d) Retry, r = 3.

Figure 4.5: Gaining control – AIFSN driven arbitration performance by comparing steady istate distributions
of one process per class, at various rc values. Configuration: Aa � a = 4.3a/2 and Wa � w =
4.3b/1. Please note the changing range and different scaling of πq,r,b axis, along with q axis order
swapped.

4.7.1.2 Steady state access dependency

The success probability, ρk in (4.15) is determined for all network configurations in Aa×Wa

and plotted in Figure 4.6. Following observations are pinned down:

• The probability gap between higher and lower priority classes is increasing with AIFSN
separation, as evident from settings along the AIFSN (a ∈ Aa) axis. It is intuitively
explained as due to different number of deferral slots, during the contention period. This
translates into a delayed permission to update the backoff counter for a larger deferral,
and vice versa. Consequently higher priority classes win the MAC system cycles more



74 Chapter 4. Stochastic performance models and QoS fulfillment

(e) Retry, r = 4. (f) Retry, r = 5.

(g) Retry, r = 6. (h) Retry, r = 7.

Figure 4.5: · · · continued.

often.

• The performance impact due to AIFSN advantage has a strong relationship with the
CW settings. This advantage is decreasing along the CW (w ∈ Wa) axis. This owes to
the fact that higher CW settings lowers the per slot access probability. Resultantly, the
AIFSN advantage over the protected slots is decreased.

4.7.1.3 Steady state access distribution

We also zoom in on the success probability of each process as distributed over different
accessible slots. This amounts to presenting the individual slot probabilities that are summed
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Figure 4.6: Gaining control – AIFSN driven arbitration performance by comparing steady state access prob-
ability with change of network configurations. Configurations: Aa × Wa, with AIFSN and CW
axes tick labels showing the row numbers in Table 4.3a and Table 4.3b, respectively.

up in (4.15). For this purpose, the network is configured with the same setting as used for
deriving the istate steady distribution, i.e. Aa � a = 4.3a/2 and Wa � w = 4.3b/1.
Figure 4.7 presents the results, which are explained as follows:

• The disparity in accessible slots after contention for different processes is enforced by their
respective AIFSN settings. A decrease in the AIFS based slot protection with class
priority is clearly reflected in the plot.

• The steady state access probability of each process declines sharply with increasing slot
indices. We assume this trend can be approximated by a geometric distribution — hence,
its selection to estimate the initial distribution π

(1)
q,r,b in (4.12). The sharpness declines

with lower priority processes. Again this is due to the fact that higher order slots have
decreasing competition, and vice versa. As a result, with increasing slot indices, more
processes surpass their respective AIFS regions, and join the competition. Consequently
the sharpness decline is smoothing out with higher order slots.

• The AIFSN based handicap for lower priority processes restricts them to transmit mostly
in higher order slots, which are available to all priority levels. This is underpinned by
stating that higher priority processes win over most of the MAC system cycles in their
initial slots, so that higher order slots occur less frequently for them. Resultantly, higher
order slots are mostly used by lower priority processes only.

4.7.1.4 System convergence performance

In this section, we present a few indicators to assess the convergence performance of Algo-
rithm 6. The network configurations in Aa ×Wa are used to generate the results.

System state space size

In general, the size of the system state space, denoted by s, is determined by the CW

settings. It is defined as s =
∑
k∈K

Rk∑
r=0

wk,r. The results reported in Figure 4.8a clearly reflect

the exponential increase in space requirements of Algorithm 6 with growing CW .
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Figure 4.7: Gaining control – AIFSN driven arbitration performance using steady state access distribution over
various slot indices. Configuration: Aa � a = 4.3a/2 and Wa � w = 4.3b/1.

Number of iterations

The number of iterations taken to converge the system is reported in Figure 4.8b. Two
observations are marked here. One, that the number of iterations is strongly decreasing
with CW . Higher CW settings increase the standard deviation of α(k, b) distribution in
(4.10). This observation can be associated to faster convergence rate. Two, that varying the
AIFSN separation does not influence the number of iterations much, especially at relatively
high CW settings. Interestingly, maximum iterations are required in a classless case at the
lowest CW setting. This is again due to slow convergence rate.

Time for convergence

The convergence time leverages the feasibility study for dynamic system configuration dur-
ing an operational network. This feature enables QoS requirements renegotiations during
admission control and channel capacity changes. Figure 4.8c presents the results. It is clear
on the onset that the time of convergence, stays constant per iteration, remains almost in-
dependent of an AIFSN separation and strongly increases with CW . For all CW settings,
the classless/uniform cases are the slowest to converge. A polynomial of system state space
size, s, is given to express the dependence of time in CW

time (s) = 21.172− 0.00879702s+ 3.1036× 10−6s2 + 8.90389× 10−12s3. (4.28)

This polynomial allows us to determine time for convergence on another hardware platform,
time (s) · p

p′ , where p and p′ are speeds of processors used to derive our results and the target
processor, respectively.
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Average time per state

This metric is the first order differential of time (s) with respect to s. The results are shown
in Figure 4.8d. The observed trend follows the pattern of convergence time (cf. Figure 4.8c)
— the average time per state increases with CW , while it is almost independent of an
AIFSN separation.

Average time per iteration

This metric is the first order differential of time (s) with respect to the number of iterations,
iteration (s), which is considered to be dependent on the system state size, s, though its
polynomial of s is not presented here. We use it to detect if the time for convergence and
the number of iterations are linearly related. The results reported in Figure 4.8e denies such
a relationship. This average increases with CW , while it remains almost independent of an
AIFSN separation. It appears that high state space requirements render the execution of
Algorithm 6 slow on the chosen platform.

Most of the reported results indicate infeasibility of determining system stable states
during an operational network. Nevertheless, in some situations the results can be used
to achieve time restricted execution of Algorithm 6, in which case it would be called off
prematurely by relaxing the convergence criteria. A tradeoff can be made between allocated
time and amount of prematurity with respect to achieving system stable state.
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(a) System state space size. (b) Number of iterations.

(c) Time of convergence.

(d) Average time per state. (e) Average time per iteration.

Figure 4.8: Gaining control – AIFSN driven arbitration performance using convergence indicators. Configura-
tions: Aa×Wa, with AIFSN and CW axes tick labels showing the row numbers in Table 4.3a and
Table 4.3b, respectively. Please note that the color coding on the bars corresponds to the heights
only.
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4.7.2 Gaining control – CW driven arbitration

Here we illustrate the results derived at system setups in Section 4.6.2.2, which correspond
to CW prioritization.

4.7.2.1 Steady istate distribution

A comparison of CW driven scheme against its AIFSN counterpart reveals in general that
the probabilities are more evenly distributed over various rc values in the former case. This is
due to an absence of the first term on the RHS of (4.2) in the former case, which guarantees
AIFS based priority protection. The πk,r,b distribution is derived at Ww � w = 4.4/2 and
Rw � R = [7, 7, 7, 7].

Class view

The class view presented in Figure 4.9, shares the general observation as presented in the
AIFSN counterpart (cf. Figure 4.4). The highest priority class, i.e., class 0 in both cases
are comparable. Their extent of matching depends, indeed on the chosen configurations.
The matching is diminishing with decreasing class priority. Further, a comparison of CW
and AIFSN class views, leads us to conclude that lower rc values have more probability
mass in the AIFSN case than the CW counterpart. For instance, compare rc = 0 against
rc > 0 for all classes in the two cases.

Retry view

The retry view is given in Figure 4.10. Similar to the AIFSN case, the probability mass
is increasing with rc for decreasing class priority. In contrast, the increase is less, since as
already noted, the probabilities are more evenly distributed over various rc values. Lastly,
the observation that higher priority classes transmit less often than lower priority classes in
regions of higher rc values holds in this CW case also, though the disparity between classes
is lower than the AIFSN case.

4.7.2.2 Steady state access dependency

The success distribution is determined for all network configurations in Ww × Rw. The
results are plotted in Figure 4.11. We present the following observations:

• By moving along the CW (w ∈ Ww) axis, it is clear that the probability gap in favor of
high priority classes is increasing with the CW separation. It is explained by decreasing
per slot access probability with CW , so that high priority classes win more MAC cycles.

• The CW arbitration performance is evaluated at various system contention levels by vary-
ing RetryLimit values. The probabilities of all classes are increasing with the RetryLimit.
It is due to the fact that for a given CW series, per slot congestion decreases with
RetryLimit — hence, fewer collisions. Along the RetryLimit (R ∈ Rw) axis, the sys-
tem achieves optimality, which favors all processes.
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(a) Class, q = 0. (b) Class, q = 1.

(c) Class, q = 2. (d) Class, q = 3.

Figure 4.9: Gaining control – CW driven arbitration performance using stationary istate distribution, πk,r,b.
Configuration: Ww � w = 4.4/2 and Rw � R = [7, 7, 7, 7]. Please note the changing range of
graphs.

4.7.2.3 Steady state access distribution

By zooming in on the same network configuration that is used for deriving the steady istate
distribution, i.e. Ww � w = 4.4/2 and Rw � R = [7, 7, 7, 7], we present in Figure 4.12, the
steady state access distribution over different accessible slots. The results are as follows:

• All low indexed slots are accessible to all classes, as there are no prohibited slots. This
poses more competition over these slots, resulting in lower probability values as compared
to the AIFSN case.

• There is a noticeable jump immediately after the slots available at rc = 0, i.e. when slot
index i > 7. The size of this jump is decreasing with lower priority classes. This jump
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(a) Retry, r = 0. (b) Retry, r = 1.

(c) Retry, r = 2. (d) Retry, r = 3.

Figure 4.10: Gaining control – CW driven arbitration performance by comparing stationary istate distributions
one process per class, at various rc values. Configuration: Ww � w = 4.4/2 and Rw � R =
[7, 7, 7, 7]. Please note the changing range and different scaling of πq,r,b axis, along with q axis
order swapped.

is also observed in the AIFSN case, though at a much lower scale. It is due to the fact
that MAC cycles are won mostly at rc = 0. In general, probability jumps are expected at
slot boundaries of consecutive rc values.

4.7.2.4 System convergence performance

The performance indicators of Algorithm 6 for the CW case are derived using all network
configurations in Ww ×Rw.
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(e) Retry, r = 4. (f) Retry, r = 5.

(g) Retry, r = 6. (h) Retry, r = 7.

Figure 4.10: · · · continued.

System state space size

The results for the system state space size are reported in Figure 4.13a. The highest space
requirement of the CW case is still lower than the similar measure of the AIFSN case due
to all processes having higher CW settings in the latter.

Number of iterations

The results are reported in Figure 4.13b. We make two observations here. One, that the
system requires highest number of iterations at the classless settings. It is due to slow
convergence rate of Algorithm 6. Two, that the number of iterations is increasing with the
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Figure 4.11: Gaining control – CW driven arbitration performance by comparing steady state access probability
with change of network configurations. Configurations: Ww × Rw, with CW and RetryLimit
axes tick labels showing the row numbers in Table 4.4 and actual values that are uniform across
the board, respectively.

Figure 4.12: Gaining control – CW driven arbitration performance using steady state access distribution over
various slot indices. Configuration: Ww � w = 4.4/2 and Rw � R = [7, 7, 7, 7].

RetryLimit, with peak value at RetryLimit = 7, where per the slot congestion is lowest.

Time for convergence

The results reported in Figure 4.13c indicate a slower convergence rate than the AIFSN
case. Time polynomial of system state space size, s, is

time (s) = 0.815038− 0.0154836s+ 0.000106252s2 − 2.18588× 10−7s3

+2.39208× 10−10s4 − 1.30432× 10−13s5 + 2.77185× 10−17s6.
(4.29)

Average time per state

The results are reported in Figure 4.13d.

Average time per iteration

The results are reported in Figure 4.13e.
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(a) System state space size. (b) Number of iterations.

(c) Time of convergence.

(d) Average time per state. (e) Average time per iteration.

Figure 4.13: Gaining control – CW driven arbitration performance: convergence indicators. Configuration:
Ww ×Rw, with CW and RetryLimit axes tick labels showing the row numbers in Table 4.4 and
actual values that are uniform across the board, respectively.
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4.7.3 Gaining control – default EDCA parameter set driven arbitration

In this section, we derive the results at system setups given in Section 4.6.2.4 in the context
of gaining control.

4.7.3.1 Steady istate distribution

The four classes in default EDCA parameter settings prioritize on AIFSN and CW together.
In general, the disparity between extreme end classes is high. The πk,r,b distribution is
derived using the settings in Table 4.6 and Table 4.7, along with Rd � R = [7, 7, 7, 7] and
N d � n = [1, 1, 1, 1].

Class view

The class view is shown in Figure 4.14. The disparity between retry values is increasing with
the class priority.

Retry view

The retry view is presented in Figure 4.15. The highest priority class wins MAC system
cycles mostly during rc � 2 due to a very low competition from the competing network on
the low order slots. Resultantly, it has minimal transmissions beyond rc > 2.

The disparity between extreme end classes appears rather high. We highlight it by
comparing dispersion of their retry distributions. The dispersion itself is measured by
standard deviation (SD). The probability of finding a process at various retry values is

given by P(rcq = r) =
wq,r∑
b=0

πq,r,b. The SD vector of the retry distributions per class is

[0.288839, 0.23474, 0.149422, 0.0634485], which confirms the observation. The results plotted
in Figure 4.16, reflect that dispersion of the retry distribution is increasing with the class
priority. The behavior resembles a negative exponential distribution (ned), so that the curve
sharpness can be represented by the rate parameter in the ned, which is increasing with
the class priority. Interestingly, the retry distributions have almost the same means — see
the mean vector per class: [0.124933, 0.125, 0.125, 0.125]. Lastly, we also notice that the SD
values of the current case remain higher than the AIFSN and the CW cases.

4.7.3.2 Steady state access dependency

This distribution, derived for settings in N d ×Rd, is plotted in Figure 4.17. The impact on
probability values is described as follows.

• Per class probability is decreasing along the number of processes per class axis
(
n ∈ N d

)
.

Intuitively, time sharing of the available system capacity is increasing with the number
of processes — thus more competition on each accessible slot, which increases collisions,
giving rise to the observed trend.

• Along the RetryLimit axis
(
R ∈ Rd

)
, we observe a positive impact. For a given number

of processes per class, increasing the RetryLimit lessens the system competition per slot,
thus triggers fewer collisions. Effectively the system seeks optimal success probabilities for
all processes.
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(a) Class, q = 0. (b) Class, q = 1.

(c) Class, q = 2. (d) Class, q = 3.

Figure 4.14: Gaining control – default EDCA parameter set driven arbitration performance using stationary
distribution πk,r,b. Configuration: Rd � R = [7, 7, 7, 7] and Nd � n = [1, 1, 1, 1]. Please note
the changing range and different scaling of πq,r,b axis.
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(a) Retry, r = 0. (b) Retry, r = 1.

(c) Retry, r = 2. (d) Retry, r = 3.

Figure 4.15: Gaining control – default EDCA parameter set driven arbitration performance by comparing station-
ary distributions of processes at various retry counter values. Configuration: Rd � R = [7, 7, 7, 7]

and Nd � n = [1, 1, 1, 1]. Please note the changing range and different scaling of πq,r,b axis,
along with q axis order swapped.
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(e) Retry, r = 4. (f) Retry, r = 5.

(g) Retry, r = 6. (h) Retry, r = 7.

Figure 4.15: · · · continued.
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Figure 4.16: Gaining control – default EDCA parameter set driven performance — highlighting extreme disparity
between class settings by comparing dispersion of their retry distributions. Dotted lines coincide,
showing the means of retry distributions are same for classes. The standard deviations of the retry
distributions, are shown only above the mean lines. Configuration: Rd � R = [7, 7, 7, 7] and
Nd � n = [1, 1, 1, 1].

Figure 4.17: Gaining control – default EDCA parameter set driven arbitration performance by comparing steady
state access probability with change of network configurations. Configurations: Nd × Rd, with
#(processes/class) and RetryLimit axes tick labels showing the actual values that are uniform
across the board, respectively.

4.7.3.3 Steady state access distribution

We also zoom in on the same network configuration as used for deriving the steady istate
distribution, Rd � R = [7, 7, 7, 7] and N d � n = [1, 1, 1, 1], to present the steady state access
distribution over different accessible slots in Figure 4.18. The drop down of probabilities
immediately after passing the slots available at rc = 0 is increasing with class priority. It is
prominent in the highest priority class. Overall, the lowest priority class is starving. Finally,
an effect of high disparity between classes is reflected by steady success probability values
for all classes becoming zero at a relatively small slot index, 15.

4.7.3.4 System convergence performance

In this case, we observed an interesting behavior regarding convergence of Algorithm 6. For
some network configurations, the convergence criterion, ε = 10−10, is found too strict to
achieve the fixed point. After few iterations, the system shows contraction and expensive-
ness alternately, thus bouncing back and forth around the fixed point. Consequently, the
convergence criterion has to be relaxed to ε = 10−8. Following three network configurations
offer this behavior:

• Rd � R = [1, 1, 1, 1] and N d � n = [4, 4, 4, 4];
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Figure 4.18: Gaining control – default EDCA parameter set driven arbitration performance using steady state
access distribution over various slot indices. Configuration: Rd � R = [7, 7, 7, 7] and Nd � n =
[1, 1, 1, 1].

• Rd � R = [2, 2, 2, 2] and N d � n = [4, 4, 4, 4];

• Rd � R = [3, 3, 3, 3] and N d � n = [5, 5, 5, 5].

The performance indicators of Algorithm 6 for settings in N d ×Rd are presented.

System state space size

The results for the system state space size are reported in Figure 4.19a.

Number of iterations

The results presented in Figure 4.19b, indicate an increasing trend with the number of
processes per class and the RetryLimit, though there are some outliers.

Time for convergence

The results presented in Figure 4.19c, indicate an increasing trend with the number of
processes per class and the RetryLimit. Time polynomial of system state space size, s, is

time (s) = 1.7555− 0.0085884s+ 0.0000285282s2 − 9.91715× 10−9s3

+4.5999× 10−12s4 − 8.05464× 10−16s5 + 4.4398× 10−20s6.
(4.30)

Average time per state

The results presented in Figure 4.19d, indicate a decreasing trend with the number of pro-
cesses per class, while an increasing trend with the RetryLimit. The first observation is
similar to the time behavior, while the second is due to the exponential increase of state
space size with the number of processes per class. Time of convergence and the state space
size are not linearly related.
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Average time per iteration

The results presented in Figure 4.19e, indicate a uniform trend with the number of processes
per class, while an increasing trend with the RetryLimit. Time of convergence and the state
space size are not linearly related.

We leave this section by concluding the model for the network steady state and its detailed
performance.
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(a) System state space size. (b) Number of iterations.

(c) Time of convergence.

(d) Average time per state. (e) Average time per iteration.

Figure 4.19: Gaining control – default EDCA parameter set driven arbitration performance: convergence indica-
tors. Configuration: Nd ×Rd, with #(processes/class) and RetryLimit axes tick labels showing
the actual values that are uniform across the board, respectively.
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4.8 Models for the QoS properties

From here onwards, we set off to address research Question 4. The presented model of
process istate distribution reflects closely on process istate performance. The network level
properties, corresponding to QoS delivery in our schema for the QoS problem (cf. Figure 2.7),
still need to be determined for our system. Therefore, in this section, we derive models for
the QoS properties. The analysis is based on already identified two major concerns, which
abstract the MAC operation on separate dimensions.

4.8.1 Expected channel access frequency

The expected channel access frequency, νk, is defined as the average number of accesses
made by a process in one second. By noting that process k accesses the MAC system
cycle of expected service time, � with probability ρk (refers (4.16) and (4.15)), the expected
channel access frequency is

νk =
ρk
�
. (4.31)

It corresponds to the partial function, fν
k(p) in (2.16).

4.8.2 Expected channel share

The expected channel share, θk, is defined as the expected data transmitted during the MAC
system cycle. In this duration, xk transmission transactions are completed, with each one
transmitting Lk bytes (refers (4.21) and (4.20)). Hence, the expected channel share is

θk = νk (8 · Lk · xk) . (4.32)

It corresponds to the partial function, fθ
k(p) in (2.16).

4.8.3 Expected MAC latency

The stringent QoE requirements from a streaming service are based on how well the spa-
tial/temporal requirements of all frames are met. At the time of its creation, each frame
has a deadline. Typically at the UDP layer, it is fragmented before relayed to the MAC
layer, where the frame deadline is translated into deadlines of the corresponding MPDUs.
To avoid degradation, the MAC QoS control should meet deadlines of all MPDUs of a given
frame. For our model that considers multiple MPDUs in each transmission opportunity, this
translates into a deadline of each transmission opportunity, where only the leading MPDU
contends. A system which allows infinite retransmissions, will eventually see all MPDUs
reaching the destination. For a finite case, some leading MPDUs are dropped, whose life-
time should not be considered for the latency calculation of the transmission opportunities.
An incorrect calculation will derive increased latency, which may falsely consider some MP-
DUs stale. This pitfall due to oversimplification in latency calculation needs to be avoided.
The desired correct calculation is elucidated in Figure 4.20.

Next, we model a finite RetryLimit case for lifetime of only successful MPDUs [41]. The
expected MAC latency, λk, is defined as the average channel contention delay and transmission
opportunity time of successful MPDUs that comprises multiple transmission transactions (cf.
Definition 2.7.1). It corresponds to the partial function, fλ

k(p) in (2.16).
Consider a system of class q, HoL MPDUs, which start successful transmission opportu-

nities. The expected combined channel access frequency of all processes within this system
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Figure 4.20: Expected MAC latency model for a transmission opportunity of one MPDU. Incorrect latency,
λ, calculation over an interval

[
t′, t′′

)
, λ = t′′−t′

2 , is avoided by eliminating the lifetime of the

dropped MPDU — thus λ = λ(i−1)+λ(i+1)

2 considers the latencies of only (i − 1)th and (i + 1)th

MPDUs.

is given by νq = nq · νk, where process k belongs to class q. νq is also the rate of success-
ful transmission opportunities for class q. Applying Little’s theorem, which states that the
long-term average number of customers in a stable system is equal to the long-term average
effective arrival rate times the average time a customer spends in the system, we express the
expected MAC latency, λk, as

nq = λk · νq . (4.33)

Since all MPDUs may not get through, let ρd
k be the dropout probability of an arbitrary

leading MPDU, then for our system, we rewrite (4.33) as

nq

(
1− ρd

k

)
= λk · νq . (4.34)

Using νq = nq · νk and after simplification,

λk =
1− ρd

k

νk
. (4.35)

In order to be dropped out, a fresh HoL MPDU has to undergo RetryLimitk+1 collisions.
At a random time, an MPDU may be found in an arbitrary istate (r, b), thus requires Rq−r+1
collisions to be dropped. While at istate (r, b) , 0 � b � wk,r, the process reacts to a collision
by jumping to an istate (r + 1, b′) , 0 � b′ � wk,r+1 with probability 1

wk,r+1
. On subsequent

collisions, this action is repeated till the process has rck = RetryLimitk, after which the
MPDU is dropped. Hence, starting from istate (r, b), these jumps define a path through
process istates, which we term as a collision path, p. The length of p is equal to the number
of collisions required for a dropout, Rq − r + 1. The probability of the MPDU traversing p
depends on the istates that compose p. This probability is denoted by P(p). Given an istate,
(r, b), let Pk,r,b denote the set of all possible paths starting from it. The probability of a
dropout from this starting istate, ρ̃d

k,r,b, is given by the summation over all paths in Pk,r,b,
the probability of the MPDU traversing them. Hence,
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ρ̃d
k,r,b =

∑
p∈Pk,r,b

P(p) . (4.36)

In order to determine the dropout probability, all arbitrary starting istates need to be consid-
ered. Hence, ρd

k is given by the summation over all arbitrary starting istates, the probability
of a dropout from there. Thus

ρd
k =

Rk∑
r=0

wk,r∑
b=0

ρ̃d
k,r,b . (4.37)

Pk,r,b is formed by taking the (Rk − r)-ary cartesian product of sets of istates with the
same rck value,

Pk,r,b = {(r, b)}×{(r + 1, 0) , · · · , (r + 1, wk,r+1)}×· · ·×{(Rk, 0) , · · · , (Rk, wk,Rk )} . (4.38)

Thus p ∈ Pk,r,b is represented by an (Rk − r)-tuple of istates, with p.i, 1 � i � Rk − r
being the istate at rck = r + i− 1. The elements of the istate, p.i, are accessed by a double
indirection: (p.i.r + i− 1, p.i.b) , 0 � b � wk,r+i−1.

Now we traverse p to derive P(p). Consider p = ((r, b) , (r + 1, b′) , · · · , (Rk, b
′′)). The

probability of first jump in p is given by

P
(
p(1)

)
= πk,r,b · γ(k, b) ·

1

wk,r+1
, (4.39)

where the second factor gives the probability of a transmission in the same slot, from the
competing network to ensure a collision (cf. Section 4.3). Generalizing to the ith jump,

P
(
p(i)

)
= πk,p.i.r+i−1,p.i.b · γ(k, b) ·

1

wk,p.i.r+i
. (4.40)

P(p) is, therefore, expressed as a product of all jumps in p to reach rck = Rk times the last
jump to be dropped:

P(p) =

[
Rk−r+1∏

i=1

P
(
p(i)

)]
· wk,0 . (4.41)

By noting that Rk + 1 ≡ 0, the right most factor cancels out the last redundant transition
to an istate at rck = 0, which is not required for a dropout case.

4.8.4 Expected MAC reliability

The expected MAC reliability, ωk, is defined as the expected number of delivered MPDUs
normalized by total MPDUs. This is already expressed by the second factor in numerator
of (4.35), hence

ωk = 1− ρd
k . (4.42)

It corresponds to the partial function, fω
k (p) in (2.16).
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4.9 Models for the QoS properties – validation and verification

In this section, we compute the QoS properties using (4.31), (4.32), (4.35) and (4.42) to fill
space A (cf. Section 2.5.2). The analytical results are verified by corresponding simulations,
which run for 500 seconds and repeated 20 times in each case before assuming their average
behavior. 95% of the simulations fall within an error margin of 0.05% of this mean.

The selection of a simulation tool has primarily led us to pick ns2 [199], as it is the
most popular tool in the research community, besides being open source. We have added
an EDCA patch [194] to it and performed some basic validation tests that give inaccurate
results. While the arbitration mechanism of EDCA appears to work correctly, few problems
are found. These are related to creating a single collision domain using the existing PHY
models available, an absence of payload configuration at the MAC level and disturbing
effects of routing packets (similar to the work reported in [173]). The strangest and most
problematic observed behavior concerns the creation of many more collisions than in the
analytical model, thus reducing channel utilization. A possible explanation for this can
be bad random generator performance as also reported in [208]. Moreover the channel
utilization variability is much larger than expected. Due to the problems encountered, we
have developed a new custom made discrete event simulator, GRADES [5], which is directly
based on the EDCA specification. A set of validation experiments is conducted for the
default EDCA parameter settings in the general system setup with x = [1, 1, 1, 1], and
MPDU payload of 1000 bytes (cf. Table 4.2). These experiments are repeated 20 times,
for both ns2 and GRADES, while their performance is compared with the analytical model.
The presented results in Figure 4.21 show time variations of channel utilization,

∑
k∈K

θk (cf.

(4.32)).
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Figure 4.21: Comparing ns2 with GRADES: utilization variability showing average utilization over 1 second
intervals. The values show the average (per point) over 20 simulations. The ns2 simulation gives
extremely low utilization at times, corresponding to large numbers of collisions. These indicate a
high synchrony of the EDCA countdown mechanisms in the different processes, possibly by poor
performance of the random number generation.

4.10 QoS fulfillment

This section presents our proposed approach to tackle research Question 5. The derived
models for QoS properties enable us to address the QoS fulfillment aspect of the QoS problem
(cf. Section 2.5.2). As noted, a side effect of the relation, sat, can be multiple solutions in
the subspace, N ′(e) ⊆ N (cf. Figure 2.9). Comparing these solutions by quantifying their
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‘value’, is not trivial in our intractably large and highly complex search space. This section
establishes a general mechanism to search for the best solution, termed as a global optimum
(GO), from the available solutions.

The solutions in the subspace, N ′(e) has quality properties such as the wastage of channel
due to undue idle slots, extra collisions resulting from overly booked slots and the channel
utilization. Let zi(p) be a function, mapping p to a quality property i. Define Z ′(e) ⊆ Z (cf.
Figure 4.22) as the objective subspace obtained by applying functions in z(p) on elements
of N ′(e). For GO, we aim for the solution in N ′(e) that is optimal with respect to values
in Z ′(e). Thus our search for GO relies on formulating and solving, what is known as a
multiobjective optimization problem (MOP). The solution of the MOP yields GO.
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Figure 4.22: A depiction of the objective space for the solution process of the QoS problem.

A MOP is formally defined as,

Minimize z(p) ,
subject to c(p) ,

(4.43)

where z(p) � [zi(p)]
ᵀ
i∈U and c(p) � [cj(p)]

ᵀ
j∈V are vectors of u objective functions and

v constraints, respectively, defined on a decision vector of P -tuple, p ∈ N , where U �
{1, 2, · · · , u} and V � {1, 2, · · · , v}. For the current purpose, a single constraint container
suffices:

c1(p) � f(p) ∈ A′(e) ,

where A′(e) is defined in (2.14).
Due to the QoS constraints, a restriction of z(p) to N ′(e), defines the objective subspace,

Z ′(e) ⊆ Z: z |N ′(e)(p)→ Z ′(e). Z ′(e) is interesting as it contains quality properties of the
solutions. Some of these solutions are optimal, in the sense of non-dominated by any other
solution in the objective space — a commonly understood notion in Pareto optimality to
solve a MOP. Formally, a solution or a decision vector, p∗ ∈ N ′(e) is Pareto optimal if there
does not exist any other decision vector, p ∈ N ′(e), which is at least as good as p∗ on some
objective functions and better than p∗ on remaining objective functions:

�p ∈ N ′(e)
(
∀

i∈U
zi(p) � zi(p

∗) ∧ ∃j ∈ V (zj(p) ≺ zj(p
∗))
)
.

Optimal solutions are collected in a set to form the Pareto front, PF , which leverages
tradeoffs objectively using decision preferences.

The search for GO involves seeking a global minimum in the objective space. Effectively,
it implies converting a MOP into a single-objective optimization problem (SOP). To this
end, a single-objective optimization function (SOF) is needed. In our case, the SOF is
the uniformly weighted euclidian distance, euc(y, up) between y ∈ PF and an ideal global
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minimum, called a utopia point, up ∈ Z. In reality, there is no decision vector, p, for which
up exists, otherwise it would dominate the points in PF , which cannot be the case. Using
the SOF, the global minimum is the one with minimum euc(y, up):

ζ(PF , up) = arg ↓
y∈PF

euc(y, up) . (4.44)

GO is the decision vector corresponding to ζ(·, ·). It represents a compromise while main-
taining the constraints.

Next we demonstrate the QoS fulfillment by presenting three MOPs and their solutions.
For all experiments, the decision vector space is built by combining concrete system setups
given in Section 4.6 for a case of one application per priority class: Q = {0, 1, 2, 3} and
N = 4. This includes the following configurations:

• Gaining control – AIFSN driven arbitration in Section 4.6.2.1: Aa ×Wa for 20 decision
vectors.

• Gaining control – CW driven arbitration in Section 4.6.2.2: Ww × Rw for 28 decision
vectors.

• Gaining control – default EDCA parameter set driven arbitration in Section 4.6.2.4: Rd×
{1} for 7 decision vectors.

Hence, our decision vector space has a total of 55 network configurations. The QoS require-
ments considered are

e = [(30, 2, 5, 1) , (30, 1.65, 8, 1) , (20, 0.75, 17, 1) , (15, 0.33, 35, 1)] .

For all MOPs, data in the plots is illustrated according to the classification of the decision
vectors. Thus, ‘Feasible’ and ‘Solution’ belong to N and N ′(e), respectively. up = (0,−11)
always. The decision vector resulting in GO, is specified using the T/r/i notation, which
extends the T/r notation (cf. Section 4.6.2) to also include the element at vector index, i.

4.10.1 The channel utilization vs the expected latency of the network

In this MOP, we compute a biobjective space of two conflicting objectives, viz., the channel
utilization and the average latency of the network defined over all applications, as follows:

z1(p) = E
(
fλ(p)

)
=

1

N

∑
k∈K

λk, refers (4.35),

z2(p) = −
∑
k∈K

fθ
k(p) = −

∑
k∈K

θk, refers (4.32).
(4.45)

Figure 4.23 illustrates the solution. GO is computed to be at a decision vector that configures
the network using the AIFSN driven arbitration,

p = [(1, 4.3b/4/1, 1) , (2, 4.3b/4/2, 1) , (4, 4.3b/4/3, 1) , (5, 4.3b/4/4, 1)] . (4.46)

The Pareto front in this MOP offers choices for running elastic and inelastic applica-
tions. These include, applications for file transfers and gaming or video streaming, respec-
tively. Maximizing the channel utilization favors the prior type, while for the time sensitive
applications, the latency of each MPDU needs to be considered.
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Figure 4.23: MOP 1 and solution – the channel utilization vs the expected latency of the network.

4.10.2 The channel utilization vs the expected latency of the highest
priority class

Here we consider the influence of network configurations on the expected latency of the
highest priority class. The biobjective space is computed as follows:

z1(p) = E
(
fλ
0 (p)

)
, refers (4.35),

z2(p) = −
∑
k∈K

fθ
k(p) = −

∑
k∈K

θk, refers (4.32).
(4.47)

Figure 4.24 illustrates the solution. GO is computed to be at a decision vector that configures
the network using the CW driven arbitration,

p = [(1, 4.4/4/1, 1) , (1, 4.4/4/2, 1) , (1, 4.4/4/3, 1) , (1, 4.4/4/4, 1)] . (4.48)

Similar to the MOP 1 case, optimization trade-offs can be made between elastic and
inelastic applications. Contrary to it, this MOP optimizes specifically for the latency of
applications in only the highest priority class. Therefore, the Pareto front offers optimal
solutions that are closely tuned to the latency requirements of the highest priority class.

�������

�������������
���������
�
�
�

�
�������

����
��
�

������
�

�

�

� ���

�

�
�

��

2 3 4 5 6 7 8 9
�7.0

�6.5

�6.0

�5.5

Average latency � highest priority class �ms�

�
C

ha
nn

el
ut

iliz
at

io
n
�M

bp
s�

Feasible

Solution

Pareto front

Global optimum

Figure 4.24: MOP 2 and solution: the channel utilization vs the expected latency of the highest priority class.



100 Chapter 4. Stochastic performance models and QoS fulfillment

4.10.3 The channel utilization vs the QoS fulfillment proximity

The optimizations in MOP 1 and MOP 2 may lead to GO values that correspond to a large
QoS fulfillment proximity. This proximity is defined over the QoS requirements, e and the
QoS delivered, d. It is determined as an average over all applications and QoS dimensions,
the proportional difference between e and d. Let Δ = e − d be the difference vector,
so that using (2.19), the corresponding proportional difference vector for application, k, is
sk = ps(Δk). Let g be a vector of user assigned weights for QoS dimensions, then the QoS
fulfillment proximity is

ps(e,d) =
1

N

∑
k∈K

sk.g .

[· is an inner product] .
(4.49)

Due to the nature of this MOP, the biobjective space is computed for only solutions,
p ∈ N ′(e):

z1(p) = ps(e,d) , refers (4.49),

z2(p) = −
∑
k∈K

fθ
k(p) = −

∑
k∈K

θk, refers (4.32). (4.50)

Figure 4.25 illustrates the solution with vector of weights for QoS dimensions,
g = [0, 0.7, 0.2, 0.1]. Again, GO is computed to be at a decision vector that configures the
network using the AIFSN driven arbitration:

p = [(1, 4.3b/3/1, 1) , (2, 4.3b/3/2, 1) , (6, 4.3b/3/3, 1) , (7, 4.3b/3/4, 1)] . (4.51)
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Figure 4.25: MOP 3 and solution: the channel utilization vs the QoS fulfillment proximity. Note that ‘Feasible’
is absent in this plot due to its nature.

In this MOP, the exactness of the QoS fulfillment is considered in the QoS proximity
sense. Optimizing on this objective has multiple benefits:

• The quality of the space, N , can be estimated for given QoS requirements. In other words,
it indicates the sparseness of the network configurations in N ;

• The effects of thinly/thickly scattered network configurations can be highlighted by con-
sidering this objective while forming other MOPs. Hence, it can optimize sparseness of
network configurations. Resultantly, optimizations on other objectives can be studied in
isolation by selecting a sparseness level. Other objectives may include unused channel
capacity and fluctuation scale due to over crowded (contended) regions over time.
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4.10.4 A critique on the proposed approach

All the aims set to tackle research Question 5 are achieved by formulating MOPs and SOPs.
The MOP formulation is just an intermediate expression that also allows tradeoffs — hence,
it is not necessary for our original quantitative mapping problem. The presented MOPs are
based on technical aspects, however other strategic aspects may be considered. Amongst
all solutions, the network configurations on the Pareto front are optimal in the sense of less
wastage due to collisions and/or idle slots. They offer tradeoff analysis. The Pareto based
approach allows to compare network configurations objectively. We assess the suitability of
our proposed approach to tackle research Question 5 by evaluating it within the scope of the
following two questions:

q 1. What are the chances of finding a solution to a given set of QoS requirements?

Let N̂ ⊆ N denote the decision vector space for our experiments:
∣∣∣N̂ ∣∣∣ = 55. Intuitively,

the chances of finding a solution to a given set of QoS requirements is increasing with the
size of N̂ . Under the assumption that a solution exists for a given set of QoS requirements
and that these QoS requirements are selected without bias, the probability that N̂ holds a

solution is estimated as |N̂ ||N| .
N is determined within the scope of parameter ranges given in Section 4.6. It is comprised

of three types of property based network configurations: (4.25) for AIFSN , (4.26) for CW
and (4.27) for TXOP . In each case, |Q|2 values are selected from the allowed range of
the priority parameter to form |Q| classes. A collection of these |Q| values form a strict
total ordered set on the allowed range and a |Q| -ary relation. Let ≺ (V,Q) and V �
{v1, v2, · · · , vn} denote the total ordered set and the allowed range, respectively. We aim for
counting all possibilities of forming classes due to the priority parameter under consideration
by determining |≺ (V,Q)| as follows.

|≺ (V,Q)| = g(|V| , |Q| , 0) ,

g(n, q, i) =

⎧⎪⎪⎨
⎪⎪⎩
1 q = 0

n−q+1∑
j=i+1

g(n, q − 1, j) q > 0
.

(4.52)

Let Va, Vw, Vr and Vx denote the sets of selected values of AIFSN , CWmin, RetryLimit
and TXOP .

Va � {1, · · · , 7} ,
Vw � {8i− 1 | 1 � i � 16} ,
Vr � {0, · · · , 7} ,
Vx � {1, · · · , 7} .

For n = [1, 1, 1, 1] and CW growth until three steps, the number of network configurations
per MAC parameter arbitration is computed as follows.

• AIFSN driven arbitration: |≺ (Va,Q)| × |Vw| × |Vr| × |Vx| = 31, 360;

• CW driven arbitration: We consider strict total orders on Vw and Vr separately and their
combinations.
2Remember Q is an index set of priority classes, as defined in (2.2).
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1× |≺ (Vw,Q)| × |Vr| × |Vx|
+ 1× |Vw| × |≺ (Vr,Q)| × |Vx|
+ 1× |≺ (Vw,Q)| × |≺ (Vr,Q)| × |Vx|
= 1, 001, 560;

• TXOP driven arbitration: 1× |Vw| × |Vr| × |≺ (Vx,Q)| = 4, 480;

• AIFSN , CW and TXOP combined arbitration: We consider combinations of strict total
orders on Va, Vw, Vr and Vx.

|≺ (Va,Q)| × |≺ (Vw,Q)| × |≺ (Vr,Q)| × |≺ (Vx,Q)| = 156, 065, 000.

Aggregating these four cases,

|N | = 31, 360 + 1, 001, 560 + 4, 480 + 156, 065, 000 = 157, 102, 400.

q 2. What are the chances that a given set of QoS requirements is fulfilled by the default
EDCA parameter set?

Of the three presented MOPs, none is solved by the default setting, rather by settings from
AIFSN/CW driven arbitration schemes. The QoS properties of each network configuration
point, p ∈ N , can satisfy multiple sets of QoS requirements, constituting what is termed as
a satisfaction region of p in A. Let A′′(p) ⊆ A denote this region,

A′′(p) � {e ∈ A | f(p)sat e} .
Further, let p′ denote the default EDCA parameter set, then the chances that it can fulfill an

arbitrary set of QoS requirements is given by |A
′′(p′)|
|A| . Such low chances, render the default

EDCA parameter set inapplicable to meet most of the QoS requirements.
We leave this section by underpinning an observation that due to saturated MAC queues,

each network configuration point determines an upper limit of the QoS properties of the
network. The cases of unsaturated MAC queues with QoS requirements less than this limit,
can be fulfilled by the corresponding network configuration point. Strategically, it allows a
choice of allocating the spare capacity to the QoS requester applications.

4.11 Worst case delay performance

The well accepted benefits of WLANs render their increasing usage in industrial [37, 36,
38, 205] and medical [121, 166, 107, 10, 142, 108, 157, 109] environments. Out of many
advantages, mobility and relieve from wires rank high in support of tasks that are carried
out in these environments. These tasks include monitoring/controlling the devices/patients
and alarms on critical events. Generally, these tasks are delay bounded and must be carried
out reliably before their deadlines. Thus a delay bounded reliable service is desired over the
resources. The signal to trigger such tasks, is termed as a control signal within our context.
Due to the inherent randomness in the WLAN protocol, carrying this signal over a WLAN
poses challenges of delay boundedness, reliability and performance fluctuations. In order to
deal with these issues, a well studied WLAN performance model is mandated.

Ubiquity in industrial and medical environments has caught recent focus. A classification
of industrial traffic can be used to map traffic to EDCA classes [37]. A simulation based
study of delays in infrastructure WLANs can indicate the performance requirements that



4.11 Worst case delay performance 103

can be fulfilled [38, 205]. For better estimation of delays, traffic used for results must match
the traffic patterns of the industry [36]. The QoS-related issues in exchanging medical data
over wireless technologies, are being addressed both qualitatively and quantitatively. This
data is typically characterized as having a small size that can be transported over a low
capacity wireless channel. The QoS requirements of medical-related control signals [142]
guide towards making engineering choices. As a preliminary study, investigations are made
for distortion compensation in the electrocardiogram (ECG) signals that are exchanged over
a WLAN operating in an infrastructure BSS mode [107, 108]. Investigations into impact of
MAC arbitration parameters indicate performance limits for varying load of medical data
[166]. An absolute priority scheme, can improve medical-grade reliability and delays of
control signals on an EDCA network. In this context, various performance curves are drawn
from simulations [121]. Reliability can also be improved by forward error correction codes
[109]. The absolute priority scheme reserves slots permanently for the high priority class.
These slots are used whenever traffic is available, otherwise, they go wasted. Thus, the
system efficiency suffers in the absence of higher priority traffic. Wastage due to permanent
reservations can be avoided by demand-based dynamic reservations. This approach can rely
on tuning AIFS/CW values. It is demonstrated in [7] and followed by [190] for the medical
context.

A bounded delay model using the absolute priority scheme is missing from the existing
literature, which we aim for. Our specific contribution is a quantitative model for the worst
delay, based on mandatorily deferring the transmissions by competing processes as supported
by the AIFS mechanism. We restrict to only model development.

4.11.1 A system model

Our EDCA network hosts applications whose priorities are treated stochastically. Now we
allow applications whose priorities are treated absolutely to achieve deterministic worst de-
lays. Consider a joint system, composed of a stochastic priority channel (spc) and an absolute
priority channel (apc). This partitioning is relative to each other, such that application(s)
in the latter case have absolute non-preemptive fixed-priority (NPFP) preference over appli-
cation(s) in the latter case. The models for the QoS properties for the former case still hold
for the spc, while here we develop analysis only for the apc.

Let the applications in the apc are indexed by a set, Kabs, in decreasing priority,

Kabs �
{
1, 2, 3, · · · , Nabs

}
. (4.53)

Corresponding index set for the spc is denoted by Ksto. We set off by creating a partition of
the system capacity into the two desired types of channels. Some slots immediately after the
system busy state are reserved for the apc, while slots beyond the reserved slots constitute
the spc. The number of these reserved slots is the worst case MAC arbitration slot for the
apc. This required system behavior is achieved by the AIFS based differentiation. Let wsabs

denote the MAC arbitration worst case slot for applications in the apc,

wsabs = ↑
k∈Kabs

(ak + CWmaxk).

The slots for the spc begin from wsabs, while their occurrence is subject to the traffic gen-
erated in apc. Thus the AIFS of all MAC processes in spc are shifted by wsabs. The apc
allocation to multiple applications is carried out on the NPFP basis, as explained next.

In NPFP approach, each application within apc has a unique absolute priority, which is
enforced by the AIFS differentiation. For k ∈ Kabs,
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AIFSNk = CWk +

{
1 k = 1

AIFSNk−1 + 1 k > 1
,

CWmink = 0,

CWmaxk = 0.

(4.54)

An arbitrary moment, t, may see any application in the system being served. The worst
delay for an application, k ∈ Kabs, λ′

k can occur at t if a longest transmission from spc is
being served, while all applications higher in priority than k have data to transmit. Suppose
delays due to these two events are denoted by λsto and λabs

k , respectively.

λ′
k = λsto + λabs

k . (4.55)

λsto is determined by the longest expected retention service time, μi in (4.21), from spc.

λsto = ↑
i∈Ksto

μi.

λabs
k is determined as an aggregate of expected retention service times of applications higher

in priority order than k.

λabs
k =

j<k∑
j=1

μj .

4.12 Conclusions

This chapter is the core of the thesis. It addresses three research questions.
Research Question 3 deals with the modelling of a random-based system such as any

variant of a wireless MAC protocol. The question is addressed by developing a Markov model,
which facilitates in tackling random behavior systems. It maps network configurations to
stationary probability distributions, one per QoS class of MAC processes. An important
aspect of the model is realistic assumptions that are compliant with the EDCA protocol
specifications. One such assumption is consideration of finite RetryLimit. The model is
valid for any CW update discipline. It allows correct predictions for the QoS properties.
This Markov model, solved iteratively using our algorithm, seeks a fixed point of the system.
We have implemented it, realizing our software tool, which is used to validate the hypothesis
set on the preferential behavior of the MAC parameters. The probability masses increase in
lower backoff/retry counter values. Skewness in probability distributions also increases with
priority of processes, while probability distributions gets more uniform towards decreasing
priority of processes. In general, the extent of these observations depends on system settings.

The Markov model is comparable in complexity to the zone-based models that suffer from
scalability issue, though it is more complex than the slot-based models. The implementation
performance of this algorithm is thoroughly reported in terms of memory required, iterations
needed and time taken, for various network configurations. For instance, memory require-
ments are determined by the CW settings, whose higher values form more stable systems.
The stability criteria is taken to be the number of iterations needed to reach system fixed
point. Further, the time of convergence is determined to be a polynomial of memory require-
ments. Timing results suggest a need for parallelized hardware for on-the-fly computations
in an operational system. Such an implementation performance study offers tradeoff points.
For instance, accuracy of a solution versus time of the solution can be optimized against
each other.
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Research Question 4 is regarding development of models for the QoS properties. To this
end, we have developed mappings from the network steady states as represented by station-
ary probability distributions, to the QoS properties. In contrast to oversimplified assumption
of infinite retry attempts, we consider a finite case. These mappings are validated by cor-
responding tools, and verified by our custom built EDCA specific discrete event simulator,
GRADES [5]. The results from the analysis and the simulations conform well enough to
repose our trust in them.

Consideration of finite retry attempts, allows accurate prediction of QoS properties. Spe-
cially, the difference from an infinite case is profound when allowed retry attempts are small.
We confirm that except MAC latency, which increases, channel access frequency and channel
share decrease with AIFS and CW . MAC reliability depends on allowed retry attempts.
TXOP has a negative/positive/negative impact on frequency/share/latency, respectively.
We also note that a MAC latency model that does not consider MAC losses, gives pes-
simistic results. This is due to delay accumulation of MPDUs that are dropped due to
exhaustion of retry attempts.

We have also analysed a case of achieving a bounded delay on an arbitrary MPDU, to
cater requirements of hard real time applications, representing for instance, control signals.
Transportation of hard real time applications over WLANs is gaining grounds due to their
benefits in industrial and medical environments. As an initial investigation, we contribute
a model for the worst case delay of such applications. These applications are treated with
the highest priority that is enforced by the lowest AIFS while making MAC reservations. A
side effect of this approach is permanent reservations that go wasted when applications are
silent.

Achieving a distributed control over QoS properties of processes allows us to deal with
research Question 5. To this end, the QoS semantics, specifically the satisfiability relation
(cf. Section 2.5) is used to search the solution space against a given set of QoS requirements.
A side effect of our proposed satisfiability relation is multiple solutions. To tackle this
issue, we define objective spaces based on their technical quality properties and formulate
multiobjective optimization problems in them. Using Pareto analysis, we find the optimal
solutions. They represent tradeoff points, offering choices for system adaptations. Finally,
a single-objective optimization problem is formulated, whose solution provides us the global
optimal (solution).

Originally, this research question seeks a transformation, from QoS space to network
space. Due to technology limitations, the network space is discrete. A transformation
mapping to an unreachable point, does not serve the purpose. Overcoming this issue gives
rise to another set of problems, which include shifting to a discrete point and dealing with
effects of the shift. The shift may lead to a discrete point that does not fulfill the original
given QoS requirements. Contrary to this, we effectively discretize the solution space to
avoid unreachable point situation.

The objective spaces can also be defined using non-technical quality properties for strate-
gic decisions. We have compared Pareto analysis based approach to determine the solution,
against another method, gradient descent, which requires a continuous space. Due to the
issue of unreachable points, this method is found to be inapplicable.

The suitability of our approach is assessed in terms of chances of finding a solution to a
given set of QoS requirements. As expected, these chances increase with size of the space
of decision vectors. In context of our selected network parameter ranges, maximum size of
this space is 156, 065, 000, which also indicates the memory requirements. Lastly, we judged
the suitability of using the default EDCA parameter set to solve an arbitrary QoS problem.
The result suggests quite weak chances, hence it is inapplicable for vast majority of QoS
problems. This is supported by the observation that none of our three QoS problems are
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solved by the default set.
In the next chapter, we study the optimization of the channel efficiency.



�

Streaming-aware channel utilization
improvement model

The previous chapter addressed the problem of achieving distributed control of an EDCA
network. To this end, we have presented quantitative models for steady state behavior and
QoS properties of the EDCA network. It also addressed the problem of mapping the trans-
portation related QoS requirements of applications to some desired network behavior such
that it fulfills those requirements. Each network behavior determines some expected network
bandwidth termed as system channel utilization, which is the effective bandwidth available
to applications. Thus, each mapped network behavior has a system channel utilization as-
pect that can be considered as its quality measure. For convenience, this quality measure is
termed as a mapping efficiency. Two mapped network behaviors can be compared in terms
of their mapping efficiencies. Given that the wireless channel bandwidth is a scarce resource,
the challenge of optimal mapping efficiency is crucial. Its significance as a system concern
is further substantiated by an increasing number of consumer electronic devices in modern
network setups - especially that majority of them stream multimedia content of varying
quality.

The said mapping is supported by the IEEE 802.11e standard [92], which provides coop-
erative and competitive distributed control for bandwidth assignment through a set of MAC
mechanisms. These mechanisms are explained in Chapter 2, while the effect of their set-
tings is modeled in Chapter 4. While these MAC mechanisms leverage priority arbitration
for wireless channel usage, they are typically configured without taking into account, the
knowledge of streaming services. Thus, even the cooperative sharing of the wireless channel
between MAC processes does not automatically lead to optimal mapping efficiency.

In the example of video streaming, switching control to another station may be done
halfway the transmission of a video frame. In that case, allowing the station to complete its
video frame transmission can be a better choice. By taking properties of the transferred data
into account, both utilization and the video frame latency can be improved. We investigate
the improvement in utilization by varying TXOP in relation to the video frame size, and
also how this is affected by other MAC parameters. This chapter addresses the following
research question, as also posed in Chapter 1:

Question 6. How to improve the channel utilization for the wireless network under control
of a distributed MAC, by exploiting characteristics of applications?

We present a streaming-aware wireless channel utilization policy. For defining and under-
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standing the policy, the two major concerns, gaining control and retaining control, duly
quantified in Chapter 4, are extended according to application requirements for obtaining
the bandwidth utilization. This allows us to consider transmission durations of video frames.
The resultant channel utilization model is simpler than previous works.

By applying the extended channel utilization model to known video traces, we determine
bandwidth shares and bandwidth utilization of a system of competing video streams. This
model is validated by testing different TXOP settings. The validated results are compared
and verified with simulations, which are done in GRADES [5]. A utilization improvement of
up to 18% is observed to be possible, showing that such cross-layer optimization improves
the resource use.

We set off by reviewing the prior approaches to channel utilization in WLAN systems in
Section 5.1. Section 5.2 derives a channel utilization model that is applicable to the QoS
control mechanism of the IEEE 802.11e standard. In Section 5.3, a set of scenarios are
sketched to derive analytical and simulation results, to validate and verify the presented
model. Concluding remarks are given in Section 5.4.

5.1 Related work

Wireless networks are powerful enablers for realizing the dream of running application ser-
vices ‘anywhere, anytime’. The transportation of video streams and real-time traffic over
the IEEE 802.11 [92] networks has got a lot of attention [21, 236, 140]. Various applica-
tion services are increasingly categorized based on their QoS requirements, and typically
mapped onto the wireless channel using the MAC enforcement schemes [179, 184, 244, 178,
146, 85, 224]. Generally the usage of MAC parameters influences the frequency of channel
access. Hence, based on the mechanisms invoked, these schemes exhibit different stochastic
performance guarantees for channel shares as well as influence each others priority impact
[4]. Nevertheless transforming the mapping of application requirements into a channel parti-
tioning problem does not automatically consider the system-related extra-functional concern
of mapping optimality. This leads to wastage of already scarce channel resource, which is
undesired. The utilization of channel resource can be improved by increasing the reliabil-
ity of links using the PHY parameters [88]. Thus, channel utilization can be studied as a
function of parameters at various OSI layers. It justifies a case for mapping the application
requirements with an additional MAC level objective to prevent the channel wastage.

Therefore a MAC enforced channel arbitration model should consider both aspects of QoS
and optimality. The QoS aspect should be correctly predicted over all ranges of AIFSN and
CW values [201]. The optimality aspect prevents the wastage, and it is significant especially
when it uses the application knowledge.

In this work, we focus on both aspects of QoS and optimality together. Specifically
the introduced model exploits the independence between the two concerns, gaining control
and retaining control, thus effectively reducing the complexity of the problem. It enables
the separation of the application-to-MAC mapping problem from MAC controlled shares
allocation, as presented in this chapter.

5.2 Performance model

This section develops a channel utilization model for a QoS based ad-hoc network. Recaptur-
ing from Section 2.7, gaining control and retaining control have key roles in the bandwidth
allocation problem. The dependency of bandwidth on the MAC parameters is restated from
(4.32) as
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θk = νk · (8 · Lk · xk) . (5.1)

It is reexpressed using (4.31), (4.16) and (4.20),

θk = ρk ·
8 · Lk · xk

C +
∑
i∈K

ρi · μi + ρ′ · μ′
. (5.2)

θk leverages the derivation of the new channel utilization model. Hence, it is based on the
same assumptions as for the stochastic models (cf. Section 4.2) and uses the same notations
as in Table 4.1.

5.2.1 Channel utilization

The channel utilization is defined as an aggregation of the expected channel shares of all
MAC processes in the network.

U =
∑
k∈K

θk . (5.3)

In this chapter, we study the effect of varying the transmission opportunity vector, x. In
particular, we compare with the standard policy of having xk = 1 for all processes and we
denote this policy by x = 1. Hence, the channel utilization is explicitly expressed as a
function of x,

U(x) =
∑
k∈K

ρk ·
8 · Lk · xk

C +
∑
i∈K

ρi · μi + ρ′ · μ′
. (5.4)

We also unfold the second term in the denominator of (5.4) using (4.21), to highlight the
dependency of the channel utilization on x.

U(x) =
∑
k∈K

ρk ·
8 · Lk · xk

C +
∑
i∈K

ρi (xi (tti + SIFS)− SIFS) + ρ′ · μ′
. (5.5)

The utilization improvement is defined as follows.

β (x) =
U(x)− U(1)

U(1) · 100 . (5.6)

5.2.2 Application mapping

The channel utilization in (5.4) is derived on the underlying assumption that applications
transmit all full MPDUs. More specifically, application k transmits xk MPDUs in each
transmission opportunity, each carrying an application payload of Lk bytes. Thus, in each
transmission opportunity, it transmits xk ·L bytes. Some applications may not conform to this
assumption. Hence, in order to derive the channel utilization in a system of such applications,
there is a need to consider application messages of arbitrary lengths. Let application k
generate arbitrary length messages of expected size, E(Mk). For such a system, let μ̄k and
μ̄′ be the expected retention service time of MAC process k and the expected collision service
time, respectively. The channel utilization is then
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U(x) =
∑
k∈K

ρk ·
8 · E(Mk)

C +
∑
i∈K

ρi · μ̄i + ρ′ · μ̄′
. (5.7)

This necessitates computing three parameters: E(Mk), μ̄k and μ̄′.
In this system, we consider as applications, multimedia streams with each one possibly

having a different QoS requirement. We assume that the quality of a stream (and corre-
sponding QoS requirement) is characterized by the video frame sizes. These frame sizes vary
with the contents and frame types and can be regarded as a mapping, mk(i), from a frame
sequence number, i, to the size of frame i. We also assume that application payload limits
per MPDU are equal, denoted by L. From this we determine E(Mk) as follows. Frame i
may be sent split over several transmission opportunities by using � mk(i)

xk·Lk
� full opportunities

of size xk · Lk bytes and a remaining one of size, mk(i) mod xq · Lk. For a video of a given
size, we determine the histogram of occurrence of transmission opportunities of certain sizes
in g(j) , 1 ≤ j ≤ xk · L. Let G denote the total number of used transmission opportunities,

G =
xk·Lk∑
j=1

g(j). E(Mk) is now defined as the average size of a transmission opportunity,

E(Mk) =
1

G
·
xk·Lk∑
j=1

j · g(j) . (5.8)

E(Mk) can be regarded as a property of the video. Alternatively, it can be computed on-
the-fly over a window of video frames.

In order to derive the corresponding expected retention service time, observe that the
time it takes to transmit a single full MPDU is a transmission transaction time, tt, expressed
in (4.22). For transmitting E(Mk) bytes of payload,

⌈
E(Mk)

L

⌉
MPDUs are needed, of which

the last one may be short of
⌈

E(Mk)
L

⌉
· L − E(Mk) bytes from being full. This allows us to

conveniently express the time of transmission of application payload, m bytes, in terms of
transmission transactions as

tmac(m) =
(⌈m

L

⌉
(tt(L) + SIFS)− SIFS

)
− 8

(⌈
m
L

⌉
· L−m

)
Rd , (5.9)

where

tt(L) =
hphy

Rb +
8 (L+H)

Rd + tp + SIFS +
hphy

Rb +
8 ·ACK

Rd + tp, (5.10)

is transmission transaction time of L bytes and reexpression of (4.22) to show its explicit
dependency on some payload. The second term on the right hand side of (5.9) is the excess
transmission time that may have been added to the time of the last transmission transaction.
Now

μ̄k = tmac(E(Mk)) . (5.11)

Lastly, the expected collision time is determined as follows. The occurrence of a collision
is observed at the end of the transmission of the first MPDU in a transmission opportunity.
Therefore, the expected collision time is determined by the expected size of the first MPDU
in a transmission opportunity. For our system, we assume that this MPDU has maximal
application payload, L.

μ̄′ = tmac(L) . (5.12)
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In the experiments, we examine the difference between these approximations and the
actual behavior, as shown by simulations.

5.3 Validation and verification

Our analytical model is validated by predicting shares and utilization values from (5.1)
and (5.4), which are then verified against simulations using our EDCA specific custom made
discrete event simulator GRADE. For the comparison between model and simulation, as well
as for demonstrating the utilization improvement, three experiments are setup, exercising the
different priority arbitration mechanisms (i.e., MAC settings) that are applied in a general
system context.

5.3.1 General system setup

For the channel utilization model, four different streams share the channel, which we rep-
resent by four MAC classes of one stream each. The transmitter stations in Figure 4.3
represent four ad-hoc connections, all of which exchange video information with different
properties and requirements in principal. We mostly use the configurations from the general
setup in Section 4.6.1. When a parameter is changed for the channel utilization model, it is
specified accordingly.

Priority levels According to our description, Q = {0, 1, 2, 3} and n = {1, 1, 1, 1}, so that
K = {1, 2, 3, 4}.

Network mode The network is operated in an ad-hoc mode, assuming that all devices are
in the broadcast range of each other.

Channel access mechanism EDCA is used to access the channel at the MAC sublayer, whose
parameters draw values from the following sets of values, for obtaining all results:

• AIFSN ∈ {1, · · · , 7};
• CW ∈ {7, · · · , 1023}. CW grows until three steps.

OSI parameters The PHY/MAC parameters of IEEE 802.11b [92], listed in Table 4.2, are
selected, except for the application payload limit per MPDU, L = 960 bytes, which is uniform
across the board.

Simulation time Excluding the initial start-up and final wind-off times, all simulations are
run for 100 seconds. The averages over this interval is reported for all results.

System convergence The system convergence is achieved by a call, FPC
(
10−10, 0.75

)
(cf.

Algorithm 6).

Video traffic model H.264 [78] frame sizes are derived from video traces of a Harry Potter
movie [209]. We use the same video trace for all four streams. In this study we are not
interested in the real-time properties of the streams but in their variability, in the effect
of changing the TXOP setting and in the comparison of model and simulation. Due to
variability in MAC service rates of streams, there are no unwanted ‘synchronization’ effects
within the simulations.
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MAC service time In each of the three experiments we vary the TXOP settings over the
values listed in Table 5.1. The first row in this table represents the original case without
improvement, which yields U (1), while the last row (marked with a ∗ vector) represents the
case in which the system transmits entire video frames in each opportunity. This means that
TXOP can potentially take very large values.

Table 5.1: Set of vectors for setting service times, corresponding to a transmission opportunity in number of
MPDUs. The first row represents a retention vector with a single MPDU for all classes, and gives the
reference utilization, U (1). The last row represents transmission of entire video frames.

x
∑
k∈K

xk

[1, 1, 1, 1] 4
[2, 1, 1, 1] 5
[3, 1, 1, 1] 6
[4, 1, 1, 1] 7
[6, 2, 1, 1] 10
[8, 3, 2, 1] 14
[10, 5, 3, 2] 20
[∗, ∗, ∗, ∗] variable

5.3.2 Experiments, results and discussion

The described system is examined varying the two parameters that influence gaining control :
AIFSN and CW . These parameters are used to define three priority arbitration schemes for
the experiments — their values are given in Table 5.2. For all experiments, RetryLimit = 7,
across the board. The first scheme is the AIFSN driven arbitration (cf. Section 4.6.2.1) and
conforms to the MAC settings in (4.25). According to this relation, classes have identical sets
for CW but different settings for AIFSN . The second scheme is the CW driven arbitration,
(cf. Section 4.6.2.2) and conforms to the MAC settings in (4.26). According to this relation,
AIFSN settings are identical for the classes but each has its own CW set. Finally, the third
scheme is the default EDCA parameter set driven arbitration (cf. Section 4.6.2.4), in which
both AIFSN and CW are changed jointly as described in the IEEE 802.11e specification
[92].

We determined analytically and through simulation, the bandwidth shares and utilization
(in Mbps) for each of the three schemes while we varied the TXOP (i.e., retention) setting
according to Table 5.1. These settings enable non-uniform service times for classes (except
the first setting). The relevant plots are shown in Figure 5.1, which presents adjacent
bar pairs to compare analytical and simulation results. The bar heights show the actual
utilization, whereas utilization improvement (β (x) of (5.6)) is shown alongside each bar
separately. All simulations are run for 500 seconds and repeated 20 times. 95% of the
simulations fall within an error margin of 0.05% of the mean over these 20 repetitions.

The first thing to observe is that the model and the simulation results are remarkably
close.

Second, for each priority scheme the channel utilization is seen growing with
∑
k∈K

xk (along

the retention vector axis in Figure 5.1), though the same does not hold for the individual
class shares, which are shown in each bar. Within a given arbitration scheme, this is due to
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the fact that the share of a process is proportional to the fraction of the total retention time
as given in (5.2).

Third, the improvement is explained as a reduction of the overhead of contention and
collision. This reduction is maximal and optimal in the last columns of the three experiments,
in which entire frames are transmitted. There is a downside to this, however. With the
choice of a large TXOP , there is no guarantee anymore for a certain share per process,
which shows in the graphs through a much less prioritized division of the shares over the
classes. Therefore, the best TXOP setting for streaming is probably significantly larger than
1 to cancel out the overhead, but still fixed.

Table 5.2: Gaining control configurations

(a) AIFSN driven arbitration

parameter configuration

AIFSN [1, 2, 3, 4]

CW

⎡
⎢⎢⎢⎣
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255
31, 63, 127, 255, 255, 255, 255, 255

⎤
⎥⎥⎥⎦

(b) CW driven arbitration

parameter configuration

AIFSN [1, 1, 1, 1]

CW

⎡
⎢⎢⎢⎣

31, 63, 127, 255, 255, 255, 255, 255
39, 79, 159, 319, 319, 319, 319, 319
47, 95, 191, 383, 383, 383, 383, 383
55, 111, 223, 447, 447, 447, 447, 447

⎤
⎥⎥⎥⎦

(c) EDCA default arbitration

parameter configuration

AIFSN [2, 2, 3, 7]

CW

⎡
⎢⎢⎢⎣

7, 63, 15, 15, 15, 15, 15, 15, 15
15, 31, 31, 31, 31, 31, 31, 31

31, 63, 127, 255, 511, 1023, 1023, 1023
31, 63, 127, 255, 511, 1023, 1023, 1023

⎤
⎥⎥⎥⎦
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(a) Gaining control – AIFSN driven arbitration. Configurations in Tables 5.1 &
5.2a.
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(b) Gaining control – CW driven arbitration. Configurations in Tables 5.1 & 5.2b.
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(c) Gaining control – EDCA default driven arbitration. Configurations in Tables 5.1
& 5.2c.

Figure 5.1: Utilization, U (x), as a function of x in Table 5.1. The adjacent bar pairs represent analytical and
simulation results. The utilization improvement, β (x) of (5.6), is shown alongside each bar. The
first bar pair shows the reference setting without our proposed improvement, i.e., U (1), while the
last bar pair corresponds to transmitting full video frames in each opportunity. The utilization is
shown separately.
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5.4 Conclusions

This chapter presents a channel utilization predictive model to judge the mapping efficiency
of the IEEE 802.11e MAC based QoS control that is used to fulfill the QoS requirements of
applications. It investigates a streaming-aware channel assignment policy that improves the
utilization. The MAC controls regulate average channel shares of contending processes. The
derivation of the model is very simple compared to other works and based on separation of
the two concerns, gaining control of the channel and retaining control of the channel. Using
the model, we can systematically investigate the effect of variations in access time on the
share a process obtains and on the channel utilization. The aim of these variations is to
consider increasingly the application properties — we investigate the case of video streams.
We show the quality of the model by comparing with a simulation of the IEEE 802.11e
standard. In a series of experiments with varying access probabilities, we show clearly the
effect of changing the access times on the utilization. An improvement up to 18% over the
normal case is achieved when entire video frames are transmitted. In practice, this top rate
is unlikely. Thus, a more realistic estimate is the average, 11%, of the improvement range
4%− 18%.

We have discovered that the extent of improvement in the channel utilization is related
to the application. Excessive access times may adversely affect the delay performance of
competing applications. The effects of our policies may diminish in erroneous channels, in
which case the access times are reduced to one MPDU per transmission opportunity.

In the next chapter, we propose and evaluate a dynamically adaptive model, controlled
in a distributed manner, in which QoS-enabled stations can autonomously configure their
MAC processes to minimize the channel wastage and to improve the channel utilization.
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An autonomic self-optimization model

Perceptually appealing high graded streaming services maintain a persistent quality, even
though the entropy levels of encoded information vary temporally/spatially. Transporting the
streams over the network, imposes fluctuating QoS requirements on the underlying network
to cope with these variations. Generally these requirements are mapped statically onto
scarce wireless channel bandwidth using the IEEE 802.11e standard [92], which supports
prioritized arbitration through a set of MAC mechanisms. In an absolute QoS protection
policy, the static mapping considers the maximum share requirements of streams. This
approach makes invariant bandwidth reservations by considering maximum requirements
of streams. A consequence of this approach is overbookings over time. These overbooked
but unused ‘holes’ remain unnoticed and hereby highlighted as a bandwidth wastage. We
consider this invariant reservation approach, as pessimistic.

Hence, due to the time varying disparity between the QoS requirements of streams and
static but maximum channel reservations, the system performance remains suboptimal. If
the system is adaptive and reactive, then the long-term shares of the competing elastic traffic
(time non sensitive) as well as channel utilization can be improved. In context of the research
questions posed in Chapter 1, it refers to the following:

Question 7. How to adapt distributed control of MAC autonomously, to avoid channel
wastage due to pessimistic reservations?

In order to improve over the static and the pessimistic reservation schemes in a QoS based ad-
hoc network, the challenge is to dynamically tune the MAC priority arbitration mechanisms
to minimize the channel bandwidth wastage. This chapter has a two-fold contribution.

First, a dynamic channel reservation model is presented, with a three phase function-
ality. In phase one, dynamic channel demands over time are monitored autonomously by
stations. In phase two, monitoring stations decide distributively on moments of overbooked
reservations that are precisely wastage instants. These instants are intercepted as signals of
potential adaptation of MAC priority arbitration mechanisms, to delegate the unused band-
width to the elastic traffic in the system. In phase three, deciding stations react timely to
adapt the MAC priority arbitration mechanisms for the reallocation of shares in the system,
to prevent the channel wastage.

Secondly, the impact over the shares of the streams due to this adaptive reservation
model is studied and reported as well.

This model is verified by simulating system behavior comprising of known video traces
(inelastic traffic) and a file download (elastic traffic). Only inelastic applications have min-
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imum QoS requirements. The performance of dynamic adaptability of these MAC priority
arbitration mechanisms is compared on channel utilization, to feature their feasibility for
such dynamic shares reallocation scheme. The reported results are drawn from GRADES
[5].

We derive the performance of our proposed model under different MAC priority arbi-
tration mechanisms that enforce the QoS control. The results demonstrate gain in channel
utilization due to our proposed dynamic approach. Such a study highlights unintended
wastage of channel, which can be avoided. In an ad-hoc network scenario that we consider,
these reactive systems are desired for optimized network performance.

6.1 Related work

Automatic network adaptivity has been in focus in recent years. The work carried out in
this domain has addressed problems of various complexity and scope. The proposed solu-
tions pertain to various layers of the OSI model. Radio resource management by network
monitoring has been studied for large scale systems such as Global System for Mobile Com-
munication (GSM), Universal Mobile Communication System (UMTS) and WLAN [193,
162] as well as for hybrid networks [180]. Challenges such as heterogeneity in wireless net-
works, diversity in application types and links have been addressed using adaptations at
the transport layer [3, 186, 164]. The problem that one TCP variant does not fit well to
all dynamic characteristics of operational networks is highlighted in [31]. To alleviate this
problem, switching between the TCP variants has been proposed. Adaptivity in wireless
networks has also been addressed using learning automata to increase performance [151] and
channel allocation [68]. Intelligent algorithms at access points can use polling to cater for
the application requirements asymptotically [150, 149].

Due to limited capacity of networks, applications with QoS requirements have to make
reservations. When the channel capacity and the QoS requirements do not change over time,
static reservations are enough. These limitations may not hold always, especially due to time-
variant requirements of inelastic streaming applications. Hence, instead of static reservations,
dynamic reservation schemes are feasible that can adapt over time [16, 141, 2, 65, 206,
113, 141, 77]. Specific to WLANs, similar adaptive bandwidth reservation approaches have
been studied [188, 144, 100, 58, 242]. These include the multi-rate feature of WLANs,
which can adapt network according to the link variations [228, 230, 62, 51, 135, 125, 207,
153, 86]. Adaptivity in WLANs has also implied autonomic and decentralized management
[176, 172, 200, 74]. In this regard, some works have considered optimal channel utilization
in classless WLANs by overlaying intelligence over DCF backoff scheme [32, 33, 34]. The
methods in these works rely on estimating the number of transmitting stations in the network.
For large networks, this estimation may easily be inaccurate, hence the methods can be
accordingly misguided. An improvement to these methods is proposed in [25], which remains
independent of the number of transmitting stations. The improved method adapts the
default DCF backoff behavior by allowing probabilistic transmissions to achieve asymptotic
network behavior. Similar adaptive schemes are applied for traffic prioritization, admission
control and estimating the number of nodes in the network [61, 203]. Though dynamic
tuning of MAC parameters has been studied, the question of applying it in an EDCA QoS
control to achieve optimality is still interesting [174]. It turns out to be more challenging in
unmanaged networks to absolutely preserve the QoS levels of the multimedia streams, while
also minimizing the channel wastage due to overbooked shares by them. These overbookings
protect shares over time by considering only maximum requirements of the streams.

In this chapter, we propose and evaluate a single method which can transparently adapt
various EDCA mechanisms used to enforce the QoS control in unmanaged networks, with
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the following aims:

a. to restrict the bandwidth wastage due to overbookings of streaming services, so that the
gain can be utilized by competing applications;

b. to protect the requirements of real-time applications such as streaming services;

c. to keep the inherent distributed nature of unmanaged networks through distributed
decisions;

d. to keep functional separation of OSI layers. Our proposed reactive method requires only
MAC level information. This is in contrast to proactive methods that mostly rely on
application level information.

Our proposed method is required to detect fine grained overbookings that occur at random
moments. Precise detectability and appropriate decisions mandates timely adaptations so
that our optimality seeking predictive control steers the system towards the desired behavior.

6.2 Conceptual model

This section builds an intuitive understanding of the optimality seeking predictive control
by formally presenting the concepts used and the problem to address. The core objective
of this chapter is to study optimization of a QoS based ad-hoc network that satisfies QoS
requirements of applications. This allows us to benefit from notations introduced in Sec-
tion 2.5, though they need to be extended. We proceed by introducing a time series analysis
of system dynamics.

Let e(t) be the QoS requirements of applications at time, t that are satisfied by some
network configuration, p(t), thus f(p(t))sat e(t). The QoS satisfaction constraint generates
a region in A, A′(e(t)), with centroid e(t),

f |N ′(e(t)) (p(t))→ A′(e(t)) . (6.1)

where

A ⊇ A′(e(t)) � {f(p(t)) ∈ A | f(p(t))sat e(t)} . (6.2)

(6.1) and (6.2) extend (2.14) and (2.15), respectively.
As a result of our proposed dynamic QoS control, the system performance is affected.

Thus, system analyzability over time is required. Suppose P(t1, t2) be a trajectory of network
configurations in [t1, t2],

P(t1, t2) � {p(t) | t ∈ [t1, t2]} . (6.3)

The trajectories for the static QoS control and our proposed dynamic QoS control are termed
as a static trajectory and a dynamic trajectory, respectively — in the same order, denote
them by P•(t1, t2) and P∗(t1, t2). We aim at comparing the system performance at these
two trajectories. Introducing yet another term, an ideal trajectory, P�(t1, t2) that represents
optimal system performance. Obviously, a trajectory will be considered better than other,
if it is closer to the ideal trajectory. Proximity between two trajectories at t is determined
by their distance — denote it by d(p1(t) ,p2(t)). We set the distance function to be the
channel utilization, which is also our optimization metric. Denote the channel utilization at
p(t) by U(p(t)). Now the distance between two trajectories at t is defined as the difference
of their corresponding channel utilizations,
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d(p1(t) ,p2(t)) = U(p1(t))− U(p2(t)) . (6.4)

Extending above to trajectories spanning in [t1, t2],

〈d(p1(t) ,p2(t))〉 = 〈U(p1(t))〉 − 〈U(p2(t))〉, (6.5)

where

〈d(p1(t) ,p2(t))〉 =
1

t2 − t1

t2∫
t1

d(p1(t) ,p2(t)) = d(P1(t1, t2) ,P2(t1, t2)) (6.6)

and

〈U(p(t))〉 = 1

t2 − t1

t2∫
t1

U(p(t)) = U(P(t1, t2)) (6.7)

are the time averages of their functions. Now

d(P1(t1, t2) ,P2(t1, t2)) = U(P1(t1, t2))− U(P2(t1, t2)) . (6.8)

The research question in this chapter can be addressed by obtaining a trajectory that is
closer to the ideal trajectory as compared to the static trajectory. Thus we hypothesize that

d(P�(t1, t2) ,P
∗(t1, t2)) < d(P�(t1, t2) ,P

•(t1, t2))

=⇒ U(P∗(t1, t2)) > U(P•(t1, t2)) .
(6.9)

Our system model presents a channel utilization improvement seeking predictive control to
obtain the desired dynamic trajectory.

6.3 System model

The presented model is regulated by a three phase functionality that is perpetually invoked
in a closed loop: sensing, decision and adaptation (SDA) (cf. Figure 6.1).

This model is based on the same assumptions as stated for the stochastic models in Chap-
ter 4 (cf. Section 4.2). We set off by categorizing each application in our system, as either
inelastic or elastic. Presumably, the QoS requirements of the inelastic applications that we
consider, fluctuate with time. Based on the type of application hosted by a transmitter node,
it is distinguished accordingly. This allows us to form two node index sets. A transmitter
node that hosts an elastic application belongs to a set, Kel, while the one hosting an inelastic
application, belongs to a set, Kiel.

Kiel,Kel ⊆ K,
Kiel

⋃
Kel = K,

where K, defined in (2.3), is an index set of MAC processes in the network. The nodes in
Kel and Kiel are termed as elastic traffic nodes and inelastic traffic nodes, respectively. If a
transmitter node hosts at least one application from each category, then it is termed as a
mixed traffic node.
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Figure 6.1: Control loop: sensing, decision and adaptation.

In our model, an active node is one that listens to the network to estimate the bandwidth
usage over time, of the inelastic traffic nodes that are considered as passive nodes. An active
node, el ∈ Kel, interested in a passive node, iel ∈ Kiel, maintains related data in a local
monitor, Miel

el .
Each node arbitrates to the network using its MAC process, which is configured by

settings of its respective P -tuple, defined in (2.1). The P -tuple of node j, j ∈ K is denoted
by pj . Without loosing generality, it is assumed that an inelastic application is considered
more important than an elastic application, hence it has higher priority. A priority order can
be specified using the priority semantics (cf. Section 2.6), so that by (2.20), siel · g > sel · g.
SDA control strategy for a monitor, Miel

el , is given in Algorithm 7 — explanations next.

6.3.1 Sensing

All nodes operate in a shared broadcast medium, so that a local monitor at an active node can
mark the channel busy state due to the traffic generated by one or more target passive nodes,
which can be distinguished by their MAC addresses. This allows bandwidth estimation
process, carried out as follows.

A monitor,Miel
el , at an active node records periodically the channel usage time due to the

target passive node, during fixed time intervals, each one of duration δ. The channel usage
time during a given δ is termed as a sample. Successive samples are ordered chronologically.
The ith, i ∈ N0 sample, siel

el (i), expresses the channel ‘busyness’ during δ, due to the target
passive node: s : Kiel×Kel×N0 → [0, δ]. The time overheads of transmission transactions (cf.
Definition 2.7.1) during the sample interval are counted towards the channel usage by the
target passive node. The interframe spaces of EDCA are used to delimit the boundaries of
the channel usage, as obeyed by all nodes. Alternatively, NAV can be used for this purpose.

6.3.2 Decision

At the end of each sample period, a decision is taken regarding channel overbooking, which
is considered as a bandwidth wastage. When considered appropriate, this decision may lead
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Algorithm 7 SDA(el, iel, δ, κ, d, time)
// SDA predictive control

Require: el ∈ Kel, iel ∈ Kiel, δ ∈ R, κ ∈ R, d ∈ N1, time ∈ R
Ensure: Dynamic trajectory

// initialization
p′el ← pel; // preserve original priority of active node

3. i← 1; // initialize sample index

do
// sensing

6. take a sample, siel
el (i);

// decision

// compute threshold

τ ielel = ↑
max(i−d,0)<j�i

siel
el (i)

δ
· κ ; // (6.11) restated

9.
// decide for adaptation

�ielel (i) =

⎧⎨
⎩0

sielel (i)

δ
� τ ielel

1
sielel (i)

δ
< τ ielel

; // (6.10) restated

// adaptation

pel ←
{
piel �ielel (i)

p′el ¬�ielel (i)
;

12. i← i+ 1;
while

(
i � time

δ

)
return
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to reallocation of shares between the nodes, with an aim to avoid this bandwidth wastage.
This decision is taken by defining a predicate, �ielel (i), which allows reallocation only when a
given sample falls below a threshold value, τ ielel :

�ielel (i) =

⎧⎨
⎩0

sielel (i)

δ
� τ ielel

1
sielel (i)

δ
< τ ielel

. (6.10)

The term sielel (i)

δ
represents a normalized channel usage during the sample period.

The threshold value is adaptive to the application behavior at the target passive node.
This adaptation considers the irregular and fluctuating behavior of application traffic that is
sensed over short time intervals. Selecting too short time intervals, may report spiky behavior
which may be only momentous and hence, misleading. Decisions based on observations in
such situations, have to be avoided. Therefore, the traffic pattern is captured over another
independent dimension, samples history. In this approach, a window over the last d samples
is maintained at the monitor. This window moves with time. Based on this information,
the threshold, τ ielel , is estimated by down scaling maximum of the normalized channel usage
within the current window by a factor, κ:

τ ielel = ↑
max(i−d,0)<j�i

siel
el (i)

δ
· κ, 0 < κ � 1 . (6.11)

κ is used to tradeoff between too optimistic/pessimistic decisions.

6.3.3 Adaptation

At the end of each sample period, a decision for adaptation is taken for the reallocation of
shares. If an adaptation is required, it is carried out by changing the P -tuple of the MAC
process at the active node, pel.

Whenever the predicate, �ielel (i), holds, it triggers an adaptation process at the active
node. During this process, the channel arbitration priority of the MAC process at the active
node is increased to a limit. This limit is the channel arbitration priority of the MAC pro-
cess at the passive node being monitored. The selection of this limit minimizes two desired
model aspects: one, the chances of failure for the demands of the inelastic application at the
passive node, due to impact of the current decision. By failure, we imply a demand that
exceeds the allocated channel during the next sample period; two, the channel wastage in the
temporal locality. Equating priorities of the MAC processes for inelastic/elastic applications
is expressed as, pel ← piel. Before this priority assignment, the original priority is also kept,
p′el ← pel. Otherwise, whenever the predicate, �ielel (i), does not hold, it signals an increased
demand from the inelastic application during the last sample period. This signal is inter-
cepted as to lower the priority of the MAC process at the active node, to its original value,
pel ← p′el. This process is termed as priority restoration, which allows preferential treat-
ment of the inelastic application in the current sample period. The priority restoration is
neither needed nor carried out if the predicate, �ielel (i), does not hold in succession, which re-
flects continuous high demand from the inelastic application. The number of such successive
monotonous decisions is directly related to the interval of continuous high demands.

6.3.4 Channel utilization

The performance of the dynamic trajectory obtained from the SDA model is evaluated using
our hypothesis set in (6.9). It is based on channel utilization that is defined in Chapter 5
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(cf. Section 5.3) as an aggregation of the expected channel shares of all MAC processes in
the network.

U =
∑
k∈K

θk . (6.12)

For convenience, we denote U(P∗(t1, t2)) and U(P•(t1, t2)) of (6.9) by U∗ and U•, respectively.
In our validation tests, we establish U∗ > U•. The time integral in (6.6) assumes continuous
intervals for trajectories. They will be discretized by periodic sampling.

6.4 Validation

The SDA model is assessed and validated by simulations performed in GRADES [5]. Prefer-
ence of GRADES over ns2 [199] is discussed in Section 4.9. The reported results are drawn
from two QoS based ad-hoc network configurations in the general system setup.

6.4.1 General system setup

In order to highlight the channel utilization improvement by the SDA model, a small net-
work comprising of two applications is constituted. These applications are represented by
two MAC classes of one member each. The transmitters in Figure 6.2 represent two ad-hoc
connections, one of which represent a passive node streaming a video, while the other repre-
sent an active node running a file download application using File Transfer Protocol (FTP).
The MAC process for the video is assigned a higher priority than the MAC process for the
file download. We mostly use the configurations from the general setup in Chapter 4 (cf.
Section 4.6.1). When a parameter is changed for the SDA model, it is specified accordingly.

Priority levels According to our description, Q = {0, 1} and n = {1, 1}, so that K = {1, 2}.

Network mode The network is operated in an ad-hoc mode, assuming that all devices are
in the broadcast range of each other.

Channel access mechanism EDCA is used to access the channel at the MAC sublayer, whose
parameters draw values from the following sets of values, for obtaining all results:

• AIFSN ∈ {1, · · · , 3};
• CW ∈ {15, · · · , 511}. CW grows until three steps;

• TXOP ∈ {1}.

OSI parameters The PHY/MAC parameters of IEEE 802.11b [92], listed in Table 4.2, are
selected, except for the application payload limit in bytes per MPDU vector, L = [960, 960]
for MAC processes at the passive node and the active node.

Simulation time Excluding the initial start-up and final wind-off times, all simulations are
run for 10 seconds, which is considered enough to exhibit the fluctuating requirements of the
video and the improvements due to the SDA model. The simulation time determines the
invocation time, time = 10 of Algorithm 7.

Video traffic model The video traces of Tokyo Olympics are taken to model H.264 [78] frame
sizes [177, 209]. Due to variability in MAC service rates and MPDU sizes of the two appli-
cations, there are no unwanted ‘synchronization’ effects within the simulations.
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Sample period The bandwidth is sampled at every δ = 5 ms. In accordance with aim d.
in Section 6.1, selection of the sample period is based on keeping preciseness that holds for
various application types, including streaming services.

Sample window The sample window of (6.11) is set as d = 10.

file download

video

Figure 6.2: QoS based autonomic self-optimization system setup with four devices on the same ad-hoc network,
arranged in two transmitter/receiver pairs.

6.4.2 Experiments, results and discussion

The SDA model is tested by defining two gaining control configurations for the experiments,
each one exercising a different priority arbitration — their settings are given in Table 6.1.
For all experiments, RetryLimit = 7, across the board. Each plot presents the individual
shares of the file download application and the video along with the channel utilization, both
for the statically configured MAC without the SDA model and the dynamically configured
MAC with the SDA model. The results due to static configurations are marked with a
superscript ∗ in the plot legends. Algorithm 7 is invoked as SDA(2, 1, 0.005, κ, 10, 10).

6.4.2.1 AIFSN driven arbitration

The AIFSN driven arbitration scheme conforms to the MAC settings in (4.25) (cf. Sec-
tion 4.6.2.1). According to this relation, classes have identical sets for CW but different
settings for AIFSN . The network configurations used for the experiments are given in
Table 6.1a. The results are reported in Figure 6.3a for κ = 0.75 of (6.11), the tradeoff
parameter. On the onset, following two observations are noticable:

• The file download application share and the channel utilization with the SDA model
mostly dominate their counterparts without the SDA model, thus showing the effectiveness
in terms of the improvement in the channel utilization of a dynamic scheme such as
proposed in the SDA model. The arbitration strengths of the two applications are selected
to be not far apart, to study the effectiveness of the SDA model in comparable MAC
competition. An improvement in the channel utilization is found to be 1.7% over the
static case. Whenever results in the static configuration dominate the results in the
dynamic configuration, it spots instances of delayed bandwidth return to the video node.
This delay is dependent on the sample period, δ, which controls sensing the exact moment
of returning the borrowed bandwidth. Hence, the SDA model performance indeed varies
with δ, though a very small setting might widely and too frequently change the threshold,
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Table 6.1: Gaining control configurations

(a) AIFSN driven arbitration

parameter configuration

AIFSN [1, 3]

CW

[
31, 31, 31, 31, 31, 31, 31, 31
31, 31, 31, 31, 31, 31, 31, 31

]

TXOPLimit [1, 1]

(b) CW driven arbitration

parameter configuration

AIFSN [1, 1]

CW

[
15, 31, 63, 127, 255, 255, 255, 255
31, 63, 127, 255, 511, 511, 511, 511

]

TXOPLimit [1, 1]

τ ielel in (6.11). Thus, the SDA model might anticipate and capture small bandwidth
improvement opportunities, though such optimistic decisions might have a shortfall over
longer periods. Even such optimistic decisions might lead to increased contention in the
system, which incurs more collisions, hence bandwidth wastage.

• The SDA model has no effect on the high priority traffic, as evident from the video shares,
which are fulfilled on demand.

6.4.2.2 CW driven arbitration

The CW driven arbitration scheme conforms to the MAC settings in (4.26) (cf. Sec-
tion 4.6.2.2). According to this relation, classes have identical sets for AIFSN but dif-
ferent settings for CW . The network configurations used for the experiments are given in
Table 6.1b. Again, the arbitration strengths of the two applications are comparable. The re-
sults, reported in Figure 6.3a for κ = 0.65 of (6.11), adhere to the two observations presented
in the AIFSN driven arbitration case, though the improvement in the channel utilization
is less than the AIFSN case, 1.0%.

This is due to the fact that any AIFNS change impacts the system performance quickly
and more frequently. Also that AIFSN guarantees priority protection better than CW .
Due to this reason, the tradeoff parameter, κ, is set to a lower value than the AIFSN case.
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(a) Gaining control – AIFSN driven arbitration. Configurations in Tables 6.1a.
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(b) Gaining control – CW driven arbitration. Configurations in Tables 6.1b.

Figure 6.3: Comparing the performance of dynamically configured MAC using the SDA model (dynamic trajec-
tory) with a statically configured MAC (static trajectory). The former case has superscripts, ∗, in
the legends, is distinguished from the latter case that has superscripts, •. Channel utilization, video
and FTP points due to the dynamic trajectory mostly dominate points due to the static trajectory.

6.5 Conclusions

The requirements of inelastic applications may vary over time, hence statically made pes-
simistic reservations on the channel to fulfill them, triggers suboptimality. These reservations
are made through network configuration, which determine the channel utilization. This study
addresses this suboptimality issue by making reservations that adjust to dynamic require-
ments.

We have demonstrated that resource management in a QoS controlled ad-hoc WLAN is
possible by autonomously monitoring activities in the network — specifically transmissions
on the channel. By allowing nodes to adapt their contention strength objectively, network
optimality can be achieved.

This chapter presents formally a reactive model for distributed QoS control, wherein
MAC configuration is done dynamically and autonomously by processes, with the aim to
improve the channel utilization. The results demonstrate the advantage of such dynamic
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MAC configuration approach over the static MAC configuration approach. Our dynamic
approach has realized a closed-loop predictive control, which can exhibit instability — a well
known characteristic of such controls [137, 60, 35, 218, 219].

The model is validated in two MAC gaining control configurations: AIFSN driven
arbitration and CW driven arbitration. Evaluating the effectiveness of our model in the two
MAC arbitration schemes, the performance is comparable, though it is better in the AIFSN
case. Improvements of 1.7% and 1.0% are found possible for the AIFSN and the CW cases,
respectively. The higher rate in the AIFSN case is because of the fact that the effect of
the AIFS deferral is activated more often than the effect of backoff slots in the CW . Thus,
the MAC behavior adapts to the desired network configuration quicker in the AIFSN case
— in fact, the current AIFSN change affects the share of the FTP node exactly when the
channel is idle again. Consequently, the priority gain has a faster impact in favor of the FTP
node. Another important observation is regarding preservation of the video priority. In both
schemes, its shares are preserved.

The proposed model estimates short-term and long-term fluctuations, so as to make opti-
mal MAC reservations accordingly. Staying on this optimal trajectory is not always possible.
The results reflect an overall improvement considered over the durations of the experiments.
The extent of the improvement is dominantly determined by three factors: one, the profile of
applications with pessimistic reservations; two, the extent of network suboptimality, which
in our tests is not much because of comparable MAC arbitration strengths, hence lower
rates of improvement; three, the size of time windows for observing the short-term and the
long-term fluctuations.

This study highlights unnoticed wastage of channel in static reservations, which can be
avoided. In an ad-hoc network scenario, the network performance improvement due to such
reactive systems is significant, especially in high rate WLANs.
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Conclusions and recommendations

Provisioning of QoS in wireless networks to deliver desired performance of applications is ar-
duous. It becomes even more challenging if the considered network lacks a central controller.
This thesis has addressed the problem of QoS-aware channel bandwidth reservation in such
unmanaged wireless networks — this problem is termed as the QoS challenge. Research in
this area is motivated by the realization of a lack of a QoS based predictive control to man-
age channel allocation. The existing IEEE 802.11 standard [92] has introduced QoS classes
in the preferential treatment context, using a single recommended network configuration
point, termed as default setting. We have identified the default setting to be insufficient and
incomplete in the following sense:

• The set of QoS requirements of applications that is satisfied by the default setting, is
absent;

• The QoS properties of applications that emerge as a result of this default setting, are not
mentioned.

To overcome these two deficiencies, we have provided functions, which together map the
given QoS requirements of applications to some network configuration point, ensuring their
satisfaction. Thus, our approach towards the QoS problem allows the desired manageability
of the channel. The problem statement of this thesis poses three challenges:

• How to specify the communication related QoS requirements of applications?

• In order to fulfill the communication related QoS requirements of applications, network
resources have to be reserved through relevant enforcement mechanisms. Such reservations
call for asserting a control over the network. Hence, the problem to address is — how to
control the network behavior in a distributed manner?

• How to map the communication related QoS requirements of applications to some desired
network behavior such that it can fulfill those requirements?

These challenges are further split into research questions. The first challenge concerns the
specification of QoS requirements of applications. The second challenge considers investi-
gations on achieving a distributed control of an unmanaged network. The third challenge
concerns mapping of QoS requirements of applications to some network configuration point
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that satisfies them. These three challenges are coped with by offering a performance frame-
work that admits quantitative analysis for predicting the network configuration to deliver
the desired performance. Challenge specific contributions are described as follows.

In the area of QoS specification, we proposed the QoS semantics with focus on accom-
modating all main types of applications, representing various domains. Generality is main-
tained by allowing applications with distinguished QoS concerns, which are channel access
frequency, channel share, MAC latency and MAC reliability. An integral part of the QoS
semantics is a relation that captures satisfiability of given QoS requirements of applications
by network configuration points. These points control MAC reservations distributively. In
case of no solution due to QoS requirements that exceed the channel capacity, we propose
priority semantics to order applications by their criticality. The aim is to renegotiate the
QoS requirements on the network to have a solution.

In the area of distributed control, a conceptual model of a distributed network is intro-
duced. The proposed model is descriptive enough and complies with IEEE 802.11 [92]. It
abstracts MAC arbitration mechanisms into two coherent system concerns, namely gaining
control of the channel and retaining control of the channel. The identified concerns leverage
identification of system cyclic behavior that facilitates development of quantitative analysis
for system steady state performance. Based on this, analytical models are developed for QoS
properties, one per QoS concern.

In the area of determining some network configuration point against a set of QoS re-
quirements of applications, our proposed mapping generates a set of solutions. Based on
their quality properties, some of these solutions are found to be optimal. They are collected
in the set called Pareto front. These quality properties are mapped to by corresponding
functions of network configuration points. Solutions in the Pareto front offer tradeoff points
over multiple objectives. Out of the Pareto front, a global optimal solution is determined by
formulating a single combined objective.

For all the problems tackled in this thesis, we have developed software tools. These
include implementation of the proposed theoretical models to validate the presented analysis.
The results are verified by developing a new custom made discrete event simulator, GRADES
[5]. The work has resulted in related publications, given as a separate list. We leave this
part with concluding remarks on our performance framework.

• Regarding the objectives set for it (cf. Section 2.2), we assess that all of them are met.
Aims 1− 4 are approached with corresponding analytical models, while aim 5 is met only
to an extent of formal specifications.

• The third challenge in the problem statement regarding function, mapping QoS require-
ments to some network configuration point, F(·) (cf. Section 2.5.2) is resolved by consid-
ering a limited set of network configurations. Discretization of F(·) is, thus constrained
by the considered set. Consequently, determination of optimal choices as offered by the
Pareto front and the global optimal network configuration point, exhibit strong depen-
dence on the considered set. By its nature, the Pareto front based predictive approach is
proactive, though it is able to find solutions of only limited regions of QoS requirements.
In contrast to adaptive approaches that are considered reactive, we rank limitations in
our approach to be the cost of early predictability.

7.1 A discussion on the research findings

This section expresses the findings and implications in context of contributions per research
question.
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Question 1. What is the conceptual model of the desired QoS based MAC reservations on
the channel?

It has two subquestions:

a. How to abstract the MAC behavior towards a performance model?
b. How to specify the communication related QoS requirements of applications?

Addressing this question has resulted in defining our proposed performance framework. The
necessary foundational concepts are presented, around which other questions are formulated
and studied. Further details per subquestion are as follows.

a. The EDCA behavior is generalized to a simplified algorithm and a State Transition
Diagram. This offers the understanding needed for system abstraction towards a per-
formance model. Given that CSMA/CA based network protocols such as EDCA have
unpredictable execution patterns, we transcend these by identifying system cyclic behav-
ior, expressed as cycles. These cycles repeat transparently over specific MAC arbitra-
tion mechanisms and their settings. Such an approach has led us to derive performance
metrics in the trace framework (research Question 2) and stochastic models related to
achieving a distributed control of the network (research Question 3 and research Ques-
tion 4).

In the literature, system cycle based approaches for performance derivation are re-
ported [17, 168, 201], though the details captured and assumptions made vary in accor-
dance with the IEEE 802.11 standard [92]. Our high level conceptual model, expressing
cycles formally is new. It is based on identification of two fundamental system con-
cerns, namely gaining control of the channel and retaining control of the channel. It
supports prediction of short-term fluctuations in system QoS properties, which is one
of the objectives of our performance framework. This support is demonstrated in the
analysis leading to the theoretical tools in the trace framework. Predictability of short-
term fluctuations in systems allows conciseness in provisioning of resources, in our case
for instance, the MAC buffers — thus, offering cost-effective solutions. It also leverages
isolation of extreme non-conformal system behaviors.

b. We have introduced the QoS semantics to specify the QoS requirements. To the best of
our knowledge, our contributions are new in QoS-aware WLANs. The QoS semantics
can accommodate applications with distinguished QoS concerns, thus covering major
applications types. To judge quantitatively, if QoS requirements are fulfilled, we propose
a satisfiability relation. Supplementary to the QoS semantics is our proposed priority
semantics that can handle the issue of insufficiency in the network capacity. To this end,
applications can be ordered by their criticality for admission control — thus lowering
the QoS requirements on the network to permit their satisfaction.

Overall, the study of this question has revealed the following:

• Identification of system cyclic behavior facilities performance analysis to a great extent
while keeping generality intact. Formal specification of cycles can be extended to accom-
modate more details, such as consecutive transmissions by a MAC process, reflecting MAC
capture effect due to extreme asymmetric settings.

• Priority assignment and priority implementation are two separate issues, hence they should
be treated accordingly within their usage context. The former refers to obtaining a pref-
erence order based on criticality. The latter refers to the settings of enforcements mech-
anisms as provided by a given technology. Concerning our introduced function for the
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distributed control and mapping the QoS requirements of applications to network config-
uration points, there is no need to even consider any preferential order of applications.
This is even true for most of resource reservation approaches applied to other technolo-
gies. As such, priority numbers are irrelevant, unless their implementation details towards
resource reservations are known.

• Distinctive even functionally independent system partial behaviors, can be compared by
appropriate functions — in our case, we proposed a weighted average of QoS concerns.

• A mapping problem can be solved by converting it into corresponding reverse mapping
problem(s), especially if it is a transformation problem with discrete range space. Such
spaces render infeasibility of approaches based on continuous spaces. Thus, a reverse
mapping from such a discrete space can effectively discretize the original continuous range,
to allow only reachable points.

• Bringing in more QoS concerns to specify the QoS requirements, restricts the solution
space. Relaxation of some of the QoS concerns, can bring about potentially interesting
network behaviors, towards opening of more optimization regions. Consider network be-
haviors that allow one-to-many relationships between QoS properties. For instance, two
network configurations may result in nearly the same shares but different latencies or vice
versa.

Question 2. How to track the EDCA network evolution over time?

It has four subquestions:

a. How to discover MAC states resulting from arbitrary subtraces of processes?

b. How to derive low-level performance metrics such as occurrence probabilities of process
states, from an arbitrary subtrace of a process?

c. How to identify and specify process-specific and MAC event-specific cyclic behaviors in
traces?

d. How to examine QoS properties for both, short-term and long-term durations, from an
arbitrary subtrace of a process?

This question is addressed by our proposed trace framework. To the best of our knowledge,
there is no other related work that focuses on trace analysis of CSMA/CA based MAC
protocols. Our proposed theoretical tools allow to formally study the trace properties towards
QoS based performance derivation over short-term and long-term durations. Detectability
of QoS properties on short-term duration leverage ensuring compliance to requirements on
QoS fluctuations. Contributions and findings per subquestion are as follows.

a. Given subtraces of processes collected independently, this subquestion studies their com-
bined effect at the network level. To this end, we have determined a relation from states
of processes to states of network using two independent approaches. The first approach,
based on istate attributes, identifies more states of the network than the second ap-
proach, which is based on process istate transition rate. On the other hand, the second
approach relies on system distributed view, hence needs less information. In general,
distributed views lack information to deduce all system level behaviors.

b. Low-level details reflect more accurately on the system properties, while they can be
used to derive high-level performance metrics, such as the QoS properties, which tend
to abstract internal behaviors of a process. We record events with attributes to derive
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low-level performance metrics. The aim of studying such details from traces is to be able
to verify stochastic models at the same level. These details are key indicators of process
internal behaviors, and support validation of hypothesis set on EDCA mechanisms. For
instance, CW settings influence the effect of AIFS settings, and probability of collision
changes with every retry attempt. Further, it also allows to check if stochastic models
and simulation models conform to each other. For instance, an update of the backoff
counter at the beginnnig/end of the PHY slot boundary has different performance impli-
cations. In general, capturing in-depth system details offers more performance metrics
and isolation of unexpected system irregularities.

c. Studying the properties of recurrence patterns provides insights into QoS fluctuations.
We introduce a formal querying system that can underpin performance fluctuations from
multiple perspectives. These details support identification of performance anomalies —
for instance, in hidden/exposed node situations.

d. We provide functions, one per QoS concern, mapping events in traces to QoS proper-
ties, derived on both short-term and long-term durations. Short-term QoS properties
are transient behaviors. Knowing them allows to estimate over time, the demands on
resources, such as MAC buffers. Such an estimate is more precise than an average made
over a long-term duration. Predictability over small time windows can be followed by
the actual resource usage over the same time scale, thus offering more cost-effective re-
source provisioning. Confidence in such a predictability, would still be questionable for
randomness based systems.

Question 3. How to develop a quantitative model for network steady state?

A network steady state represents an average network behavior. It emerges as a combined
effect of steady states of individual MAC processes. To this end, we develop a Markov based
model similar to [201]. It maps network configurations to stationary probability distributions,
one per QoS class of MAC processes. This Markov model is solved by a fixed point seeking
approach based on our algorithm. The implementation performance of this algorithm is
thoroughly reported in terms of memory required, iterations needed and time taken, for
various network configurations.

Existing works in literature in this domain can be classified in three categories in an
increasing order of details captured and realistic assumptions: slot-based [17, 216], zone-
based [168, 211] and istate-based [201]. Due to objectives of our performance framework, we
adopted an istate-based approach, which stays valid in extreme network configurations. The
Markov model is validated over an extensive set of four priority classes setups, exercising
different arbitration mechanisms. Some observations are as follows.

• The distribution of probability masses, as evident from the probability distributions of
processes, is related to the arbitration mechanisms driving the priority. The extent of
this effect is related to the network configurations used. In general, lower backoff/retry
counter values have high masses. Both AIFS and CW driven arbitration schemes assure
preferential treatment, though its extent is only relative to the system settings. The order
of invocation of AIFS and CW is related to the ability of effecting each others impact:
earlier in order can not impact those later. Only CW settings can effect the impact of
AIFS.

• Our software tool for the Markov model allows an accelerated exploration of the network
configuration space. Capturing more details and taking realistic assumptions brought in
complexity, which is not affected by the selected network configurations. In comparison to
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the slot-based [17] approaches, ours is more complex but is comparable to the zone-based
[168] approaches, which even suffer from scalability and accuracy issues.

• The memory requirements of our fixed point seeking algorithm are only related to the
system CW settings. Based on the number of iterations needed to converge, system is
more stable for higher CW settings. The time of convergence is polynomially related to
the memory requirements.

• To realize our algorithm for on-the-fly computations in an operational system, results
suggest a need for parallelized hardware.

• Time restricted execution of our algorithm is possible by relaxing the convergence criteria.
We consider it as a trafeoff between solution time and error corresponding to system
instability.

Question 4. How to develop quantitative models for QoS properties of MAC processes?

For this question, we derive functions, one per QoS concern, mapping network steady states
to QoS properties. Most of the works reported in literature, derive shares and latencies based
on availability of infinite retry attempts to the MAC processes. We avoid this oversimplified
and unrealistic assumption. The results demonstrate that cases of finite retry attempts,
especially the low range of values, influence the QoS properties more profoundly as compared
to corresponding cases of infinite retry attempts. This highlights the need of a realistic
assumption when model accuracy is a concern.

During the study of this question, we also considered controlling QoS performance fluctu-
ations due to inherent randomness in MAC protocols, such as EDCA. Without such a control,
for instance, delay on each MPDU can not be bounded. Hence, the usage of these protocols
becomes questionable in transmitting traffic with hard real time requirements. This type of
traffic has an increasing usage in, for instance, industrial and medical environments. Existing
literature in this context reports usage of arbitration mechanisms and simulation studies to
achieve absolute priority treatment to each MPDU in infrastructure WLANs [121, 190], but
without relevant models. To this end, we have developed a quantitative model for the worst
case delay an MPDU can experience in an ad-hoc network. This model is based on AIFS
mechanism that can be used to mandatorily defer the transmissions by competing processes.
We take into account, the retaining control system concern, thus keeping the model more
general. Investigation of this question provide the following insights:

• Except MAC latency, which is increasing, channel access frequency and channel share
are decreasing with AIFS and CW . MAC reliability, as expected is only related to
allowed retry attempts. On the other hand, TXOP , influencing the system concern,
retaining control, has a negative/positive/negative impact on frequency/share/latency,
respectively. A system studied long enough to be considered stable, TXOP does not
influence reliability.

• A MAC latency model that does not consider MAC losses, gives pessimistic results. It
is because of additional delays of intermediate MPDUs that are dropped on exhaustion
of retry attempts. For time sensitive traffic, such as video frames, it implies lower video
QoS prediction on the receiver side of the link.

• More realistic latency prediction offers better management decisions for usage of limited
resources, such as MAC buffers.
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• To cater for hard real time traffic requirements, our worst case delay model calls for
permanent MAC based reservations through AIFS. In case of no hard real time traffic, the
reserved slots are wasted, thus channel utilization is decreased. This suggests modelling
dynamic network configuration on demand, in the sense whenever hard real time traffic
appears.

• For the worst case delay model, the PHY channel is split into two logical channels on time
sharing: stochastic priority channel (spc) and an absolute priority channel (apc). The
performance of traffic in spc is directly affected by the busyness of apc. In fact a high
priority subchannel in apc affects all those with lower priority, whether they be in apc or
not. This model offers bounded delays only for the highest priority traffic.

Question 5. How to map the communication related QoS requirements of applications to
some desired network behavior that fulfills those requirements?

Prior to addressing this question, we have formally specified a set of QoS requirements of ap-
plications within the QoS context of our system, a relation to ascertain on their satisfiability
by network configurations and obtained a distributed control over QoS properties of pro-
cesses. This allows us to define a function, mapping the QoS requirements of applications to
some network configuration point. A side effect of our proposed satisfiability relation is mul-
tiple solutions, out of which the optimal ones are selected based on their quality properties.
While the optimal set offers tradeoff points, we formulate a distance function, argument of
whose minimal value is taken to be the best solution, termed as the global optimal solution.

Prior works in this problem domain have presented reactive [122, 12] and proactive [116,
178] approaches. Most of these approaches are not QoS requirements driven. They are
characterized by their consideration of, what is termed by us, implicit QoS requirements.
These imply optimization seeking approaches, which whenever offer solution(s), they are not
guaranteed to fulfil a set of given QoS requirements. Sometimes, this term implies only per-
formance curves that can fulfil unknown QoS requirements. Contrary to this, our approach
can determine solutions for explicit QoS requirements. Investigations in this problem area
brought us the following insights:

• To tackle this problem, we seek a transformation, from QoS space to network space.
Due to technology limitations, not all points in the transformation range are accessible,
hence we deem them infeasible in that sense. Any approach giving unreachable points,
considered as infeasible, does not serve the purpose. These infeasible points have to be
appropriately dealt with by shifting towards a feasible point. This may have side effects,
such as no solution or need to cope with multiple solutions. Contrary to this, our proposed
satisfiability relation based approach avoids the unreachable point situation.

• The Pareto analysis is carried out in a space of technical properties of the system. More
spaces can be formulated that consider other strategic and management aspects.

• Other than applying the Pareto analysis to determine a single solution, we have also
considered another method, gradient descent, which requires a continuous space. To this
end, inapplicability of this method confirms the issue of unreachable points.

• We carried out a suitability assessment of our approach in terms of chances of finding a
solution to a given set of QoS requirements. Indeed, these chances can be increased by
building a larger space of decision vectors. In context of network parameter ranges as
selected for our experiments, the largest space would have 156, 065, 000 decision vectors.
Computing this space seems feasible, however it is too detailed.
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• We have also assessed the suitability of the default EDCA parameter set to satisfy a given
set of QoS requirements. The result indicates weak chances, hence renders it inapplicable
for solving most of the QoS requirements. Assessment also confirms our initial identifi-
cation about its incapability. In fact, out of three experiments carried out, none of the
solutions are provided by it.

Investigations into the QoS challenge is the functional requirement of the research under-
taken in this thesis. The quality of meeting the QoS challenge by our proposed approach can
be assessed by an extra-functional property of the system, namely the channel utilization.
Improving channel utilization in resource scarce systems has significance in multiple dimen-
sions such as constraint/user satisfaction problems and business optimization. Thus, we are
also led into exploring channel utilization optimization. Research Question 6 and research
Question 7 are formulated and studied in this context.

Question 6. How to improve the channel utilization for the wireless network under control
of a distributed MAC, by exploiting characteristics of applications?

To address this question, we consider a proactive approach, wherein MAC decisions are
enriched with the knowledge of applications. The approach is policy-based, with the as-
sumption that the policy is already propagated to all MAC processes in the network. The
impact of various policies is studied and their comparison is made. Channel utilization im-
provements in the range 4% − 18% are observed, which we associate to wastage avoidance
from excessive contention slots and collisions. Due to practical limitations of networks, the
extent of avoidance might be less, hence we estimate an average rate, 11%.

In contrast to works reported in literature [178, 146, 85], we consider two aspects together:
QoS mapping and optimality of mapping. Investigations provide the following insights:

• The gain in channel utilization is related to the application property.

• Excessive retention durations may have negative delay impact on competing applications,
though channel utilization is improved. This suggests a delay-aware policy, to the effect
of fulfilling more sets of QoS requirements, though with less improvement on channel
utilization.

• In erroneous channels, the impact of any policy would drop, approaching with the extent
of errors, to a case of transmitting one MPDU per transmission opportunity.

• The proposed approach is based on accessing information of two OSI layers: the appli-
cation layer and the MAC layer. Consequently, the independence of MAC decisions is
affected. To keep independence, an application unaware, delay-aware MAC policy can
offer allowed retention durations. It may result in application packets split across multi-
ple transmission opportunities, or data from multiple application packets multiplexed in a
single transmission opportunity.

Question 7. How to adapt distributed control of MAC autonomously, to avoid channel
wastage due to pessimistic reservations?

To address this question, we consider a reactive approach, wherein MAC processes monitor
channel utilization independently and autonomously, with an aim to estimate pessimistic
reservations by their competitor processes. These pessimistic reservations are considered to
be channel wastage. On detection of channel wastage, MAC processes can autonomously
adapt their channel arbitration strength with an aim to use available slots. From the system
perspective, network configurations are dynamically updated with an aim to improve channel
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utilization. Channel utilization improvements of 1.0% − 1.7% are observed for the settings
we tested. These settings are close to the optimal settings, hence they determine lower limits
of improvement. Further insights are as follows:

• Our proposed approach seeks system optimization by predicting channel usage over small
time windows. The resultant MAC reservations should not over/under provision, ideally.
The extent of optimization is dominantly determined by two factors: one, the properties
of applications with pessimistic reservations; two, the extent of network suboptimality as
ascertained by the network configuration.

• Our channel usage estimation algorithm aims for short-term and long-term fluctuations.
These two durations, are yet another factor that influence the extent of optimization
achieved. For short-term duration, too small time windows may easily push the system
into an oscillating behavior, while for long-term duration, too large time windows may
already average out improvement opportunities.

• It would be interesting to apply this approach towards studying an improvement in video
QoS.

• In case multiple nodes assess and react to pessimistic reservations by a single node, prob-
ably our proposed approach is insufficient. There might be a need to distribute among
the nodes, the bandwidth gain.

7.2 Recommendations for future research

Since the turn of the 21st century, wireless technology has emerged as a game changer. It
has effectively changed the world. Wireless networks offer cost-effective solutions, enhance
reachability to information and allow access to remote areas previously held back by technical
or financial limitations. Given that QoS has a key role in any network technology, the
provisioning of QoS in unmanaged wireless networks is poised to rise in the coming years.
Despite relevant advancements in QoS for networks, IP QoS still challenges the scientific
community. Based on the work done in this thesis, we identify a few QoS-related open issues
that need investigations.

7.2.1 Open issue – mathematical

In general, our fixed point driven mapping from network configurations to the system steady
states that are represented by stationary probability distributions, exhibits contraction. For
a few network configurations in the default EDCA parameter set case, we observed system
bouncing back and forth around the fixed points (cf. Section 4.7.3.4). These network con-
figurations, suggesting points of instability, are already pointed out. It would be interesting
to study mathematical properties of our system at these outlier configurations, where it
alternates between contraction and expansion.

7.2.2 Open issue – modelling short-term fluctuations in QoS properties

The analysis for the stochastic behavior of the system presented in Chapter 4 assumed
independence of MAC system cycles (cf. Definition 2.4.1). It would be interesting to lift this
assumption to define correlated MAC system cycles. They reflect on short-term fluctuations
in QoS properties due to possible MAC capture effects [201].



138 Chapter 7. Conclusions and recommendations

7.2.3 Open issue – modelling unsaturated networks

The second challenge in the problem statement is addressed by deriving a model for a distri-
buted control of wireless unmanaged networks with saturated MAC queues. This assumption
on the MAC queues turned out to be critical, resulting in limited applicability of the anal-
ysis for the case of unsaturated MAC queues. Hence, the motivation is to model distributed
control for unmanaged wireless networks with unsaturated MAC queues. We aim to derive
a schedule for applications that is optimized on low average delay and low delay variation.
The model will be based on delay analysis. Specifically we intend to study the following
research question:

Question How to derive best, average and worst delays for a set of applications in an unsat-
urated wireless network?

Thus we recommend future extension of our work in this direction. To this end, an outlook
on our preliminary approach on delay analysis is presented in Appendix A.

7.2.4 Open issue – technological

Wireless devices are ever increasing, so is the application traffic, which is projected to have
a 13-fold increase from 2012 to 2017 [53]. Anticipating that WLANs will have a pivotal role
in the future wireless communication systems, a quest for next generation gigabit wireless
(WiGig) technologies continues [210, 55, 40]. To this end, IEEE 802.11ad and 802.11ac
working groups [90] already aim for WiGig. The insights gained from our work on QoS,
should encourage development of a similar QoS-aware performance framework for WiGig.

7.2.5 Open issue – modelling distributed control of multihop wireless
ad-hoc networks

Finally, we propose extension of our distributed control model towards multihop wireless ad-
hoc networks. They are characterized by overlapping regions at network boundaries where
hidden/exposed node problems give rise to asymmetric QoS behaviors [72].

7.3 Final remarks

This thesis has addressed the QoS challenge set in Chapter 1. The issue with QoS is man-
agement, for which we have obtained a predictive distributed control over wireless networks.
Amidst the continuing vicious battle between ever-hungry applications and emergence of new
wireless technologies, theory on QoS-aware wireless networks is under focus now. The sig-
nificance of QoS provisioning in wireless technologies is enormous, though this parallel race
between the ever-increasing QoS requirements of applications and new wireless technologies
promising higher data transmission rates is not allowing a settlement.

In an era of constant change such as the current one, many approaches can be taken to
address the QoS problem. Our approach is based on theory, which is verified by simulations.
However, there are other research groups that obtain data from wireless test beds, which is
more realistic. Collaborations between theory based and test bed based groups, will offer
benefits to both — theoretical results in form of toolboxes, can be verified by data obtained
from test beds, while more realistic theories can be aimed at by sharing data collected from
test beds.
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Unsaturated network delay predictor

A.1 System model

Our system is composed of N periodic applications that are indexed by a set, K, and a single
domain wireless network upon which applications compete for access.

K � {1, 2, 3, · · · , N} . (A.1)

To proceed with analysis, we tag an arbitrary application to be the reference application. OSI
layers processes corresponding to the reference application are termed accordingly. Within
our current scope, these are reference transport process and reference MAC process. The
requirements of reference application, k, are expressed in terms of its period, dk, and message
length, mk. We assume that applications establish a transport connection over a wireless
unmanaged network of MAC processes, which are configured according to their MAC set-
tings. The requirements of applications are translated into lower layers specifications, till
MAC, where performance metrics for delay are derived. Application performance metrics
are determined by aggregating MAC performance metrics.

Application to transport layer mapping

Payload of the reference application is transmitted in transport layer packets, termed as
data segments, each one with an application payload limit that we denote by Gk bytes.
The delivery of data segments is acknowledged by transport layer ACKs, termed as control
segments. Thus an application payload, mk, is split into

⌈
mk
Gk

⌉
segments, of which

⌊
mk
Gk

⌋
are

full while the last one carries mk−Gk ·
⌊

mk
Gk

⌋
application payload. If the transport connection

is reliable, a transport layer ACK is needed for each segment separately or together for a
sequence of segments. Let transport layer header, size of a transport layer ACK and length
of sequence of segments be denoted by htp, ACKtp and seqtp, respectively.

Transport layer to MAC layer mapping

Similarly each segment is passed to DLL, which establishes a connection with an adjacent
network node. Its MAC sublayer forms MPDUs, each one with a payload limit that we
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denote by Lk. In case of larger segments, they are split into
⌈

gk
Lk

⌉
MPDUs, where gk is the

payload reaching DLL — it includes the segment with its header, htp and IP header, hip.
Out of these MPDUs,

⌊
gk
Lk

⌋
are full while the last one carries gk−Lk ·

⌊
gk
Lk

⌋
segment payload.

Recalling from Section 4.5, the time to transmit m bytes of application payload over DLL is
given by tmac(m) in (5.9). In this case, segment payload is transmitted over DLL, so that
tmac(gk) and tmac(ACKtp) are the times to transmit the segment and its acknowledgement.

MAC arbitration

A brief recap of the MAC arbitration allows us to introduce new terms whenever needed
for the current analysis. During its execution, the MAC reference process, may access the
channel exclusively to transmit its MPDU, thus experiencing minimal delay. Contrary to
this, if multiple MAC processes access the channel simultaneously, the situation is termed
as a collision. All MAC processes involved in a given collision, have a failed transmission that
incurs a wasted busy state on the channel. The situation is followed by a collision resolution
process during which the colliding MAC processes attempt again after waiting longer but
random time durations. The reference process may undergo multiple collisions before it
either transmits or discards the MPDU. The collision resolution process after an ith collision,
is considered an order-i resolution. In this analysis, we restrict to only order-1 resolutions
— also called first-order resolution. The restriction is justified by the fact that in a system
with unsaturated MAC queues, the probability of collision is much lower than a system with
saturated MAC queues. The size of a collision, c, is the number of MAC processes involved
in it: 2 � c � N . Collisions of large sizes are even less probable.

A.1.1 Performance metrics

The three delay types are defined for the reference application. Their derivation is based on
mean field analysis. In general, the transport layer interleaves data segments and control
segments to ensure an ordered data delivery service. At a given time, a source will have
either of these two types of segments riding the channel. Time exclusiveness property allows
us to assume that both segment types do not compete against each other for channel, rather
segments from other sources. Thus, our model has a virtual source that can emit both
types of segments. A model source represents corresponding application source, so that our
system is composed of model sources. Each model source contends for the channel with
a strength that we measure by the corresponding application period and the mean size of
MPDU emitted. The contention strength is needed to quantify the MAC arbitration, which
has a key contribution to delay variations — hence, required to estimate an average case.

The mean MPDU size, E(lk), is determined as follows. Given application message, mk,
our model source fragments it into a sequence of MPDUs. Let datak and nk denote total
data sent in this sequence and the length of this sequence, then

E(lk) =
datak
nk

. (A.2)

datak is composed of data segments and control segments, with each one including htp. As
they are passed downwards, hip and hmac are also added to them. A control segment is a data
segment with zero payload: ACKtp = htp. The process of mk fragmentation into MPDUs
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must consider the data segment payload limit1. To proceed, let f(zk, Lk) and e(zk, Lk) map
the data segment payload, zk, and the MPDU payload limit, Lk, to total data sent in the
related MPDUs and their count, respectively.

f(zk, Lk) = zk + htp + hip + e(zk, Lk) · hmac,

e(zk, Lk) =

⌈
zk + htp + hip

Lk

⌉
.

(A.3)

zk represents,

•
⌊

mk
Gk

⌋
full data segments, each holding a payload Gk;

• at most one incomplete data segment, holding a payload mk −Gk ·
⌊

mk
Gk

⌋
;

•
⌈

mk
Gk

⌉
transport layer ACKs.

Thus,

datak =

⌊
mk

Gk

⌋
· f(Gk, Lk) + f

(
mk −Gk ·

⌊
mk

Gk

⌋
, Lk

)

+

⌈
mk

Gk

⌉
· f(0, Lk) ,

nk =

⌊
mk

Gk

⌋
· e(Gk, Lk) + e

(
mk −Gk ·

⌊
mk

Gk

⌋
, Lk

)

+

⌈
mk

Gk

⌉
· e(0, Lk) .

(A.4)

E(lk) includes the headers, so that (5.10) can not be used directly to compute its time of
transmission. Instead this time is given by tt(E(lk)), where

tt(l) =
hphy

Rb +
8 · l
Rd + tp + SIFS +

hphy

Rb +
8 ·ACK

Rd + tp. (A.5)

All the notations used above, retain their meanings defined earlier (cf. Section 4.5).

Best delay

It is defined as the time taken to transmit in the first attempt, all MPDUs related to the
reference application message, mk. Denoted by λ′

k, it is determined as

λ′
k

nk
= tt(E(lk)) . (A.6)

1Nowadays, IP packets are not fragmented by the MAC layer due to higher payload allowed by the
latter. We keep our model general.
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Average delay

It is defined as an average time taken to transmit all MPDUs related to the reference appli-
cation message, mk. Its derivation is based on the best case and the cases that arise after
the first-order collision resolutions. We assume that the first-order collision resolution is done
sequentially, with each involved MAC process being equally favored after the collision. Over
longer duration, the system achieves behavior closer to this assumption.

Formally, the average delay, λ′′
k , is computed as the weighted mean of times for the best

delay and the first-order collision resolutions. For the latter events, we consider collisions of
all possible sizes that are resolved equally in favor of each MAC process involved in them.

λ′′
k

nk
= P({k}) · λ′

k +

n∑
c=2

∑
s∈Sk(c)

P(s) [t’k(s) + E(t”k(s))], (A.7)

where P(·) maps a set of MAC processes to probability of their transmission. The introduced
terms are defined as follows.

• P({k}) is the probability of transmission by MAC process, k only, which is the best delay
case;

• Sk(c) is a collection of collision sets of size c that contains the reference MAC process, k;

• P(s) is the probability of a collision by MAC processes in s;

• t’k(s) is the duration of the collision state on the channel by MAC processes in s — it
excludes the collision resolution time;

• E(t”k(s)) is the expected time of first-order collision resolution — it excludes the duration
of the collision state.

The event space considered for the average delay comprises a successful transmission and all
possible collision cases. Therefore, P({k}) and P(s) are normalized within this space. These
terms are derived as follows.

• P({k}) — this probability term is computed by deriving a mapping, P(z), of all MAC
processes in z, to a probability of their simultaneous transmission. MAC processes not
in z, K \ z, are considered silent. In our system, we assume that application phasings
are not known. In an unsaturated network with periodic applications, the probability of
transmission by MAC process, k, is given by 1

dk/aSlotT ime
, where aSlotT ime is the PHY

slot duration as determined by the wireless technology. dk and aSlotT ime are expressed
in same time units. Now

P(z) =
∏
i∈z

1

di/aSlotT ime
·
∏

j∈K\z

(
1− 1

dj/aSlotT ime

)
.

P(z) at z = {k} gives P({k}).

• Sk(c) — an arbitrary subset of K with cardinality c, may or may not contain k. Hence,
we make a partition of K into two subsets, K′

k = K\{k} and {k}. A union of an arbitrary
subset of K′

k with {k}, yields a set which necessarily contains k. Now,

Sk(c) �
{
e ∪ {k} | e ⊆ K′

k, |e| = c− 1
}
.
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Also,

|Sk(c)| =
(
n− 1

c− 1

)
.

this probability term is computed by evaluating P(z) at z = s.

• t’k(s) — the duration of the collision state on the channel by MAC processes in s depends
on the size of the largest MPDU in s, hence

t’k(s) = tt

(
↑

i∈s
E(li)

)
.

• E(t”k(s)) — this time term is computed by considering all possible orders of collision
resolution that allow the MAC process, k, to transmit. Each order represents a transmission
schedule of MAC processes, while all orders are assumed to occur equally likely. All
processes ahead of the MAC process, k, incur delay to it. Given a collision set, s, suppose
Ok(s) be a set of all orders: |Ok(s)| = |s|!.

E(t”k(s)) =
1

|s|!
∑

〈o〉∈Ok(s)

pos(〈o〉,k)∑
i=1

(tt(E(li)) + bki), (A.8)

where,

– pos(〈o〉, k) ∈ {1, 2, · · · , |s|} maps to the position of k within the order 〈o〉;
– bki = aSlotT ime · CW1

2
is an average backoff time of MAC process i with contention

window, CW1, during the first-order collision resolution.

Worst delay

It is defined as the time taken to transmit last in the schedule during the first-order collision
resolution involving all applications, all MPDUs related to the reference application message,
mk. Denoted by λ′′′

k , it is determined as

λ′′′
k

nk
= tt

(
↑

i∈K
E(li)

)
+
∑
j∈K

(tt(E(lj)) + bkj). (A.9)

The first term above is the duration of a size N collision.

A.2 Model validation and discussion

We validated our model by the requirements of an experimental autonomous navigation
system [204] that communicates in a wireless unmanaged network composed of three nodes,
all within a single broadcast domain: a robot that transmits navigation signals to a base
station, and a data processing unit. This real-time distributed system hosts five periodic
applications, with requirements stated in Table A.1.

For the transport layer, TCP is selected, whose implementation in Robot Operating
System (ROS) mandates a TCP ACK for each segment, thus seqtp = 1. Other specifications
taken from ROS are the segment payload limit, G = 1448 bytes, TCP ACK size, ACKtp =
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Table A.1: Experimental setup: requirements of applications.

application period, d (ms) message length, m (bytes)

LaserData 79.0 136

FrameData 50.0 2736

OdomFrameGM 50.0 144

VelCmd 50.0 144

OdomData 37.0 1024

66 bytes, the MPDU payload limit, L = 2304 bytes and OSI headers sizes, htp = 32 bytes,
hip = 20 bytes and hmac = 34 bytes. Validation tests are conducted for three WLAN
technologies [92], IEEE 802.11b, IEEE 802.11g and IEEE 802.11a tuned at DIFS = SIFS+
2 × aSlotT ime and contention windows, CW0 = 32 and CW1 = 64. Other PHY/MAC
parameter values are listed in Table A.2. For each WLAN technology, we report two results:
the three types of delays for each application, and probabilities of three types of events:
network being idle, cumulative success of all MAC processes and network collisions of various
sizes. These probabilities are computed as follows. Let Pi, Ps and P(c) denote these three
probability terms with c being the collisions size, then

Pi = P(∅) , (A.10)

Ps =
∑
k∈K

P({k}), (A.11)

P(c) =
∑

s∈S(c)
P(s),

S(c) � {e ∪ {k} | e ⊂ K, |e| = c− 1} ,

|S(c)| =
(
N − 1

c− 1

)
.

(A.12)

Table A.2: IEEE 802.11 b,g,a PHY/MAC parameters values.

parameter b g a

aSlotT ime (μs) 20 9 9

SIFS (μs) 10 10 16

Data rate (bits/μs) 11 54 54

ACK (bytes) 14 14 14

PHY header (bits) 192 144 40

The results are reported in Figure A.1. On the onset, it appears that the average delays
for all WLAN technologies are larger than twice the best delays. This is due to the collisions
time overhead that incurs an extra delay of at least the same order as the best delays.

Another observation is the relatively large values of the worst delays. We underpin
the effect of our mean-field approach on the two terms in (A.9). The first term strongly
depends on the size of the largest MPDU involved in a given collision. The fact that MPDU
sizes reflect only the mean payload generated at the transport layer, the first term has a low
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impact. The second term strongly depends on the number of sources. Our model reduces the
transmitters of data segments and corresponding control segments, to one virtual source per
application. Thus the length of the longest schedule during the first-order collisions resolution
is effectively reduced by an order of mean MPDU count per application. Consequently, the
second term has a low impact, as well. Given the conditions that lead to the worst case
delay, their occurrence probability is almost negligible. Their occurrence represent system
hyper periods, which is estimated to be 4.22888 days at the application and our model
levels. Lastly, the lower delays of IEEE 802.11g and IEEE 802.11a are due to their higher
transmission rates.

For the events probabilities, we present three observations. First, the probability of
the wireless network being idle is quite high in an unsaturated MAC queues case, like the
one we evaluated. Second, natural logarithms of collisions probabilities are almost negative
exponentially distributed. This is due to an almost negligible probabilities of occurrence of
large size collisions. In fact, collisions beyond size 3 have no impact on system performance.
Third, the probabilities of collisions for IEEE 802.11b are higher than IEEE 802.11g and
IEEE 802.11a. This owes to more slots per application period due to smaller aSlotT ime
durations in IEEE 802.11g and IEEE 802.11a, so that probability mass resides more towards
network idle event in them.

A.3 Next direction

Validation results from the current analysis are encouraging. Next, we intend to take the
following steps:

• Verification of our model by data obtained from the experimental autonomous navigation
system [204];

• As aimed for this work, we seek a schedule for applications that is optimized on delay. To
achieve this, application phasing will be used.
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(f) IEEE 802.11a – events probabilities.

Figure A.1: Unmanaged wireless network delays and probabilities predictions for autonomous navigation system,
evaluated for three WLAN technologies. Each probability chart plots Pi in (A.10), Ps in (A.11)
and P(c) in (A.12) for 2 � c � 5. The probability values are zoomed in by taking their natural
logarithms.



Symbol Index

state general MAC state, shown as bold 9

AIFS arbitration interframe space 14

CWmin minimum contention window size 14

CWmax maximum contention window size 14

RetryLimit number of retries allowed 14

TXOPLimit number of MPDUs allowed per transmission opportunity 14

aSlotT ime duration of the PHY slot 15

AIFSN arbitration interframe space number 15

SIFS short interframe space 15

bc backoff counter 15

N0 set of natural numbers, i.e. {0, 1, 2, · · ·} 15

N1 set of positive natural numbers, i.e. {1, 2, · · ·} 15

Z set of integers, i.e. {· · · ,−2,−1, 0, 1, 2, · · ·} 15

CWr contention window at retry attempt, r 15

cw(r) function, mapping to the contention window at retry at-
tempt, r

15

NoP network of processes 16

AC Access Category, for MAC queues 16

P -tuple parameter settings, per MAC process 22

n vector of the number of processes per QoS class 22

Q set of indices for QoS classes 22

K set of indices for MAC processes 22
S

mac set of backoff process states 23

S
phy set of PHY states 23

O
mac

(i)
ith MAC system cycle 23

O
phy

(i)
ith PHY system cycle 24

ν expected channel access frequency 27
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θ expected channel share 27

λ expected MAC latency 27

ω expected MAC reliability 27

Q-tuple QoS requirements/properties, per MAC process 27

dsat e satisfaction relation between the requested QoS, d and the
delivered QoS, e

27

Ξ set of all QoS concerns 27

A application space 27

N network space 27

F(·) function, mapping the QoS requirements of applications to
network configuration points

28

ncp network configuration point 28

f(·) function, mapping network configuration points to the QoS
properties of applications

29

N ′(·) solution region in the network space for a given set of QoS
requirements of applications

29

A′(·) solution region in the application space for a given set of
QoS requirements of applications

29

ps(·) function, mapping the QoS requirements of applications to
their proportional scores

33

φ trace of MAC events 39

ψ anchor, representing a MAC event 39

ε empty trace 39

d(·) duration of a trace 39

g(·) length of a trace 40

R(φ, �) restriction of φ to anchors that satisfy � 40

eP(t) function, mapping the processes in P to a MAC state at
time, t

42

M set of MAC states 42

EP(ψ) function, mapping ψ to a sequence of MAC effects in M 42

tr(φk) transition rate of a MAC process 43
πk,r,b given a MAC process, k, the occurrence probability of its

istate (r, b)
43

O(i)
k (φ,m) given a trace, φ, and a MAC process, k, the ith, (i > 0) cycle

defined on its MAC event, m ∈M
44

Ai
k(φ,m) function, mapping a trace, φ, a MAC process, k, and a

MAC event, m ∈ M, to the anchor corresponding to the
ith, (i > 0) cycle

44

ρk channel access probability of a MAC process, k 45

ν
(i)
k

transient channel access frequency of a MAC process, k, dur-
ing the ith, (i > 0) cycle

46
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θ
(i)
k

transient channel share of a MAC process, k, during the
ith, (i > 0) cycle

46

ι
(i)
k

transient MAC losses of a MAC process, k, during the
ith, (i > 0) cycle

46

ιk expected MAC losses of a MAC process, k, during the
ith, (i > 0) cycle

47

λ
(i)
k

transient MAC latency of a MAC process, k, during the
ith, (i > 0) cycle

47

ω
(i)
k

transient MAC reliability of a MAC process, k during the
ith, (i > 0) cycle

48

a vector of AIFSN per MAC process 55

w vector of CW per MAC process per retry 55

R vector of RetryLimit per MAC process 55

x vector of TXOPLimit per MAC process 55

ρ′ probability of a collision 55

� expected service time of the MAC system cycle 55

T expected transmission service time in the MAC system cycle 55

C expected contention service time in the MAC system cycle 55
μ expected retention service time in the MAC system cycle,

per MAC process
55

μ′ expected collision service time in the MAC system cycle 55

tt transmission transaction time per MAC process 55

L vector of the MPDU payload limit per MAC process 55

γ(k, c) probability function of transmission from the competing net-
work of the MAC process, k, at slot number c

58

β(k, c′′′) joint complimentary cumulative distribution function of
transmission from the competing network of the MAC pro-
cess, k, beyond slot number c

59

α(k, i) probability function of finding backoff counter of MAC pro-
cess, k, at slot number i

61

�(·, ·) boolean function, asserting on the convergence of Algo-
rithm 6

62

tp propagation delay 67

Rb Basic rate of transmission 67

Rd Data rate of transmission 67

ACK MAC acknowledgement 67

hphy PHY header 67

Aa set of AIFSN settings for the AIFSN driven arbitration 68

Wa set of CW settings for the AIFSN driven arbitration 68

Rw set of RetryLimit settings for the CW driven arbitration 69

Ww set of CW settings for the CW driven arbitration 69
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X x set of TXOP settings for the TXOP driven performance 69

Wx set of CW settings for the CW driven performance 69

Wd set of CW settings for the default EDCA parameter set ar-
bitration

70

Rd set of RetryLimit settings for the default EDCA parameter
set arbitration

70

N d set of the number of processes per class for the default EDCA
parameter set arbitration

70

time (s) time polynomial of the system state space size, s 76

zi(p) function, mapping an ncp, p, to a quality property, i 97

Z objective space 97

Z ′(·) solution region in the objective space for the given QoS re-
quirements of applications

97

PF Pareto front 97
up utopia point 98

N̂ decision vector space for our experiments 101

|≺ (V,Q)| function, mapping a set of selected parameter values, V, and
the number of classes, |Q|, to the size of the strict total order

101

U(x) function, mapping a transmission opportunity vector, x, to
channel utilization

109

Kel index set of elastic applications 120

Kiel index set of inelastic applications 120

λ′
k best delay of the MAC process, k, in an unsaturated network 141

λ′′
k average delay of the MAC process, k, in an unsaturated

network
142

λ′′′
k worst delay of the MAC process, k, in an unsaturated net-

work
143
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