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SUMMARY A game-theoretic analysis is applied to the evaluation of
capacity and stability of a wireless ad hoc network in which each source
node independently chooses a route to the destination node so as to enhance
throughput. First, the throughput of individual multihop transmission with
rate adaptation is evaluated. Observations from this evaluation indicate that
the optimal number of hops in terms of the achievable end-to-end through-
put depends on the received signal-to-noise ratio. Next, the decentralized
adaptive route selection problem in which each source node competes for
resources over arbitrary topologies is defined as a game. Numerical re-
sults reveal that in some cases this game has no Nash equilibria; i.e., each
rational source node cannot determine a unique route. The occurrence of
such cases depends on both the transmit power and spatial arrangement of
the nodes. Then, the obtained network throughput under the equilibrium
conditions is compared to the capacity under centralized scheduling. Nu-
merical results reveal that when the transmit power is low, decentralized
adaptive route selection may attain throughput near the capacity.
key words: ad hoc networks, decentralized control, game theory, network
capacity, routing

1. Introduction

Recent advancements in radio technologies and the success
of the Internet have shown the potential of information sys-
tems as ubiquitous networks accessible from anywhere, at
any time, and with any device [1]. A key enabling technol-
ogy for such networks is wireless ad hoc networking.

Wireless ad hoc networks are self-configuring systems
formed by co-operating nodes without any established in-
frastructure or centralized administration. A key assump-
tion is that any two nodes can communicate directly if there
is an adequate radio propagation path between them subject
to the maximum transmit power constraints of the nodes.
Packets are relayed from the source to the final destination,
which can be relatively far apart, by multihop transmission
between pairs of nodes [2].

The characteristics of ad hoc networks, including pos-
sible node mobility, lack of centralized control, constraints
on energy consumption, and bandwidth-constrained wire-
less links, have led to the creation of widespread research
fields [3]. Research in the area of ad hoc networks has been
concentrated on the network layer [4]–[6], the medium ac-
cess control (MAC) layer, and the physical layer. Cross-
layer design that takes into account the characteristics of the
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underlying layers can provide optimizations across multiple
layers [7], [8].

The capacity of ad hoc networks has attracted much
interest in recent years [9]–[12]. Gupta et al. estimated
the throughput per source-destination pair in a large-scale
ad hoc network with optimal routing and scheduling [9].
Toumpis et al. defined “capacity region” as the achievable
capacity of a wireless ad hoc network and evaluated various
transmit schemes including routing, scheduling, and power
control [11]. Optimal routing and scheduling require coor-
dination among all the nodes in the network.

The decentralization and distribution of control in ad
hoc networks mean that such networks are inherently scal-
able. However, the natural conflict among nodes in a net-
work due to selfishness cannot always attain throughput near
the capacity. A promising approach to analyzing decen-
tralized control and node selfishness is game theory, which
deals with how individuals interact and compete for re-
sources. The effect of “selfish” random access has been
evaluated using game-theoretic analysis [13], [14]; an algo-
rithm has been proposed for deciding whether to accept or
reject a relay request for multihop transmission [15]; and
studies have been made of decentralized power control prob-
lems in which each node chooses its power level for es-
tablishing connectivity between the source and destination
[16].

This paper reports a game-theoretic analysis of a de-
centralized adaptive route selection (DARS) problem in a
wireless ad hoc network, in which multiple decision-making
nodes select a route to the destination so as to enhance their
own throughput. This problem is similar to that defined by
Eidenbenz et al. [16]. However, the focus here is not con-
nectivity but the capacity of bandwidth-constrained wireless
networks.

The remainder of this paper is organized as follows: In
Sect. 2, we discuss a system model and present throughput
analysis of individual multihop transmission with rate adap-
tation. In Sect. 3, we introduce the normal form game and
define the DARS game. In Sect. 4, we investigate the Nash
equilibria of the DARS game. We also analyze the achiev-
able throughput of a network under DARS and compare it
to the capacity region [11]. Sect. 5 concludes the paper with
a summary and some final remarks about the limited scope
of this paper.
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Table 1 Parameters used in the evaluation.

Parameters Values
System area 20 m × 20 m

Bandwidth W 1 MHz
Noise power spectral density η 10−15 W/Hz

Carrier frequency 2 GHz
Antenna gain 0 dBi

Path loss Free space

2. Wireless Ad Hoc Network Model

Table 1 summarizes the parameters we used in our evalua-
tion. N nodes are uniformly and independently distributed
in a two-dimensional square area and are stationary through-
out the evaluation. We assume that each node can be either
transmitting or receiving at a given time and can serve as a
repeater for only one other source node. Free space path loss
is assumed between any two nodes. The effects of shadow-
ing and fast fading are not considered for the sake of sim-
plicity, as has been done in [7]. Omnidirectional antennas
are used for the nodes. Under these assumptions, the power
gain between nodes i and j is given by

Gi j =

(
λ

4πdi j

)2

, (1)

where λ represents the wavelength and di j represents the dis-
tance between nodes i and j.

2.1 Rate Adaptation and Resulting Physical Layer Bit
Rate

Let Pi denote the transmit power of node i, so that node j
receives a signal with power Gi jPi. Let T be the subset of
nodes simultaneously transmitting at any given time. When
node j (� T ) is receiving a signal from node i (∈ T ),
the received signal-to-interference plus noise ratio (SINR)
at node j is

γi j =
Gi jPi

η jW +
∑

k∈T ,k�i

Gk jPk

, (2)

where η j represents the noise power spectral density at re-
ceiving node j and W represents the bandwidth. All interfer-
ence signals are assumed to be equivalent to additive white
Gaussian noise over the signal bandwidth.

We assume that transmitting node i adjusts transmis-
sion rate ri j based on the received SINR γi j, and that the
signal can be received with a negligible probability of error
at receiving node j. Shannon capacity is used as the specific
dependence of ri j on γi j as used in [11]:

ri j = W log2(1 + γi j). (3)

2.2 Time and Packet Scheduling

The achievable throughput at the MAC layer in wireless

networks with only single-hop transmission depends on the
physical layer bit rate, the efficiency of the MAC layer, the
size of the packets, and the number of nodes in the network
[17], [18]. Since the main purpose of this paper is to inves-
tigate the performance of the DARS game, no coordinated
time and packet scheduling among nodes is assumed.

In order to evaluate the throughput of wireless net-
works with multihop transmission, we use the average end-
to-end throughput assuming that the data size of every
packet is equal and that as soon as the destination node re-
ceives a packet, the source node transmits the next packet.
We refer to this throughput as the capacity of the network
for the given packet scheduling.

2.3 End-to-End Throughput of Individual Multihop Trans-
mission with Rate Adaptation

Consider end-to-end throughput of individual multihop
transmission assuming that there is no interference. Under
this assumption, the SINR reduces to the signal-to-noise ra-
tio (SNR). The transmit power of every node is assumed to
be equal to P. Let η denote the power spectral density of the
thermal noise. Using Eqs. (1), (2), and (3), we get end-to-
end throughput of single-hop transmission of

C1 = W log2

[
1 +

P
ηW

(
λ

4πd

)2]
, (4)

where d represents the distance between the source and des-
tination nodes.

We model the topology of n-hop transmission as
equally spaced (n − 1) relaying nodes on a straight line seg-
ment from the source node to the destination node and as-
sume that spatial reuse is not allowed. While these assump-
tions are not necessarily realistic, they do enable us to gain
insight into the design of wireless ad hoc networks. We can
switch from single-hop transmission to n-hop transmission
under these assumptions by allowing only one node at a time
to transmit. The percentage of time a node can transmit a
signal becomes approximately 1/n, and the per hop distance
is reduced to d/n. Consequently, the end-to-end throughput
of n-hop transmission under these assumptions is

Cn =
W
n

log2

1 + P
ηW

(
λ

4πd/n

)2 . (5)

Figure 1 shows the distance dependence of the end-to-
end throughput of n-hop transmission (n = 1, 2, 3, 10). For
a long enough distance, multihop transmission may result in
maximum throughput. Equation (5) suggests that the end-
to-end throughput also depends on the transmit power of
each node (which is discussed in more detail in [12]). There-
fore, multihop transmission may be more effective under
low SNR conditions. Figure 2 shows that the optimal num-
ber of hops in terms of the achievable end-to-end throughput
depends on the SNR of the received signal.
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Fig. 1 Dependence of end-to-end throughput of multihop transmission
on distance between source and destination nodes.

Fig. 2 Optimal number of hops in terms of achievable end-to-end
throughput.

3. Game-Theoretic Framework

3.1 Normal Form Game

A game in normal form has three aspects. First, there is a set
of players, I, which we take to be the finite set {1, 2, . . . , I}.
Second, there is a set of pure strategies, S i (i ∈ I), available
to each player. Finally, there is a set of payoff functions,
ui. Each player has a preference for an outcome. The pay-
off function represents the player’s preference and maps the
player’s anticipated outcome given his or her selected strat-
egy to a real number. In the game, each player’s objective
is to select a strategy, si ∈ S i, so as to maximize his or
her own payoff function. A mixed strategy for player i is a
probability distribution over pure strategies S i. In this pa-
per, unless otherwise noted, we assume pure strategies since
mixed strategies do not seem reasonable in studies of stabil-
ity (similar arguments are presented in [16], [19]).

A fundamental solution concept in game theory is a
Nash equilibrium, which is a point where neither player
gains by changing his or her strategy unilaterally, so that
neither player has an incentive to deviate [20]. A pure strat-
egy profile, s∗ = (s1

∗, . . . , sI
∗), is a Nash equilibrium if, for

all players i,

ui(s∗) ≥ ui (s1
∗, . . . , si−1

∗, si, si+1
∗, . . . , sI

∗)

∀si ∈ S i. (6)

In particular, for a two-player game, a pure strategy profile
is a Nash equilibrium if

u1 (s1
∗, s2

∗) ≥ u1 (s1, s2
∗) ∀s1 ∈ S 1

u2 (s1
∗, s2

∗) ≥ u2 (s1
∗, s2) ∀s2 ∈ S 2. (7)

3.2 Decentralized Adaptive Route Selection Game

Let us assume source nodes are players in a game. We define
a DARS game in which each source node has to select a
route to the destination node so that the maximum end-to-
end throughput is achieved. Therefore, the set of all possible
single-hop and multihop routes is a set of strategies.

We assume that the source nodes have perfect knowl-
edge of the power gain between each transmitting and re-
ceiving node pair, the transmit power of each transmit-
ting node, and the noise power spectral density at each re-
ceiving node. This assumption is necessary for comparing
the achievable throughput under decentralized scheduling
and the capacity under centralized scheduling with perfect
knowledge. Under this assumption, each source node can
estimate the end-to-end throughput of all source nodes as a
consequence of their route selections.

4. Behavior of DARS Game and Resulting Throughput

In this section, we will demonstrate that it is useful to clas-
sify the network topologies based on the number of pure
strategy Nash equilibria. The first three subsections describe
how the DARS game behaves in a network topology with
a unique equilibrium, without equilibria, and with multi-
ple equilibria. We estimate network throughput under equi-
librium conditions (hereinafter referred to as “equilibrium
throughput”). This equilibrium throughput is a reasonable
payoff as a result of the DARS game. We then compare the
equilibrium throughput and capacity under the given packet
scheduling.

For the sake of simplicity, we consider the case where
there are only two source-destination pairs and the number
of hops is limited to two. This is a reasonable assumption
because the purpose of this paper is to evaluate the impact
of the DARS game among multiple decision-making enti-
ties in wireless ad hoc networks. Under this assumption,
Nash equilibria can be found using Eq. (7). Since we are in-
terested in the maximum throughput, the control overhead
associated with route selection is not taken into account.
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4.1 Network Topology with a Unique Equilibrium

Figure 3 shows an example network in which the DARS
game has a unique equilibrium. In this network, there
are two communication pairs: source node 1 to destination
node 2 and source node 3 to destination node 4. The number
of equilibria depends on the transmit power of the nodes as
well as on their spatial arrangements. We will discuss the
transmit power dependence of the number of equilibria later
in this section.

For given source node NS and destination node ND, let
(NS → NR → ND) represent multihop transmission using
node NR as a relaying node. Figure 3 shows that source
node 1’s equilibrium route is (1 → 13 → 2) and source
node 3’s equilibrium route is (3→ 14→ 4).

Every point in Fig. 4 represents a possible combina-
tion of the throughput of source node 1 and that of source
node 3. Particularly, each point on the axes corresponds to

Fig. 3 Example network in which DARS game has a unique equilibrium.

Fig. 4 Capacity region and equilibrium throughput of network shown in
Fig. 3.

the throughput of individual source-destination pairs. Each
curve represents a two-dimensional slice of the capacity re-
gion [11] for the following three particular strategies.

• Single-hop transmission without spatial reuse
• Multihop transmission without spatial reuse
• Multihop transmission with spatial reuse

The capacity region is a multidimensional region that con-
tains all achievable combinations of throughput between the
nodes in the network. If centralized time scheduling can be
used, changing the time devoted to the respective route pro-
files enables different points on the line segment defined by
two arbitrary points to be achieved. These different points
compose the capacity region (explained in more detail in
[11]). A slice through the capacity region under the as-
sumption of single-hop transmission without spatial reuse
is a straight line. With the introduction of multihop trans-
mission and spatial reuse, the size of the capacity region in-
creases. Hereafter, the capacity region slice under multihop
transmission with spatial reuse is treated.

Figure 4 indicates that two points (a) and (b) are on the
capacity region slice except for the points on the axes. These
two points correspond to the following route profiles.

(a) (1→ 13→ 2), (3→ 4)
(b) (1→ 13→ 2), (3→ 14→ 4)

Route profile (a), in which source node 3 selects single-hop
transmission, is not an equilibrium. Route profile (b) is an
equilibrium because source node 1 selects (1 → 13 → 2)
in both profiles, so the selection of these two route profiles
depends only on the preference of source node 3.

4.2 Network Topology with No Equilibria

The DARS game does not always have Nash equilibria in all
networks. Figure 5 shows an example network in which the
DARS game has no equilibria. In this case, for all strategy
pairs, at least one source node has an incentive to deviate.
Consider the following four route profiles.

Fig. 5 Example network in which DARS game has no equilibria.
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Fig. 6 Capacity region and equilibrium throughput of network shown in
Fig. 5.

(a) (1→ 2), (3→ 12→ 4)
(b) (1→ 10→ 2), (3→ 12→ 4)
(c) (1→ 10→ 2), (3→ 6→ 4)
(d) (1→ 2), (3→ 6→ 4)

Figure 6 shows the capacity region slice and the combi-
nation of throughput for each strategy pair. The four points
connected with arrows correspond to the four route profiles
above.

The non-existence of equilibria has the following tech-
nical aspect. If the DARS game starts at point (a), source
node 1 switches to (1→ 10→ 2), resulting in point (b), and
then source node 3 switches to (3 → 6 → 4), resulting in
point (c). The cycle (d), (a), (b), (c) will simply repeat and
never converge. Therefore, the non-existence of pure strat-
egy Nash equilibria can be used for analyzing the instability
of the route selection.

Consequently, in some cases, even with perfect infor-
mation except for knowledge of the other nodes’ decisions,
each rational node cannot determine a unique route. In these
cases, the best strategy is determined based on a probability
distribution.

4.3 Network Topology with Multiple Equilibria

In some networks, the DARS game has multiple Nash equi-
libria, as shown by the example in Fig. 7. In this network,
the following two route profiles are both Nash equilibria.

(a) (1→ 8→ 2), (3→ 14→ 4)
(b) (1→ 14→ 2), (3→ 4)

Source nodes 1 and 3 both try to use the same node, 14.
Figure 8, which shows the capacity region slice and

the combination of throughput for each strategy pair, reveals
that these equilibria are not Pareto optimal. A Pareto optimal
outcome is one that cannot be improved without reducing
the payoff of at least one player. This is because if a route
profile on the capacity region is selected, at least one source
node has an incentive to deviate. Therefore, the other source

Fig. 7 Example network in which DARS game has multiple equilibria.

Fig. 8 Capacity region and equilibrium throughput of network shown in
Fig. 7.

node does not select strategies corresponding to this route
profile. To reach capacity in these cases, centralized control
may be required.

4.4 Average Capacity

As mentioned above, the behavior of the DARS game varies
depending on the spatial arrangements of the nodes and can
be classified based on the number of equilibria: none, a
unique equilibrium, and multiple equilibria. In this subsec-
tion, to evaluate the performance of the DARS game for var-
ious node arrangements, we classify the many possible node
arrangements into these three categories.

Figure 9 shows the percentage of node arrangements
in each category as a function of the transmit power per
node. The DARS game has a unique equilibrium in 90%
or more of the arrangements. The percentage of networks in
which there are no Nash equilibria increases with the trans-
mit power per node. This means that with low power lev-
els, the interference between two source-destination pairs
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Fig. 9 Percentage of three categories based on number of equilibria as
function of transmit power per node.

Fig. 10 Power dependence of average network throughput.

is negligible, so route selection can be determined without
considering other source nodes.

Figure 10 shows the transmit power dependence of the
average network throughput for the networks with at least
one Nash equilibrium. The dashed and dotted lines rep-
resent the uniform capacity, which is defined as the total
capacity under the assumption that all source nodes have
the same end-to-end throughput. It thus corresponds to the
boundary of the capacity region (explained in detail in [7],
[11]). The introduction of multihop transmission increases
the uniform capacity under the condition that the transmit
power is low. This result can be explained by the finding
that multihop transmission is effective under low SNR con-
ditions, as presented in Sect. 2.3.

The introduction of spatial reuse in addition to multi-
hop transmission increases the uniform capacity, especially
when the transmit power is low. This is because the capacity
of wireless ad hoc networks with spatial reuse is constrained
by the interference of concurrent transmissions.

The solid line in Fig. 10 represents the average equilib-

Fig. 11 Node density dependence of average network throughput.

Fig. 12 Percentage of three categories based on number of equilibria as
function of number of nodes.

rium throughput. If the DARS game has multiple equilibria,
we use the average throughput of multiple route profiles un-
der equilibrium conditions. With low transmit power, the
DARS game attains the average throughput near the uni-
form capacity. With high transmit power, the equilibrium
throughput is saturated because in the DARS game each
source node tends to use spatial reuse, which is not effec-
tive under high power conditions.

Figure 11 shows the node density dependence of the
average network throughput. The equilibrium throughput
as well as the uniform capacity increases with the number
of nodes. However, at the same time, a large number of
nodes can lead to instability of adaptive control, as shown
in Fig. 12, which shows the percentage of each category as
a function of the number of nodes under the condition that
all nodes transmit at the same power level (P = 0 dBm).

5. Concluding Remarks

We have addressed the problem of decentralized adaptive
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route selection in wireless ad hoc networks. First, we con-
sidered the end-to-end throughput of individual multihop
transmission. The introduction of multihop transmission
may increase per hop SNR, so that the transmission rate
can be increased through the use of rate adaptation. How-
ever, the percentage of time one node can transmit a sig-
nal is reduced. Therefore, we evaluated the end-to-end
throughput of multihop transmission with equally spaced
nodes on a straight line. Numerical results suggest that the
optimal number of hops in terms of the achievable end-to-
end throughput depends on the received SNR, and multihop
transmission may be effective under relatively low SNR con-
ditions.

Next, we investigated the decentralized adaptive route
selection problem in which each source node wants to max-
imize its own throughput at the same time. We defined this
problem as a DARS game. Numerical results show that the
existence of Nash equilibria is not guaranteed in some cases
even under the assumption that nodes have perfect infor-
mation except for the knowledge of the other nodes’ actual
route selections. They also show that the percentage of net-
works in which there are no pure strategy Nash equilibria
depends on the transmit power per node as well as on the
spatial arrangement of the nodes.

We also evaluated network throughput under equilib-
rium conditions as the achievable throughput of the DARS
game. Numerical results show that the DARS game attains
average throughput near capacity under centralized schedul-
ing when transmit power is low. This is because each node
in the DARS game actively reuses the same bandwidth at
spatially separated locations.

We would like to emphasize that the purpose of this
paper was to present a means to evaluate decentralized and
adaptive route selections. Further research is required to de-
velop stable and highly efficient adaptive route selection al-
gorithms for wireless ad hoc networks.
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