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Abstract—Future information-oriented Internet architectures
are expected to effectively support mobility. PSIRP, an EU
FP7 research project, designed, prototyped, and investigated a
clean-slate architecture for the future Internet based on the
publish-subscribe paradigm. PURSUIT, another EU FP7 research
project, is further developing this architecture, which we refer to
as Ψ, the Publish Subscribe Internet (PSI) architecture, extending
it in various directions, including a deeper investigation of higher
(transport and application) and lower layers (e.g., various link
technologies, such as wireless and optical). In this paper we
present the basics of the Ψ architecture, including the built-
in multicast and caching mechanisms, with particular focus on
mobility support. We discuss how the native, clean-slate, Ψ in-
stantiation of the information-centric model can support mobility
and also present an overlay variant of Ψ we have developed in
order to provide an evolutionary path to adoption. Based on
analysis and simulation we demonstrate the advantages of the
proposed architecture compared to well established solutions such
as Mobile IPv6.

Index Terms—Future Internet, Content Centric Networks,
Mobile IP

I. INTRODUCTION

The current Internet architecture remains relatively un-
changed since its inception. Nevertheless as the Internet
evolves–along with users’ needs and requirements–it seems
incapable of overcoming various challenges, including secu-
rity, mobility, scalability, quality of service, and economics [1].
A key goal of the Internet was to efficiently interconnect
mainframes and minicomputers and to provide efficient remote
access to them. This end-to-end approach and especially its
specific practical implementation, however, have been identi-
fied as the root cause of many limitations of the current In-
ternet architecture. Various add-ons, such as NATs, Mobile IP,
CDNs, peer-to-peer (P2P) overlays, etc., all violate, in various
ways, several aspects of the original Internet architecture in
order to provide features that were not part of the original
design (or the original requirements). Moreover, the original
Internet architecture and protocols were developed assuming a
benign and cooperative environment, which is far from todays
reality, where competition is widespread and lack of trust and
security threats, such as malware, denial of service attacks,
and phishing, have become more and more prevalent.

It seems that it is time for a shift from the current Internet,
which interconnects machines, towards a new Internet that
interconnects information. PSIRP (Publish-Subscribe Internet
Routing Paradigm), an EU FP7 funded research effort, has
created, implemented, and initially evaluated a clean-slate,
information oriented future Internet architecture; we call it
the Publish-Subscribe Internet (PSI) architecture, or Ψ for
short. This architecture aims at overcoming most limitations
of the current Internet and at emphasizing the role of infor-
mation as the main building block of the (future) Internet.
This new architecture is based on a paradigm completely
different from the current one. Ψ is based on pure, through-
the-stack application of the Publish-Subscribe paradigm. The
Ψ architecture, was produced with specific proposals in many
key areas, such as rendezvous, topology formation and routing,
and information forwarding. It includes integrated support for
anycast and multicast, caching, multihoming and mobility, as
well as security and privacy. A prototype of this architecture
has been implemented and is available under open source
license terms.1 Moreover, a Ψ testbed across Europe is being
established for testing native Ψ applications.

The current Internet architecture has been designed in a
way that does not facilitate mobility. Its end-host centric
nature poses barriers which various add-on protocols–such as
Mobile IP–strive to overcome. The location dependent end-
host identification–using the IP protocol–is regarded as the
root cause of the mobility problems that the Internet faces. By
taking into consideration the continuously increasing number
of lightweight computers and smart phones, that can be always
connected, it can be foreseen that the problem of mobility will
be of bigger importance in the near future.

The purpose of this paper is to introduce the basics of
the Ψ architecture with a specific focus on mobility support.
In particular, we discuss how mobility can be handled by
future publish-subscribe information-centric networks, using
as a reference point the Ψ architecture. We investigate the
various high-level mobility support functions and how the Ψ
architecture facilitates them. We also use an overlay Ψ based
simulation to evaluate the performance of the solution at the

1http://www.psirp.org/downloads
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intra-domain level and compare it with traditional Internet
mobility solutions.

The remainder of this paper is organized as follows. Sec-
tion 2 presents related work in similar research efforts. Sec-
tion 3 introduces the Ψ architecture, its core components and
functions as well as the so-called ’bubbles’ layering model.
Section 4 analyzes mobility in Ψ and how various types
of mobility are handled in the Ψ architecture. In Section 5
we present Ψ’s overlay variant, which we then evaluate in
an environment with mobile nodes in Section 6. Finally, in
Section 7, our conclusions as well as thoughts for additional
work are presented.

II. RELATED WORK

A substantial body of research has been devoted to mobility
support in IP networks, yielding a variety of approaches, span-
ning the TCP/IP protocol stack. The Mobile IP (MIP) proto-
col [2], along with its enhancements (Hierarchical MIPv6 [3]–
which handles micro-mobility [4], Fast Handover for MIPv6
scheme [5] and Proxy Mobile IPv6 [6]), aims at solving the
problem at the network layer, by propagating the changes
of a Mobile Node’s (MN’s) network address either to a
gateway at the MN’s home network or the node(s) currently
communicating with the MN, i.e. the Correspondent Nodes
(CNs). The Host Identity Protocol (HIP) [7] introduces an
additional layer between the IP and the Transport layers. The
purpose of this layer is to decouple identity from location
enabling the maintenance of active sessions during handoffs.
The Session Initiation Protocol (SIP) [8] has also been pro-
posed for the support of mobility at the application layer [9].
In all these approaches, the target is to propagate the network
address changes to appropriate nodes in the network (usually
the CNs). However, this approach only provides an “add-
on” solution that actually attempts to circumvent the problem
rather than solve it. Multicast assisted mobility, has also been
studied in the context of IP multicast (e.g., [10]). However,
these approaches suffer from the limited deployment of IP
multicast [11].

Mobility in overlay publish-subscribe architectures has been
widely studied. Fiege et al. [12] modified the REBECA
publish-subscribe middleware in order to support physical
mobility of the nodes as well as location-dependent sub-
scriptions. Huang et al. [13] showed how the anonymity, the
dynamism, the asynchrony, as well as the multicast nature,
of publish/subscribe architectures make them ideal for wire-
less and mobile environments. Moreover they discussed how
various publish/subscribe models can be adapted to a mobile
environment. Muthusamy et al. [14] studied the mobility of
publishers in publish-subscribe architectures and they devel-
oped an algorithm for handling it.

Mobility has also been studied in various content or other
information-centric architectures that bear similarities with Ψ.
i3 [15] advocates indirection as the solution to the problems
that point-to-point (i.e., end-point oriented) communication
poses to mobility. i3 implements an IP overlay network
that replaces the point-to-point communication model with a
rendezvous-based paradigm, where senders send packets to

a specific rendezvous-point while receivers issue triggers on
specific packet identifiers. i3 is a mobility friendly architecture
and it has been found to offer location privacy and to perform
generally better than MIP when it comes to stretch and to fault
tolerance [16]. Ψ uses similar concepts through the rendezvous
and topology formation processes.

Routing on Flat Labels (ROFL) [17] and the Data Ori-
ented Network Architecture (DONA) [18] propose using flat
information identifiers rather than hierarchical, location-based
identifiers, and are concerned, among other things, with mo-
bility. DONA proposes a new identification scheme based on
flat, self-certifying identifiers, that enables ‘finding’ content,
as a replacement to the DNS naming resolution scheme.
The ‘finding’ mechanisms proposed by DONA facilitate the
deployment of caches, the establishment of multicast delivery
trees and enable locating the nearest copy of the content by
employing anycast. Nevertheless DONA–in contrast to Ψ–does
not propose any new technique for transferring data, therefore
it is only concerned with the mobility of the node that hosts
the content. ROFL investigates the possibility of having an
internetworking architecture solely based on flat identifiers,
using hierarchical DHTs. Nodes in ROFL are identified by lo-
cation independent labels and, therefore, mobility is facilitated.
The overall architecture distinguishes between stable hosts
and ephemeral hosts, which include mobile nodes. Ephemeral
hosts are treated in a different way than stable hosts; their
participation to the overall architecture and operation is the
minimum possible, so that their mobility will not significantly
impact the performance of the system. Ψ does not distinguish
between stable and mobile nodes, as by design mobility is
considered a universal property and a typical condition.

CCNx [19] is another research project aiming at redesigning
the Internet with a content-centric perspective. In the proposed
architecture, in which routing is based on hierarchical naming,
consumers ask for content by broadcasting ‘Interest’ packets
that contain the name of the content requested. Any ‘Data’
packet whose content name is a suffix of the name in the
‘Interest’ packet is asummed to satisfy this interest. CCNx
utilizes Listen First Broadcast Later protocol (LFBL) [20]
to implement mobility. This protocol enables the requesting
node to pick the preferred data source for receiving the
desired content. Moreover a potential forwarder, after re-
ceiving a packet, listens to the channel in order to discover
if a more suitable node has already forwarded this packet.
Otherwise it forwards the packet itself towards the packet
destination. CCNx facilitates mobility by supporting caching,
by enabling nodes to transmit ‘Interest’ packets simultaneously
from multiple interfaces and by having its transport designed
to operate on top of unreliable packet delivery services [21].
Nevertheless the absence of the notion of the rendezvous point,
the unstructured organization of the information and the adver-
tisement of content through flooding will possibly have some
negative effects when it comes to supporting mobility. Table II
presents a high-level comparison of the major information-
centric architectures with respect to mobility support.
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Type of Mobility End-to-End Delay Caching and Multicast
MIPv6 Hierarchical MIPv6 flavor distinguishes local from

global (host) mobility, based on predefined anchor
points. No support of vertical handoffs.

Communication with the CN or predefined
anchor points may incure high delays.

Not supported.

i3 Host, personal and session mobility Multicast, caching and rendezvous in favor
of small delays.

Supported by the overlay.

ROFL Host mobility Rendezvous functionality and isolation of
mobile nodes in favor of small delays.

Supported by in-network
mechanisms.

DONA Host mobility Rendezvous functionality in favor of small
delays.

Supported by in-network
mechanisms.

CCNx Host mobility Everytime the mobile node changes position
it has to flood its request, therefore end-to-
end delay may be high.

Supported by in-network
mechanisms.

Ψ Local Vs. global (host mobility): based on dynam-
ically defined anchor points (multicast forwarding).
Dynamic Vs. static: supports vertical handoffs.

Multicast, Caching, fast authentication and
multi level rendezvous in favor of small
delays.

Supported by in-network
mechanisms.

TABLE I
OVERVIEW OF RELATED WORK

III. OVERVIEW OF THE Ψ ARCHITECTURE

The Ψ architecture abides by the publish-subscribe
paradigm. Such architectures are mainly composed of three
entities; the publishers, the subscribers and an event notifica-
tion service [22]. Publishers are information providers who
advertise the availability of specific pieces of information
by issuing publication messages. Subscribers on the other
hand are information consumers, who express their interest in
specific information items by issuing subscription messages.
The event notification service is responsible for locating the
publishers who provide the information items that satisfy the
consumers’ subscriptions and for initiating a forwarding pro-
cess from the information providers towards the information
consumers. The publication and the subscription operations are
decoupled in time, i.e., they do not have to be synchronized.
Moreover publishers do not have to be fully aware of the
subscribers and vice versa.

Publishers and subscribers are the principal actors of the Ψ
architecture. An event notification service, which is referred
to as the rendezvous network, is responsible for matching
subscriptions with the appropriate publications as well as for
initiating the information forwarding process from publisher
towards subscriber(s). The rendezvous network is composed of
several rendezvous nodes (RNs), each of which is responsible
for a set of publications. The RN that is responsible for a
publication is known as the Rendezvous Point (RP) of this
publication. The existence of RPs ensures a balance of power
between sender and receiver, i.e., no information is delivered
without explicit signaling of availability (publish) and interest
in it (subscribe).

The Ψ architecture regards information as its building block;
everything is information and information is everything [23].
Information is organized in a hierarchical way, so small ‘mean-
ingless’ pieces of data, which can be of arbitrary size, are
combined into large complex information items–such as files,
documents pictures and videos. Every piece of information is
identified with a (statistically) unique label. This label actually
denotes the RP in which subscriptions and publications regard-
ing this information item will be matched; for this reason this
label is referred to as the rendezvous identifier (RId)

Scoping mechanisms are used to limit the reachability of

the information to the parties having access to that particular
scope [24]. Within a scope the architecture is neutral with
regard to the semantics and structure of the data, although
governance rules regarding the available information may be
defined. Scopes have a hierarchical structure where parent-
children and sibling relationships exist. In Ψ, there can exist
physical scopes, e.g., a corporate network, and logical scopes,
e.g., a social network (hierarchy). Scopes are identified by
a subclass of the rendezvous identifiers, the scope identifier
(SId). The SId denotes the specific scope within which the
information is reachable. RIds and SIds are independent from
the endpoints producing and consuming the associated infor-
mation items. Flat and endpoint independent labels seem to be
a natural choice for information oriented architectures as they
clearly separate location from identity, allowing for properly
incorporating mobility, multicasting, and multihoming into
the architecture, as well as a more comprehensive notion of
identity [17].

Every piece of information is attached to at least one
specific scope, which is represented by the scope identifier
that publishers set when they publish information. Several
mechanisms are used to control the scope of a piece of
information. These mechanisms include access control, DRM,
user authentication, and many others. Information items may
be part of multiple scopes. For example, an information item
(such as an image) may belong to a specific university scope
(which a student attends) and at the same time it may belong to
a specific family scope (that of the student’s family) allowing
the student to efficiently share her information only with the
people related with her university and her family-only! Each
scope is managed by at least one RN.

Whenever publishers wish to issue a new publication, they
have to use two identifiers: RId and SId. A publication’s
RId can be derived by an application specific function. A
publication’s SId should denote to which extent the publisher
wishes the publication to be made available. Prior to pub-
lishing an information element, publishers have to locate the
nodes that are responsible for managing the desired scope.
One of these nodes will be the RP for the publication. What
is actually published to the RP is the publication’s metadata,
which contain information specific to the actual publication;
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Scope MyJob

Publisher

RN G

RN F

RN B

RN A

Scope 

MyFriends

Publish SId|RId|Metadata

Scope MyOffice

Fig. 1. Publication in Ψ

this can be for instance the author of the publication, its size
and perhaps a small description of it.

Figure 1 depicts the publication process in Ψ. In this figure
there exist three scopes; the scope MyJob, the scope MyOffice
and the scope MyFriends. The scope MyOffice is a child of the
scope MyJob. The scopes MyJob and MyOffice are managed
by RN G and RN F respectively whereas the scope MyFriends
is managed by two RNs; RN A and RN B. In this example,
the publisher has created a publication that is intended for
the scope MyFriends, therefore he chooses between RN A and
RN B which one is going to be the RP for this publication.
As RN B is responsible for managing the RId chosen for this
publication, it becomes its RP.

In order for a subscriber to access a publication she must
be aware of its RId and SId. These two identifiers can be
discovered using various application layer mechanisms, e.g.,
they can be preconfigured for some type of applications or
protocols or they can be learned using a search engine. The
subscriber expresses her interest in a specific publication by
issuing a subscription message towards the publication’s RP.
Upon receiving a subscription message, and provided that
there exists a publication that matches it, the RP initiates
a process that creates a forwarding path from the publisher
towards the subscriber. This forwarding path is identified
by a forwarding identifier (FId). The FId is a bloom filter
based structure–known as zFilter [25]–that includes all the
link identifiers which the publication needs to traverse in order
to reach the subscriber(s). Multicast is the preferred delivery
method in Ψ, therefore in cases where there exist multiple
subscribers for a particular RId, a multicast tree is created.
Moreover caches may act as publishers and the RP can choose
a cache-publisher that is closer to the subscriber than the
original publisher. Figure 2 illustrates a subscription example.
During step (1) a publisher issues a publication to the scope
MyFriends. RN B becomes the RP for this publication. Later on
a subscriber interested in this publication sends a subscription
message to RN B (2). RN B initiates a process that creates a
path from the publisher towards the subscriber and informs
the publisher of the FId of this path (3). Finally the publisher

Publisher
RN B

RN A

Scope 

MyFriends

 (1) Publish SId|RId|Metadata

Subscriber
(2) S

ubscribe S
Id|R

Id

(3) Forward RId to Subscriber using FId

(4
) 
F
Id

| 
R

Id

Fig. 2. Subscription in Ψ. The numbers within the parenthesis denote the
messages’ seguence

AS 1 bubble

LAN 3 bubble

LAN 2 bubble

LAN1 bubble  OS bubble

AP1 bubbleRouter 

bubble

R T F

R T F
R T F

R T F

R T F

R T F

R T F

Fig. 3. Ψ’s bubbles model

forwards the publication to the subscriber through this path
(4).

In order to accomplish these operations the Ψ architecture
implements recursively three functions; the Rendezvous, the
Topology and the Forwarding (RTF) functions. Each recursive
step takes place in its own layer, called bubble [26]. Each
bubble implements scope-specific RTF functions to enable
the provisioning of the information within a scope. The
rendezvous function is responsible for matching subscribers’
interests with publications. The topology function monitors
the network topology and detects changes using various tech-
niques, depending on the bubble it is implemented in. The
topology function is also responsible for creating information
delivery paths at different levels of the inter-domain system.
Finally, the forwarding function implements information for-
warding through the delivery paths.

Figure 3 shows a particular instance of the bubble model.
An information item from the shown OS in LAN1 can traverse
the following bubbles in order to be delivered/accessed by a
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user outside the AS 1 bubble: OS-AP1-Router-LAN1-LAN2-
LAN3. The particular implementation of the RTF functions
depends on the specific context in which the bubble has
been created. For instance, methods applying locality could
be utilized for the Access Point (AP) bubble, having simple
forms of rendezvous, largely driven by the local attachment
and by virtue of the local link discovery (i.e., literally the
L2 discovery of the channel). The topology function run-
ning in the Operating System (OS) bubble is responsible
for maintaining connectivity and for predefining (forwarding)
labels that will be used by the forwarding function in order
to forward information items through the various interfaces.
Larger bubbles, such as the global one, need to solve more
complex ‘matching’ and topology problems, which leads to
more complex solutions in these areas.

The implementation details of the RTF function of each
bubble are invisible to the rest of the arhitecture. Each bubble
is considered as a black box, which implements correctly
the necessary functionality, therefore it should be easy to
maintain, extend and modify the mechanisms deployed in a
particular bubble. For the time being, various implementation
alternatives are being explored and evaluated. Each function
operates based on the information available to its bubble level,
e.g., the Topology function of the AS 1 bubble knows that
there are 3 bubbles (LAN 1, 2 and 3) that form a connected
graph (LAN 3 is connected to LAN 2 and LAN 2 is connected
to LAN 1), it is not aware of any topology information of the
lower level bubbles.

As for the organization of bubbles, they can be included in
each other or can just touch each other (implementing a se-
quence of domain traversals). Information within each bubble
traverses through the bubble from points on its membrane–the
traversal is implemented through the proper RTF functions.
The points on the membrane constitute publishers and/or
subscribers of information within the enclosed but also the
enclosing or touching bubble.

IV. MOBILITY IN Ψ

User mobility in Ψ is regarded as a two-dimensional issue.
The first dimension concerns the scale of mobility, which
can be local or global. The second dimension of the problem
reflects how mobility is handled by the architecture. Mobility
can be handled either in a static or in a dynamic way.
When static mobility is involved, bubbles simply ‘fly around’
within the perimeter of their containing bubble detaching and
attaching to other bubbles. In the case of dynamic mobility,
temporary bubbles are created that allow for information tran-
sition between different environments–which can be different
wireless technologies or even different administrative domains.
Table 1 gives an overview of mobility categorization in Ψ. A
user moving around with his laptop inside a campus covered
by a (multi-AP) WLAN is an example of static-local mobility,
whereas a Vehicular Network which involves sensing from
various sensors deployed along the road directly or receiving
the same information indirectly through communication with
other cars is a typical example of dynamic-local mobility.
On the other hand a user traveling with his mobile phone

Local Global
Static Handover in managed

WLAN environment
Cell change in a mobile
network

Dynamic Nets between cars Handover without roam-
ing

TABLE II
MOBILITY CATEGORIZATION IN Ψ THROUGH EXAMPLES; STATIC REFERS

TO NO CHANGE IN BUBBLE; DYNAMIC REFERS TO THE CASE WHERE A
NEW BUBBLE IS CREATED

LAN 3 bubble

LAN 2 bubble

LAN1 bubble

 OS bubble

AP1 bubble

Router 

bubble

R T F

R T F

R T F

R T F

R T F

R T F

R T F
R T F

AP2 bubble
AP3 bubble

 OS bubble

R T F

 OS bubble

R T F

Fig. 4. Static-Local mobility example in the Ψ bubbles model

switched on in a highway, changing cells within the same
operator network is a static-global case of mobility, while
vertical handover without roaming is a case of dynamic-global
mobility.

Figure 4 demonstrates a static-local mobility scenario. A
mobile node (MN) is moving around within the premises of
LAN1. Its initial AP is AP1, and it moves to AP3 through AP2.
This MN is receiving a publication from a Corespondent Node
(CN) located in LAN 3’s bubble through LAN 2. When the MN
changes AP the information delivery tree is simply re-built by
the Router bubble of LAN1, which forwards information to
the appropriate AP. In order to achieve information delivery
tree reconstruction, the MN needs to issue a new subscription
message from the new location. This subscription message
will ultimately trigger the Topology and Forwarding functions
of the Router bubble as well as that of the new AP bubble,
leading to publication redirection. Outside LAN1’s bubble the
mobility of the MN is transparent as it is ‘isolated’ inside
LAN1’s bubble, causing no change to any other bubble in the
network.

A dynamic-global mobility scenario is depicted in Figure 5.
This scenario involves a MN that has a 3G and a WLAN
interface. Initially the MN receives a publication from a CN
located in Provider’s 1 bubble through its 3G interface. It
then detects an available WLAN and it decides to perform
a vertical handover. Although this scenario involves little–or
no–physical MN movement, it may cause global publication-
flow shift, as the 3G operator and WLAN provider can be
different. The new location of the MN needs to be informed
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about the upcoming arrival and state needs to be transfered
from the CELL2 bubble to the LAN1 bubble. In order for this
state transfer to occur the MN needs to inform CELL2 about
its movement. CELL2 in return creates a dynamic bubble
between its bubble and the AP1 bubble. This ‘dynamically
created bubble’ enables state transfer from the 3G bubble to
the AP to which the MN is going to be attached. The bubble of
the AP in return is going to perform all the necessary actions
in order to redirect the publication to the new location and
when it is ready, it will inform the CELL2, using the dynamic
bubble. The publication redirection requires the activation of
the RTF functions of all bubbles between the AP1 bubbleand
the Provider3 bubble as new subscription messages need to
be sent from the new location.

A. Handling Mobility with in-Network Mechanisms

Handling local mobility can be quite straightforward, espe-
cially if we consider the state that needs to be kept in the edge
bubbles in order to enable multicast and caching. In Figure 4’s
example, the Router bubble in LAN1 should maintain a table
that contains a list of publications and the interfaces to which
each publication is forwarded. When its Rendezvous function
receives a subscription message for a publication that already
exists in its state table, the publication flow needs only to be
copied (or transfered) to a new interface.

Global mobility in Ψ can be handled with in-packet Bloom
filters [27]. The idea behind bloom filters is to encode the set
of links comprising the path or tree into a small Bloom filter, a
few hundred bits long, placed in each packet. We call the filter
an in-packet Bloom filter (iBF). The iBFs are collected with
a signaling packet Each router names its outgoing links with
a set of array positions in the iBF. The link can be added to
the iBF by setting those bits using the binary OR operation.
Similarly, the presence of a link can be tested by checking
if the set of array positions have been set (to 1). Assuming
m = 128-bit long string, with k = 5 bits set to 1, there
are ≈ m!

(m−k)!·k! ≈ 3 · 108 different link identifiers, making
link identifiers statistically unique (assuming the k set bits are
randomly distributed).

The set of bit positions, called edge-pair label, can be
computed at line speed based on information in the packet
header such as source and destination SId address and a
local secret K [25]. Computing the edge-pair labels per flow
and using a cryptographically secure keyed hash makes it
difficult for an attacker to guess a valid iBF for a chosen path.
Assuming a maximum of 50% of the bits set, an attacker has
a 2−k·l probability of guessing an iBF for a length l path with
each iBF router setting k bits. This property makes it hard for
an attacker to forge iBFs.

The collected iBF is bi-directional and is used to forward
payload packets between the MN and CN. As Figure 6 shows,
the iBF determines the AS-level path, while forwarding at the
edges is based on the scope identifiers (SId) used in the Ψ
architecture.

The protocol is shown in Figure 7. Prior to the exchange,
both the MN and CN subscribe to a well known RId that is
used for publishing signaling messages. Moreover, the MN

Fig. 6. Protocol messages

obtains an iBF to CN by feeding CN’s SId to its Topology
function. The MN then publishes an init (I) signaling packet
which the CN will eventually receive. The packet contains
a hash anchor m0 = hnMN (m) for later mobility event
authentication, the SIdCN that identifies the CN, the RId of
the publication, a pointer showing whether the iBF should
be used for (U)pstream or (D)ownstream forwarding and the
SIdMN . For scalability, ASes may partition their network into
a transit network and a set of local area networks in the edge.
This way, the iBF can be used to carry the packet close to
the destination. The direction bit U/D is used by the routers
to determine the direction the Bloom filter is being used for.

The packet is forwarded through the network with the iBF.
Once the packet reaches the last iBF-router, it uses a local
routing protocol to forward the packet to SIdCN . If SIdCN is
not in the local domain, it drops the packet. 128-bit Bloom
filters carried in the packet header should be suitable for the
purpose. The CN receives the packet that now contains the
hash anchor and the iBF. It replies to the MN by publishing
an init-reply (R) signaling packet, which contains the iBF, and
its own hash chain anchor c0 = hnCN (c).

Later on, after the initial exchange, the CN and the MN add
the iBF to each packet sent. The iBF routers determine the
next-hop AS by checking which of its neighbors (combined
with the incoming AS-number) edge-pair labels match the iBF.
This matching is performed by the ingress border router in
each AS.

When the MN moves to a new location it first requests
a new iBF from the Topology function. It can then directly
start publishing new payload packets to the CN. The first
packet needs to contain the location update message (M1).
The location update contains, among other things, the new
SIdMN ′ , the SIdCN , and the next value in the hash chain
mi +1 = h

n−(i+1)
MN (m), where i is the latest used value of the

hash chain. This is used to prevent man-in-the-middle attacks.
The CN verifies the authenticity of the packet by verifying the
revealed hash value and can directly use the iBF to publish a
reply packet to the MN. The reply packet (M2) contains the
next value from the hCN , and the packet is forwarded using
the newly collected iBF.

The delayed return routability test can be performed at any
time after the initial mobility signaling, using messages RR1
and RR2. The reason for this signaling is that while the CN
knows that the MN can be reached by using the iBF, it cannot
be certain that the MN can be reached using SIdMN ′ . Should
the CN move, it needs to acquire a new iBF using this SId –
hence it needs to verify that the mobile node is reachable via
it.
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Fig. 5. Dynamic-Global mobility, involving vertical handover, handled through temporary bubble creation

Fig. 7. Protocol messages

Bicasting can be used in the case of make-before-break,
that is the case in which a dynamic bubble is created that
connects the two providers. To do so, the mobile node signals
the new location with its willingness to receive bicast for a
time. The sender bitwise ORs the two iBFs together and sends
the subsequent packet with the resulting iBF. The router at the
bicast branching point automatically duplicates the packet to
both destinations due to the way the iBF has been constructed.
This ensures that the connection can be transferred smoothly
from the old location to the new one without packet loss, or
placing state maintenance requirements in the transit networks.

B. Architectural Design Choices that Facilitate Mobility

The employment of multicast as the preferred delivery
method, the effective use of caches and source routing based
on flat location independent identifiers are three design choices
of the Ψ architecture that greatly facilitate mobility.

Multicast allows for seamless hand off without interrupt-
ing the overall architecture operation. Figure 8 illustrates an
example of how multicast assists mobility in Ψ. Initially two
subscribers Subscriber A and Subscriber B, subscribe to the
same piece of information, which in this case can be a live
video stream. As can been seen in (A), a single publication
flow goes from Publisher A to router R2. In R2 this publication
is split and each subscriber receives a copy of the stream. Later
on Subscriber B decides to change location (B) and attaches
itself to an access point–not shown in the figure–connected to
router R4. From its new location Subscriber B issues a new
subscription message for the same RId. When the rendezvous
function of R4 receives the subscription message, it already
knows that there is a publication traversing it for this specific
RId, therefore it only has to duplicate this publication towards
the access point in which Subscriber B is attached.

In-network caching is another design choice of the Ψ
architecture which enables negligible information forwarding
resume time. An example of caching-assisted mobility is
depicted in Figure 9. In this case there exist one subscriber,
Subscriber A and two publishers, Publisher A and Publisher
B. Publisher B is a cache and it publishes the same publication
as Publisher A which can be, for example, a large file such
as a new Linux distribution. Subscriber A initially attaches to
an access point–not shown in the figure–connected to router
R2 and subscribes to the publication offered by Publisher
A (and B). As a result a publication starts to flow from
Publisher A towards Subscriber A through routers R1 and
R2. Later on Subscriber A changes location heading towards
an access point which is connected to router R4. From this
new location the subscriber issues a new subscription for the
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Fig. 9. Cache assisted mobility in Ψ

same publication. However now the rendezvous function of R4
chooses as publisher Publisher B who is closer to Subscriber
A and a publication starts to flow from Publisher B towards
Subscriber A through R4. As a result Subscriber A notices
very little delay while resuming his subscription.

In large scale mobility, multicast and caching may not be
adequate. In these cases, mobility can be assisted by the source
routing used in Ψ, using the zFilters to minimize latency. As
described in the previous section, in most cases, when the CN
receives a location update, the collected iBF and source SId
suffice and it does not need to make any additional return
reachability tests. This minimizes latency during hand-offs
since the CN can continue sending packets to the MN after
receiving a single location update. Existing protocols such as
MIPv6 and HIP use 1.5 RTT to achieve the same [28].

V. AN OVERLAY IMPLEMENTATION

In order to evaluate Ψ in an environment with local mobility,
we have implemented an overlay variant of the Ψ architec-
ture [29], [30]. Although local mobility is only one aspect
of the problem, it can be argued that this aspect is the most
common and with the highest potential impact on performance.

This overlay variant has been developed using the
Scribe [31] publish-subscribe architecture. Scribe is based on
Pastry [32], an efficient and scalable DHT substrate. Unlike
other DHT schemes Pastry attempts to employ proximity
metrics, such as the number of IP hops or the round-trip time
towards other nodes, when choosing among the potentially
large number of DHT nodes that may relay the data in ques-
tion. Due to the use of proximity metrics the average distance
a message travels does not exceed 2.2 times the distance
between the source and the destination in the underlying
network. Pastry is used to implement the Topology function of
the architecture, whereas Scribe implements the Rendezvous
function. Scribe enables subscription aggregation as well as
the creation of overlay multicast delivery trees. These trees
are used to forward publications using TCP/IP. The (overlay)
forwarding paths that are created are not optimal, therefore
this overlay variant of Ψ has worse performance than a future
native Ψ architecture. Even with that, the overlay variant yields
better results than MIPv6 and HMIPv6, when it comes to
resume time and packet loss.

In this overlay variant every router participates in both
Pastry and Scribe and it can maintain Scribe multicast trees.
Every router is assigned a unique ID and hence, a unique
position in the identifier space. In terms of Ψ every router is a
Rendezvous Node (RN) which implements the Topology and
Rendezvous functions using Pastry and Scribe, respectively,
whereas TCP/IP is used to implement the Forwarding function.
On the other hand, (mobile) end nodes neither participate in
Pastry/Scribe, nor carry an IP address. This clearly reflects
our target of breaking the end-to-end semantics of today’s
communication. Every end node is directly connected to an
access router which is called the overlay access router (OAR).
The OAR is the router that provides access to the overlay
(rendezvous) network and to the multicast communication
substrate. Mobile nodes are connected to OARs through their
currently associated Access Point (AP). APs act as simple
bridges to the wired part of the network.

Whenever a (mobile) node wishes to act as a publisher, it
sends its publication to its OAR which is then responsible
to deliver it to the proper RP. In our case every publication
is handled by the RN whose ID is numerically closer to the
RId of the publication. Pastry is used in order to locate the
proper RN. Whenever a (mobile) node wishes to subscribe to
a publication, it sends a subscribe(RId) message to its OAR.
When the subscribe message reaches the OAR, Scribe creates
a multicast delivery tree from the publication’s RP towards
the subscriber(s). The procedure used is the following: When
a RN receives a subscribe(RId) message, for the first time,
it forwards it toward the RP. Moreover it maintains state in
order to forward the publication towards the RN from which
it received the subscription message (or the end host if the RN



PUBLISHED IN: TELECOMMUNICATION SYSTEMS, VOLUME 53, NUMBER 3, 2013, 299-314 9

is an OAR). If the RN has already received a subscription for
the specific RId, it means that it is already part of the delivery
path, therefore, it simply adds a pointer to the new RN (or end
host) towards which it shall copy and forward the publication.
This creates a multicast delivery tree.

What actually changes with mobility is that as mobile nodes
(MNs) move from one AP to another it is possible that they
change their OAR as well. In this case they must inform their
new OAR about the publication they are interested in. This is
accomplished by a new subscribe(RId) message that is issued
towards the RP, which gets suppressed at the lowest common
ancestor of the new and the old OAR in the resulting multicast
tree. Of course, there is always the case that an OAR is already
a member of the multicast tree for the publication the MN
is interested in. This may happen because another end node
that resides on that OAR has already subscribed for the same
publication, or because, due to the overlay nature of Scribe,
this OAR has become part of this multicast tree in order to
serve another OAR as a forwarder. In that case the OAR only
has to forward the publication towards the MN.

The overlay variant deviates from native Ψ in two aspects.
First, the overlay variant employs a single mechanism for the
Rendezvous and Forwarding functions based on the operation
of Pastry and Scribe. The Rendezvous process actually creates
the multicast tree that is later used to deliver the actual
publication. It is noted that a DHT-like mechanism can also be
employed for the implementation of the Rendezvous function
in native Ψ; however this issue is outside the scope of this
paper. On the forwarding plane, the overlay variant does not
follow a source routing scheme as in native Ψ, since it is
designed to operate on top of the underlying TCP/IP protocol
stack. Second, as it focuses on local mobility support, the
overlay variant follows a simpler unified approach that does
not differentiate global mobility, as is the case for native
Ψ. However, for local mobility support, the two mechanisms
are similar, employing multicast in order to localize the
routing/forwarding updates triggered by mobility.

VI. EVALUATION

Here we present our analytical as well as our simulation
results regarding the overlay variant evaluation [33].

A. Signaling

We investigate the performance of the overlay variant and
compare it analytically against Mobile IPv6. We chose Mobile
IPv6 as it is in itself a standardized solution, and it can
also serve as a means for an indirect comparison of our
approach with other mobility assisting schemes. We first com-
pare our scheme against plain Mobile IPv6 and then proceed
with a comparison against its micro-mobility enhancement,
Hierarchical Mobile IPv6. Our purpose is to demonstrate
the ability of the proposed scheme to better localize routing
updates, while acting as a unified solution for both macro- and
micro-mobility. It must be noted however, that the presented
comparisons also apply to the case of other available solutions
such as the SIP protocol, which can also be used to propagate

routing updates to the involved network entities, albeit at a
higher layer [9].

We chose to use the handoff delay as the primary perfor-
mance metric since it reflects the service disruption experi-
enced by the user. Specifically, we consider the amount of
time required for a MN to be able to resume communication
after a change of network location, that is, once the MN has
associated with the new wireless AP. We will refer to this
metric as the Handoff Latency (HL). Obviously, this time is
heavily affected by the signaling required for the involved
network entities to be informed about the MN’s change of
position i.e., the time required for the routing substrate to adapt
to the movement of the MN.

1) Overlay Ψ (OΨ) Vs. Mobile IPv6: Figure 10 presents an
example scenario in which a MN performs several consecutive
handoffs while communicating with a corresponding node, in
the case of OΨ. Our target here is to investigate the impact
of the signaling procedure required in the cases of Mobile
IPv6 and the proposed architecture so that the MN can again
become reachable after changing its point of attachment to the
network.

We denote by dx→y the delay of a message sent from
network entity x to y. For simplicity we assume that dx→y =
dy→x. Using the same topology for both OΨ and Mobile IPv6
(see Figures 10 and 11), we have:

dOARk−1→OARk
= dARk−1→ARk

(1)

CN

MN

OARkOARk-1OAR1OAR0

MN

SUBSCRIBE

RV

OARCA

INTERNET

HA

Fig. 10. Overlay Handoff

Mobile IPv6 without RO. First, we consider the case of
the simple Binding Update procedure, without employing the
Route Optimization (RO) procedure. Figure 11 shows the
corresponding scenario under Mobile IPv6. A Binding Update
(BU) message is sent towards the Home Agent (HA) of the
MN and a Binding Acknowledgment (BA) message is returned
to the MN.2 Hence the HL is:

HLMIPv6 = 2 · (dMN→ARk
+ dARk→HA) (2)

2We omit acknowledgment messages from the figures for clarity reasons.
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Fig. 11. Mobile IPv6 Handoff (without RO)

In the case of OΨ, a subscribe message is sent over the
wireless medium by the MN towards the newly visited OAR,
which in turn forwards it towards the Common Ancestor (CA)
router of the old and the new location. The CA already receives
the publication therefore it only has to forward it to the new
location (this is achieved due to the multicast nature of Scribe).
Considering also the acknowledgment of this packet3, we have:

HLOΨ = 2 · (dMN→OARk
+ dOARk→CA) (3)

The following equation expresses Pastry’s route conver-
gence property.

dOARk→CA = a× dOARk−1→OARk
, a→ 1 (4)

Considering Equation 1 and 4, and assuming the delay of
wireless transmissions to be the same in both scenarios, our
scheme results in a smaller HL value than MIPv6 when:

HLOΨ < HLMIPv6 ⇔ a <
dARk→HA

dARk−1→ARk

Since according to the route convergence property α → 1,
it is clear that our architecture results in a reduced HL
compared to MIPv6, as in most cases the distance between
neighboring OARs is expected to be smaller than the distance
between the current OAR and the home network of the
MN. Moreover, when OARk is already a member of the
publication’s multicast tree, the HL is expected to be further
reduced i.e., HLOΨ = 2 · dMN→OARk

, in which case OARk

simply acknowledges the request of the MN. This may
happen because another MN attached to OARk has already
expressed interest for the same publication, or because OARk

is acting as a forwarding node for another OAR.

Mobile IPv6 with RO. Next, we consider the case of the
Route Optimization (RO) procedure. In RO the Binding Up-
date also targets the CNs the MN is actively communicating

3It is noted that the routing update takes place before the arrival of the
acknowledgement packet to the MN. However, we take these messages into
account for reasons of completeness and in order to provide a fair comparison
of the considered protocols.

with, apart from the HA, in order to avoid triangular routing.
RO is based on the Return Routability procedure, which is
used to enable a CN to assure that the MN is triggering the
Binding Update. Table III summarizes the signaling messages
of the entire RO procedure. Initially, the MN issues a BU mes-
sage towards its HA in order to enable the Return Routability
procedure, as explained below. This message is acknowledged
by the HA. Then, the MN issues two messages towards the
CN, at the same time. The first message (Home Test Init, HoTi)
passes through the HA of the MN, while the second (Care-of
Test Init, CoTi) is send directly to the CN. As a response,
the CN issues the Home Test and Care-of Test messages
that follow the reverse paths of the HoTi and CoTi messages
respectively. The purpose of this exchange is to allow the CN
to verify that no other node but the MN has required the
data to be sent towards another network address. The Return
Routability procedure is completed with the reception of the
HoT and CoT messages by the MN, which can then issue a
BU message to the CN.

# Message Type Source Destination
1 Binding Update (BU) MN HA
2 Binding Ack. (BA) HA MN
3 Home Test Init (HoTi) MN HA → CN
4 Care-of Test Init (CoTi) MN CN
5 Home Test (HoT) CN HA → MN
6 Care-of Test (CoT) CN MN
7 Binding Update (BU) CN MN
8 Binding Ack. (BA) MN CN

TABLE III
RETURN ROUTABILITY PROCEDURE

Steps 3 and 4 and steps 5 and 6 of the Return Routability
procedure are considered to require very little processing and
thus to take place in parallel [2]. Assuming that the HoTi
and HoT messages take longer to reach there destinations
compared to the CoTi and CoT messages respectively, as they
pass through the HA, we can express the HL of Mobile IPv6
with RO as follows:

HLMIPv6 = 4dMN→HA + 2dMN→CN + 2dHA→CN (5)

Based on the above, our scheme results in a smaller HL value
when:

a <
2dMN→OARk

+ dOARk→CN + dHA→CN

dOARk−1→OARk

(6)

Again, since a → 1 and based on the expected proximity
between neighboring OARs, we expect the HL in OΨ to
be lower than in the case of Mobile IPv6 with RO. It must
be noted though, that the OΨ signalling does not aim at
authenticating the MN triggering the handoff, as in the case
of the RO procedure. However, when consecutive handoffs are
performed by a MN, the HoTi, CoTi, HoT and CoT messages
are cached in the CN and the MN in order to reduce the HL.
In these cases, Steps 1 through 6 are omitted, and by following
the same reasoning, OΨ yields a faster handoff when:

a <
dARk→CN

dARk−1→ARk

(7)
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2) OΨ Vs. Hierarchical Mobile IPv6: Hierarchical Mobile
IPv6 reduces the handoff delay by considering the deployment
of a Mobility Anchor Point (MAP) at the gateway router of
each administrative domain. The role of the MAP is then to
handle all Binding Updates locally, hiding any intra-domain
handoff events from the HA and the CNs. Figure 12 shows the
corresponding Binding Update procedure for the considered
example. In this case we have:

HLHMIPv6 = 2 · (dMN→ARk
+ dARk→MAP ) (8)

CN

MN

ARkARk-1AR1AR0

MN

INTERNET

HA

MAP
BINDING
UPDATE

Fig. 12. Hierarchical Mobile IPv6 Handoff

Similarly with the case of regular Mobile IPv6, OΨ results
in a smaller HL value when:

HLOΨ < HLHMIPv6 ⇔ a <
dARk→MAP

dARk−1→ARk

Again, the distance between the MAP and the current point
of attachment is expected to be greater than the distance
between two consecutive OARs, yielding a higher delay in
the case of Hierarchical Mobile IPv6. This is because, as
mentioned earlier, the MAP is located at the gateway router
of the current administrative domain. Moreover, it must be
stressed that although HMIPv6 succeeds in localizing mobility
within administrative boundaries, it is constrained by the static
character of the selected MAP points in the domain i.e.,
route updates always reach a predefined, MAP regardless of
the location of the mobile node. On the other hand, based
on the availability of multicast forwarding, OΨ requires the
propagation of routing updates only to the lowest CA, allowing
therefore shorter handoff periods.

B. Simulation results

To evaluate the performance of our scheme under dynamic
conditions, we used the OMNeT++ simulation framework [34]
enhanced with xMIPv6 [35] and OverSim [36]. In our
simulations we considered a simple network topology com-
prising multiple OARs deployed in a grid-like topology. All
OARs run the full TCP/IP protocol stack, as well as Pastry
and Scribe in the case of the OΨ. All wired connections

are implemented with Ethernet links. One IEEE802.11b AP
is directly connected to each OAR, with neighboring APs
operating in disjoint channels. We were restricted by the
xMIPv6 model which does not provide an implementation of
the Hierarchical Mobile IPv6 enhancement, it mandates the
use of the Route Optimization procedure and also necessitates
the deployment of only a single home network with a single
MN in any topology.

Both the HA and the CN are attached to randomly chosen,
disjoint OARs of the topology. The AP in the Home Network
of a MN is directly connected to the HA rather than to the
respective OAR. In the case of the proposed architecture and
in order to produce comparable scenarios, we placed an extra
OAR between the AP and the randomly chosen OAR acting
as the initial point of attachment of the MN to the network.
Figure 13 shows an example topology. The circles around each
AP denote its transmission range. The square bounded area
denotes the part of the topology actually accessible by the MN.
We have chosen a topology providing full wireless coverage
in order to restrict the anticipated service disruption to each
protocols’ operation.

MN

R0 R1 R2

R5R4R3

R6 R7 R8

HA

AP8AP7

AP5AP4AP3

AP0 AP1 AP2

CN

AP6

Fig. 13. Grid-like example topology

Our scenarios consider a single MN initially connected
to its home network. Upon initialization, the MN starts to
move following the mobility model described in [37]. In
this model a MN moves in a straight line, makes a turn
and starts over. Its speed and direction are updated every x
seconds, with x following a normal distribution with a mean
of 10 seconds and a standard deviation of 0.1 seconds. The
speed of the MN is normally distributed with a mean of
1.39 meters/sec (approximate walking speed of 5 Km/h) and
a standard deviation of 0.01 meters/second. The change in
direction also follows a normal distribution with an average
of 0 degrees (no turn) and a standard deviation of 5 degrees.
Whenever the MN reaches the limits of the simulated area it
bounces with the same angle and speed.

Our measurements were based on a simple application
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scenario in which a stationary node sends a sequence of
UDP datagrams (CBR traffic) towards the MN. The UDP
stream resembles a H.264, Level 1 SQCIF video stream with
30.9 frames per second [38]. In the case of MIPv6, the CN
is initially only aware of the MN’s home address and uses
it as the destination of its data. While moving, the MN is
responsible for updating its bindings with its HA and the
CN in the case of Route Optimization. In the case of the
proposed architecture, the CN simply sends its UDP packets
towards a rendez-vous point whose position in the network
is determined by a randomly generated key and Pastry’s
functionality. The complete set of parameter values used in
our simulation environment are provided in Table IV.

Parameter Value
Grid size 30 x 30
Number of MNs 1
Number of CNs 1
Wired connections type 100 Mbps Ethernet
Propagation delay (ms) 0.5
Data rate (Kbps) 64
Packet size (bytes) 26
Total number of packets sent 556200

TABLE IV
SIMULATION SCENARIO PARAMETERS

Figure 14 presents the results derived from the simulation
scenarios described above. These results constitute the first
step towards a thorough evaluation of the proposed architecture
with respect to mobility.

As expected, our scheme significantly lowers packet loss in
comparison to Mobile IPv6. This is justified by the localized
handling of mobility. Upon each change of network position
Mobile IPv6 launches the Return Routability procedure in
order to apply Route Optimization. As shown in the previous
section, this causes an exchange of signaling packets both
with the HA and the CN. Considering the fact that these
nodes may be located in distant parts of the network, this
signaling may considerably delay the establishment of new
routes for the traffic destined to the MN. On the other hand,
in our architecture this signaling overhead is reduced since
only the CA node in the multicast tree is notified about the
MN’s change of position. The significance of the reduced
Resume time is depicted in the Packet loss metric where
we see a noticeable difference between the two considered
approaches. Furthermore, it must be noted that by localizing
routing updates our architecture enables the actual delivery of
packets in transit in the scenarios where the CN resides in
a distant area of the network. However, these improvements
come at the cost of end-to-end delay. Indeed, as we see in
Figure 14(b), our approach results in a higher end-to-end delay.
As explained earlier, this is due to stretch imposed on the
routing due to the reliance on a DHT substrate. We must
note however, that this increase could be acceptable for non-
interactive streaming applications as the ones considered in
this work.
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Fig. 14. OΨ Vs. Mobile IPv6

VII. CONCLUSIONS AND FUTURE WORK

A clean-slate Internet architecture based on the Publish-
Subscribe paradigm is envisioned. In this architecture mo-
bility will not be supported by add-on mechanisms as an
afterthought, but it will be considered as a typical condition,
which will be handled by in-network mechanisms. In this
paper we provided an overview of the Ψ (Publish-Subscribe
Internet) architecture, focusing on mobility support. We pre-
sented its core components and functions and we showed
how its information-oriented nature, its multicast delivery,
as well as its in-network caching mechanisms, all facilitate
mobility support. However, the main advantages of Ψ lie in
its flexibility and support for late binding when it comes to
specific tussles [39] as argued by Trossen et al.[40].

Along with the native, clean-slate, architecture, an overlay
variant of Ψ (which similar functionality and abides by its
core principles) has been developed in order to provide an
evolutionary path to adoption. Through analytical evaluation
and simulation we demonstrated the efficacy of this overlay
variant and we compared it to present day Internet solutions,
such as Mobile IP with route optimizations and Hierarchical
Mobile IP; in both cases the proposed overlay solution had
considerably better performance. We used the Overlay Ψ
implementation to more easily and directly compare it with
traditional Internet mobility solutions.

Future work specifically in this sub-area includes further
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Fig. 15. Ψ’s testbed topology

refinement and optimizations of the mechanisms for mobility
support in a native Ψ environment and further evaluation
through experimentation and comprehensive simulations based
on realistic workloads for the new architecture (not based on
current Internet architecture workloads). A Ψ testbed across
Europe is being established for testing native Ψ applications
(Figure 15). This testbed is being extended in various ways,
as part of the EU FP7 PURSUIT4 research project, including
wireless equipment which will allow us to perform experi-
ments with wireless and mobile nodes.
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