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Cloud storage, one of the core services of cloud computing, provides an effective way to solve the problems of storage and
management caused by high-speed data growth. Thus, a growing number of organizations and individuals tend to store their data
in the cloud. However, due to the separation of data ownership and management, it is difficult for users to check the integrity
of data in the traditional way. Therefore, many researchers focus on developing several protocols, which can remotely check the
integrity of data in the cloud. In this paper, we propose a novel public auditing protocol based on the adjacency-hash table, where
dynamic auditing and data updating are more efficient than those of the state of the arts. Moreover, with such an authentication
structure, computation and communication costs can be reduced effectively. The security analysis and performance evaluation
based on comprehensive experiments demonstrate that our protocol can achieve all the desired properties and outperform the
state-of-the-art ones in computing overheads for updating and verification.

1. Introduction

Cloud storage is one of cloud computing services and pro-
vides a way to effectively store and manage big data [1]. In
recent years, more and more individuals and businesses tend
to outsource their data to the cloud, since outsourcing data
can render the advantages of location independent resource
pooling, flexible resources, universal network access, and
usage-based pricing [2–6]. Although the benefits of cloud
storage services are many and huge, it also faces a lot of
challenges [2, 4]. For example, the security of data sharing
and storage in the same group is an urgent issue to be solved
in the cloud environment [7]. In addition, data deduplication
in cloud storage is also one of the vital techniques to reduce
the amount of storage space and save bandwidth [8, 9].
Particularly, due to the separation of data ownership and
management, cloud users (data owners) cannot verify the
integrity of their data in the traditional techniques, which
leads to a trust gap between cloud users and the Cloud
Service Provider (CSP). In addition, Cloud storage is also
facedwithmany internal and external security threats [10–15]

(e.g., byzantine failures, hacker attacks, etc.), which may lead
to cloud data corruption or loss. To solve these concerns, the
cloud data auditing whose purposes are to enhance the data
security of cloud storage platforms and to improve mutual
trust between users and the CSP is proposed.

The most core challenge of cloud data auditing is how
to efficiently check the cloud data integrity. To address this
problem, a provable data possession (PDP) protocol and a
proof of retrievability (PoR) protocol have been provided,
respectively, by work [16] and work [17]. In typical PDP
protocols, the user first generates some metadata (such as
block tags) for a data file to verify integrity of the data on
cloud servers. Later, the user sends the file and metadata to
the cloud servers and removes them from its local storage.
PDP employs a challenge-response mode for the remote
verification; i.e., the CSP can generate a proof for the verifier’s
challenge. Compared with the former, the latter (PoR) is a
complementary protocol to PDP. In initial PoR protocols,
the user first encodes the data file with error-correcting code
before outsourcing data to the CSP. Therefore, the user can
reconstruct the entire file from theCSP’s partial response.The
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PoR model focuses on static data. Compared with PoR, PDP
is more suitable for dynamic data auditing; see [18–28].

The existing PDP protocols can be generally divided into
two categories: private auditing and public auditing. In pri-
vate auditing, the user is as an only verifier to remotely verify
the data integrity with low overhead. Due to no trust between
the user and the CSP, the user cannot provide convincing
results for verification. What is more, it is not advisable for
the user to conduct the audits for their data frequently, since
one of the important motivations of outsourcing data is to
reduce the user’s burden of storage management. To address
this problem, a public auditing protocol was first provided
by Ateniese et al. [16], in which an independent authorized
auditor (Third Party Auditor, TPA), not only the user, can
remotely verify the data integrity. Therefore, the TPA can
not only provide independent audit results, but also bear
the communication overhead and computation costs in the
entire verification phase. The public audit for cloud storage
should also achieve some security and function requirements
as follows:

(i) Privacy preserving: in public auditing, the TPA on
behalf of the user periodically verifies the integrity
of data on the cloud servers. Thus, auditing protocols
should design a mechanism to ensure that the TPA
cannot derive user’s data contents from the collected
information during the verification phase.

(ii) Batch auditing: batch auditing is defined as the TPA
can deal with auditing tasks from multiple various
users simultaneously, which not only reduces the
numbers of communications between the TPA and
the CSP during the auditing phase, but also enhances
the verification efficiency.

(iii) Dynamic auditing: in the cloud storage environments,
there are a lot of various application data (financial
trade, social media, etc.), which need to be updated
frequently. Therefore, dynamic data auditing is a
significant function for cloud storage auditing.

For the dynamic data audit, Erway el at. [19] first provided
an extended PDP protocol, named as dynamic provable data
possession (DPDP), which introduced a dynamic authenti-
cated data structure, rank-based authenticated skip list, to
support data updating. Later, Wang el at. [20] proposed a
protocol based on the BLS signature, which utilized Merkle
Hash Tree (MHT) to achieve data updating. However, the
above two protocols would cause heavy computational over-
head of the TPA and large communication costs during the
verification phase and the updating phase. Further, [23], [26],
and [27], respectively, design the dynamic authenticated data
structures, Index Hash Table (IHT), Dynamic Hash Table
(DHT), and Doubly Linked Info Table (DLIT) to improve
audit efficiency and the structures are stored in theTPA rather
than the CSP, to reduce communication costs. Though the
above protocols achieve auditing effectively, the methods still
have some drawbacks. In [23], updating operations incur
large computational overhead, especially insertion and delete
operations.Thus, [26] and [27], respectively, design the struc-
tures to overcome the above drawbacks in [23]. However,

search operations in [26, 27] are relatively inefficient in the
verification phase and the updating phase.

In view of above problems, this paper introduces a novel
dynamic data authenticated structure adjacency-hash table
(AHT) in our public auditing protocol (AHT-PA).We employ
the AHT to achieve dynamic auditing. Moreover, due toAHT
stored in the TPA instead of CSP, its computational overhead
and communication costs are significantly less than both
the protocol based on the skip list [19] and the one using
MHT [20]. In the verification phase and the updating phase,
AHT-PA also outperforms the protocols [23, 26, 27]. We
exploit the bilinear maps and Boneh-Lynn-Shacham (BLS)
signatures to support batch auditing and employ random
masking to achieve privacy preserving. Our contributions
can be summarized as follows:

(1) We propose a novel public auditing protocol, which
can simultaneously support the essential functions:
privacy preserving, batch auditing, and dynamic data
auditing.

(2) We introduce a novel dynamic structure, AHT, to
save data properties for dynamic data auditing. With
such structure, our protocol can effectively achieve
the dynamic data auditing and the data updating.

(3) We prove the security of the presented protocol and
justify the auditing performance by concrete exper-
imental comparisons with the state of the arts. The
results demonstrate that our protocol can efficiently
achieve secure auditing and outperform the previous
ones in computational overhead and communication
costs.

The rest of the paper is organized as follows: in Section 2,
we review the related work concerning cloud storage audit-
ing, particularly, regarding the dynamic data auditing. Then,
we introduce the background and the necessary preliminaries
for our work in Section 3. Section 4 gives the detailed
description of our protocol. Section 5 presents the security
proofs of our protocol, and Section 6 gives the comprehensive
performance evaluations through experimental comparisons
with some existing protocols. Finally, Section 7 gives the
concluding remark of this paper.

2. Related Work

In recent years, many researchers have focused on cloud
storage auditing. In 2007, Atenises et al. [16] proposed one of
the earliest related works, “provable data possession (PDP)”,
which employs the based-RSA homomorphic authenticator
to check the data integrity. At the same year, Juels el at. [17]
presented a complementary protocol, “Proof of Retrievability
(PoR)”, which can not only check the correctness of data
on cloud, but also ensure the retrievability of cloud data
with an encoding method (error-correcting code). However,
due to encoding the file before outsourcing to the CSP, the
PoR model focuses on static data, such as archive data.
Compared with PoR, PDP is more suitable for dynamic data
auditing. As mentioned earlier, the public auditing has some
advantages over private auditing. In public auditing, TPA
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Table 1: Function comparison of auditing protocols.

Protocols Public auditing Privacy protection Dynamic auditing Batch auditing
PDP[16] ✓ × × ×
PoR[17] × ⊗ × ×
IHT-PA[23] ✓ ✓ ✓ ⊙
DAP[22] ✓ ✓ ✓ ✓
DPDP(skip list)[19] × ⊗ ✓ ×
DPDP(MHT)[20] ✓ ✓ ✓ ✓
DHT-PA[26] ✓ ✓ ✓ ✓
DLIT-PA[27] ✓ × ✓ ✓
AHT-PA ✓ ✓ ✓ ✓
Note: “✓” means “support”; “×” means “not support”; “⊗” means “no demand”; and “⊙” means “not mentioned”.

can not only provide independent audit results, but also
bear the communication overhead and computation costs
for the entire verification phase. Therefore, it is considered a
more practical model [15, 26]. Besides, public auditing should
also achieve some security and function requirements, for
example, privacy preserving, batch auditing, and dynamic
auditing.

To overcome the data leakage to the TPA, Wang et al.
[28] first provided a public auditing protocol for privacy pre-
serving, where the CSP integrates the aggregate value of the
data blocks with random masking. Therefore, this protocol
can guarantee that the TPA cannot learn any knowledge of
the user data during the verification phase. Later, [22, 23,
26] show that privacy preserving is indispensable in public
auditing. Moreover, [15] and [28] are extended to preform
audit tasks from multiple users simultaneously for better
performance. In work [15] and work [28], the approach for
batch auditing is that the CSP aggregates the data block tags
generated by various users and then the TPA uses them and
related block information responded from the CSP to verify
the integrity of the cloud data.

For the auditing dynamic data, Erway el at. [19] pro-
vided an extended PDP protocol, named dynamic provable
data possession (DPDP), which first introduced a dynamic
authenticated data structure, rank-based authenticated skip
list, to support data updating. Later,Wang el at. [20] proposed
a protocol based on the BLS signature, which utilized Merkle
Hash Tree to achieve data updating. However, the above
two protocols would cause heavy computational overhead
of the TPA and large communication costs during the
verification phase and the updating phase. Further, [23], [26],
and [27], respectively, designed the dynamic authenticated
data structures, Index Hash Table (IHT), Dynamic Hash
Table (DHT), and Doubly Linked Info Table (DLIT) to
improve audit efficiency and to reduce communication costs
by storing the structures in the TPA instead of the CSP.
Though the above protocols can effectively achieve public
auditing, the methods still have some drawbacks. In [23],
updating operations incur large computational overhead,
especially insertion and delete operations. Thus, [26] and
[27], respectively, design the structure to overcome the above
drawbacks in [23]. However, search operation in [26, 27] is
relatively inefficient in the verification phase and the updating

phase. Therefore, this paper introduces a novel dynamic
data authenticated structure, adjacency-hash table (AHT), to
achieve better auditing and updating efficiency.

To highlight the difference between our protocol and the
existing ones, Table 1 shows comparison results of functions
among them. It is clear that the presented protocol (AHT-PA)
supports all the mentioned audit functions.

3. Background and Preliminaries

3.1. Problem Statement. As illustrated in Figure 1, we con-
centrate on designing an AHT-based public audit protocol
which includes the following three entities: Users have large
amounts of data and outsource their data to the cloud. Cloud
Service Provider (CSP) has large-scale computing and storage
devices and provides users with cloud storage services. Third
Party Auditor (TPA) undertakes audit tasks for users and
provides fair and objective audit results. Users outsource their
data to the cloud to enjoy the reliability of data storage and
high-performance services and to reduce its maintenance
overhead. However, since the CSP manages their data on the
cloud rather than users, users strongly desire to periodically
check the integrity and correctness of their data.

As mentioned in the existing protocols [18, 19, 23, 26],
the TPA is pointed out to be credible but curious. In other
words, although the TPA can credibly perform the audit in
the verification phase, it may be curious about the privacy
information of users’ data and even may try to derive the
users’ data contents. In addition, the CSP is considered as
an untrustworthy party. For gaining benefits or maintaining
their reputations, the CSP may hide the fact of data loss
and even delete some data that users rarely access. In
particular, the CSP may further launch three attacks to the
TPA:

(i) Forge attack: the CSP may attempt to forge the data
blocks and their corresponding tags to pass the audit.

(ii) Replacing attack: the CSP may attempt to pass the
audit by replacing a corrupted block and its tag with
another block and its corresponding tag.

(iii) Reply attack: the CSP may attempt to pass the audit
using the proof messages generated previously.
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Figure 1: System architecture for public auditing.

To achieve the secure and efficient public auditing, our
protocol aims to meet the following desired properties:

(1) Public auditing: it allows any authorized TPA to verify
the correctness and integrity of user’s data on the
cloud servers.

(2) Blockless verification: it allows TPA to audit cloud
data without retrieving the data blocks.

(3) Storage correctness: the CSP, who does not store the
intact data as required, cannot pass the audit.

(4) Dynamic data audit: it allows the users to perform
dynamic data operations (insertion, modification,
and deletion) and achieves the efficient public audit-
ing.

(5) Privacy preserving: it ensures that TPA cannot learn
knowledge of users’ data from the information col-
lected during verification phase.

(6) Batch auditing: the TPAhas the capability to deal with
multiple auditing tasks from various users in a cost-
effective way.

(7) Lightweight: it allows the TPA to perform public
verificationwithminimumcommunication and com-
putation costs.

3.2. Adjacency-Hash Table. As mentioned earlier, [19] and
[20], respectively, introduced the authenticated skip list and
the MHT to support public dynamic auditing. However,
the above two protocols would cause heavy computational
overhead of the TPA and large communication costs during
the verification phase and the updating phase. Further, [26]
and [27], respectively, designed Dynamic Hash Table (DHT)
and Doubly Linked Info Table (DLIT) to improve audit
efficiency and to reduce communication costs by storing the
structures in the TPA rather than the CSP. Note that the DHT
is a single linked table and the DLIT is a double linked table.

Though the above protocols [26, 27] can achieve efficient
auditing, themethods still have somedrawbacks. Particularly,
the search operation in [26, 27] is relatively inefficient in
the verification phase and the updating phase. Therefore,
this paper introduces a novel dynamic data authenticated
structure, adjacency-hash table (AHT), to achieve better the
auditing and updating efficiency.

The AHT is utilized by the TPA to store the latest version
information (VI) of data blocks, as illustrated in Figure 2.
The AHT is divided into file elements and the corresponding
tables, called Adjacency Tables (AT). Every file element in file
arrays includes the index number (NOj), the file identifier
(IDj) of the given file (e.g., 𝐹𝑗), and a pointer indicating an
AT. Each AT consists of block elements and a counter array
whose every element contains a pointer indicating a block
element and a value (cValuei) which records the number of
block elements after the corresponding pointer. Each file is
organized by a file element and the corresponding AT. Each
block element (e.g., the element corresponding the 𝑖-th block
of the j-th file 𝑚𝑗,𝑖) in the AT consists of the current version
number of the block V𝑗,𝑖, its time stamp 𝑡𝑗,𝑖, and a pointer to
the next node. Accordingly, the operations on the AHT are
divided into file operations and block operations. To search
the 𝑥-th (1 ≤ 𝑥 ≤ 𝑛) block element, the TPA first determines
the value 𝑎 according to

𝑎

∑
𝑖=0

𝑐𝑉𝑎𝑙𝑢𝑒𝑖 < 𝑥 ≤
𝑎+1

∑
𝑖=0

𝑐𝑉𝑎𝑙𝑢𝑒𝑖, (1)

where 𝑖 is the index of the counter array (0 ≤ 𝑖 ≤ 𝑛) and the
head element whose index is 0 in the counter array is used to
indicate that cValue0 should be set to 0. Note that the head is
not drawn in Figure 2, because it is virtual. Further, the TPA
calculates the distance dis, namely,

𝑑𝑖𝑠 = 𝑥 −
𝑎

∑
𝑖=0

𝑐𝑉𝑎𝑙𝑢𝑒𝑖. (2)
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Figure 2: Adjacency-hash table (AHT).

Apparently, the x-th block element is the dis-th block element
after the pointer of (a+1)-th element in the counter array.
To insert a block element after an existing block, the TPA
first tracks the given node (the given block element) and
inserts the new node after it; the deletion of the given block
element is to first track the given node and to delete it from
the current AT. Besides, when the value (cValuei) is equal to
“0”, the corresponding element in the counter array should be
deleted.The search process of a file is to locate the file element
according to its identifier or index; the insertion of the given
file is to first insert a file element in the file array and then
to construct a AT which includes related block elements; the
deletion of the given file is to first remove the AT and to delete
its file element; the modification of the given file is to update
the file element and corresponding block elements.

3.3. Preliminaries. To facilitate understanding for readers,
this section first introduces some necessary knowledge of
cryptography for the presented protocol.

Bilinear Map. Let G, G𝑇 be multiplicative cyclic groups of
a large prime order 𝑝. A map function e: G × G 󳨀→ G𝑇

with the following properties: (1) Bilinear: ∀𝑢, V, ℎ ∈ G and
∀𝑎, 𝑏 ∈ Z𝑝, 𝑒(𝑢𝑎, 𝑢𝑏) = 𝑒(𝑢, V)𝑎𝑏, and 𝑒(𝑢, V ⋅ ℎ) = 𝑒(𝑢 ⋅ ℎ, V) =
𝑒(𝑢, V) ⋅ 𝑒(𝑢, ℎ). (2) Computable: e is an efficient computable
algorithm. (3) Nondegeneracy: if 𝑔 is a generator of G, then
𝑒(𝑔, 𝑔) ̸= 1.
BLS-Based Homomorphic Verifiable Authenticator (BLS-
HVA). BLS-HVA is widely utilized for public auditing proto-
cols [15, 18, 19, 22–24, 26–29], which can enable a public ver-
ifier to verify the cloud data integrity without downloading
its original data. To be specific, BLS-HVAs are generated by
BLS signatures in public auditing. Consequently, BLS-HVAs
satisfy the properties as follows:

(i) Blockless verifiability [16]: constructing the proof in
the BLS-HVA, the TPA can verify the cloud data
integrity without its actual data content.

(ii) Homomorphism [16]: let G and H be multiplicative
groups of a large prime order p, and “⊕” and “⊗” be
operations inG and H, respectively. If a map function
f : G 󳨀→ H satisfies homomorphism, then ∀ℎ1, ℎ2 ∈
G, 𝑓(ℎ1 ⊕ ℎ2) = 𝑓(ℎ1) ⊗ 𝑓(ℎ2).

(iii) Nonmalleability [30]: let 𝜎1 and 𝜎2 denote signatures
on blocks 𝑚1 and 𝑚2, respectively, and 𝛽1 and 𝛽2

two random numbers in Z𝑝. For the given block,
m’ = 𝛽1𝑚1 + 𝛽2𝑚2, a user, who does not know the
private key sk, cannot generate the signature 𝜎’ of m’
by combining 𝜎1 and 𝜎2.

3.4. Secure Assumptions. The security of the present protocol
is based on the following assumptions.

Computational Diffe-Hellman (CDH) Assumption. Let G be
multiplicative cyclic groups of a large prime order 𝑝. Given
𝑔𝑎 and 𝑔𝑏, where 𝑔 is a generator of G, and 𝑎, 𝑏 ∈ Z𝑝,
it is computationally intractable to compute 𝑔𝑎𝑏. For any
probabilistic polynomial-time adversaryA, the probability of
solving the CDH problem is negligible, namely,

𝑃𝑟 (ACDH (𝑔, 𝑔𝑎, 𝑔𝑏 ∈ G) 󳨀→ 𝑔𝑎𝑏 ∈ G : ∀𝑎, 𝑏 ∈
𝑅
Z𝑝)

≤ 𝜀.
(3)

Discrete Logarithm (DL) Assumption. Let G be multiplicative
cyclic groups of a large prime order𝑝. Given h (such as h=𝑔𝑎,
where𝑔 is a generator ofG, and 𝑎 ∈ Z𝑝), it is computationally
intractable to compute 𝑎. For any probabilistic polynomial-
time adversary A, the probability of solving the DL problem
is negligible, namely,

𝑃𝑟 (ADL (𝑔, ℎ ∈ G) 󳨀→ 𝑎 ∈ Z𝑝, s.t. ℎ = 𝑔𝑎) ≤ 𝜀. (4)

4. The Proposed Protocol Based on AHT

In this section, we will present the core of our protocol based
on AHT, which consists of the dynamic verification protocol
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Figure 4: The workflow of the verification phase.

with privacy protection described in Section 4.1, the updating
operations detailed in Section 4.2, and the batch verification
protocol in Section 4.3.

4.1. Dynamic Verification with Privacy Preserving. Let G, G𝑇

be multiplicative cyclic groups of a large prime order p, and
𝑔 be the generator of G. A map function 𝑒 is defined as G ×
G 󳨀→ G𝑇.𝐻(⋅) : {0, 1}∗ 󳨀→ Z𝑝 is a secure hash function.The
file outsourced to the cloud is denoted as F, which is divided
into 𝑛 blocks, namely, 𝐹 = {𝑚1, 𝑚2, . . . , 𝑚𝑛}. Our dynamic
auditing protocol involves the following algorithms: KeyGen
and TagGen in the setup phase (see Figure 3), and Challenge,
ProofGen, and Verify in the verification phase (see Figure 4).

KeyGen (Key Generation). The user performs KeyGen to
generate public and secret keys, (𝑃𝐾 = {𝑔, 𝑦, V, 𝑢, 𝑝𝑘}, SK =

{𝑥, 𝑠𝑘}), where (𝑝𝑘, 𝑠𝑘) is a key pair for signature, V, 𝑢 ∈ G

are the random elements, 𝑥 ∈ Z𝑝 is a random number, and
𝑦 = 𝑔𝑥.

TagGen (Tag Generation). For each block 𝑚𝑖 (𝑖 = 1, 2, . . . , 𝑛),
the user generates the signature 𝜎𝑖:

𝜎𝑖 = (𝑢𝐻(V𝑖‖𝑡𝑖) ⋅ V𝑚𝑖)𝑥 , (5)

where V𝑖 is the version number of𝑚𝑖, and 𝑡𝑖 is its time stamp,
and ‘‖’ is the connection operation. This signature, called
block tag [16], should be uploaded to the cloud for verification
along with the corresponding block. All version information
(i.e., V𝑖 and 𝑡𝑖) will be sent to the TPA for storing them in the
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AHT. Moreover, the user generates a file tag 𝜗 to ensure the
integrity of the file identifier ID:

𝜗 = 𝐼𝐷 ‖ 𝑆𝐼𝐺 (𝑠𝑘, 𝐼𝐷) , (6)

where 𝑆𝐼𝐺(𝑠𝑘, 𝐼𝐷) is the signature on ID with sk and sends it
along with file identifier ID to the CSP.

Challenge. The TPA first retrieves the file tag 𝜗 and verifies
the signature 𝑆𝐼𝐺(𝑠𝑘, 𝐼𝐷) with the public key pk. If the
verification is failed, the TPA directly stops the verification
by emitting FALSE; otherwise, it generates the following
information: 𝑐ℎ𝑎𝑙 = (𝑄 = {𝑖𝑑𝑥𝑖 | 1 ≤ 𝑖 ≤ 𝑐, 𝑐 ≤ 𝑛},
𝑆 = {𝑠𝑖 | 𝑖 ∈ 𝑄}, 𝜑), where 𝑄 = {𝑖𝑑𝑥𝑖 | 1 ≤ 𝑖 ≤ 𝑐} is
the set of the block indexes to be verified, 𝑆 = {𝑠𝑖 | 𝑖 ∈ 𝑄}
is the set of random numbers, and 𝑠𝑖 is randomly selected
form Z𝑝, 𝜑 = 𝑔𝜏, and 𝜏 ∈ Z𝑝 is the random number. In
particular, the TPA computes 𝜂 = 𝑦𝜏 for the verification.
Upon completion, the TPA sends the challenge information
chal to the CSP.

ProofGen (Proof Generation). While receiving the challenge,
the CSP would produce a response proof for the verification,
which consists of the tag proof, the block proof, and an
auxiliary auditing factor. For the challenged block, the CSP
generates the tag proof,

𝑇 = ∏
𝑖∈𝑄

𝑒 (𝜎𝑖, 𝜑)𝑠𝑖 , (7)

and the block proof

𝑀 = ∑
𝑖∈𝑄

𝑚𝑖 ⋅ 𝑠𝑖 + 𝑟, (8)

where 𝑟 ∈ Z𝑝, called random mask, is used for protecting
the data privacy. Moreover, the CSP calculates the auxiliary
auditing factor

Λ = 𝑒 (V, 𝑦)−𝑟 . (9)

Upon completion, the CSP sends (T, M, Λ) back to the TPA
as the response for the challenge.

Verify. To verify the response messages returned from the
CSP, the TPA can perform the following equation:

Λ𝜏 ⋅ 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V𝑀, 𝜂) = 𝑇. (10)

If it holds, the algorithm outputs TRUE, otherwise, FALSE.
The correctness of the above verification equation can be

demonstrated as follows.

Λ𝜏 ⋅ 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V𝑀, 𝜂)
= 𝑒 (V, 𝜂)−𝑟 ⋅ 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V∑𝑖∈𝑄𝑚𝑖⋅𝑠𝑖+𝑟, 𝜂)
= 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V∑𝑖∈𝑄𝑚𝑖⋅𝑠𝑖+𝑟 ⋅ V−𝑟, 𝜂)

= ∏
𝑖∈𝑄

𝑒 ((𝑢𝐻(V𝑖‖𝑡𝑖) ⋅ V𝑚𝑖)𝑥⋅𝑠𝑖 , 𝜑) = ∏
𝑖∈𝑄

𝑒 (𝜎𝑖, 𝜑)𝑠𝑖 = 𝑇

(11)

4.2. Dynamic Updating. To support the efficient updating
operations for data blocks and files, we design the AHT in
our protocol.The specific operations of block consist of block
modification (B𝑚𝑜𝑑𝑖𝑓𝑦), block insertion (B𝑖𝑛𝑠𝑒𝑟𝑡), and block
deletion (B𝑑𝑒𝑙𝑒𝑡𝑒) as follows.
Block Modification. Suppose the 𝑖-th block 𝑚𝑖 of the file
𝐹 will be modified to 𝑚󸀠

𝑖. The user first generates the
corresponding version information (V󸀠

𝑖, 𝑡󸀠𝑖) and then sends
𝑈TPA = (𝐹,B𝑚𝑜𝑑𝑖𝑓𝑦, 𝑖, V󸀠

𝑖, 𝑡󸀠𝑖) to the TPA. Upon receipt, the
TPA updates the AHT. Simultaneously, the user generates the
new signature 𝜎󸀠

𝑖 for 𝑚󸀠
𝑖 according to (5) and then sends

𝑈CSP = (𝐹,B𝑚𝑜𝑑𝑖𝑓𝑦, 𝑖, 𝑚󸀠
𝑖, 𝜎󸀠

𝑖) to the CSP. Upon receiving, the
CSP directly modifies𝑚𝑖 and 𝜎𝑖 as indicated.

Block Insertion. Suppose a new block 𝑚∗ of the file 𝐹 will be
inserted after 𝑚𝑖. The user first generates the corresponding
version information (V∗, 𝑡∗) and sends an insertion request
𝑈TPA = (𝐹,B𝑖𝑛𝑠𝑒𝑟𝑡, 𝑖, V∗, 𝑡∗) to the TPA. Upon receiving, the
TPA performs the insertion request as indicated in the AHT.
Meanwhile, the user generates the new signature 𝜎∗ for 𝑚∗

according to (5) and then sends𝑈CSP = (𝐹,B𝑚𝑜𝑑𝑖𝑓𝑦, 𝑖, 𝑚∗, 𝜎∗)
to the CSP. Once receiving the request, the CSP inserts the
new block𝑚∗ after𝑚𝑖 and the new tag 𝜎∗ behind 𝜎𝑖.

Block Deletion. Suppose the 𝑖-th block 𝑚𝑖 of the file 𝐹
will be deleted. The user sends a deletion request 𝑈TPA =
(𝐹,B𝑑𝑒𝑙𝑒𝑡𝑒, 𝑖) to the TPA. Upon receipt, the TPA executes
the deletion request to delete the corresponding version
information in the AHT. Moreover, the user sends a deletion
request 𝑈CSP = (𝐹,B𝑑𝑒𝑙𝑒𝑡𝑒, 𝑖) to the CSP. Upon receiving, the
CSP directly deletes𝑚𝑖 and 𝜎𝑖 as indicated.

The updating operations on file include the file appending
and the file deletion, which are very straightforward. We
suppose that a new file 𝐹∗ will be appended. The user needs
to execute the algorithm TagGen once again. Moreover, while
deleting a file F, the user first sends deletion instructions
to the TPA and the CSP, respectively. Once receiving the
requests, the TPA will delete the file element and its corre-
sponding AT in the AHT, and the CSP will delete the file 𝐹
and all of its tags.

4.3. Batch Verification. In reality, the TPA may simulta-
neously handle multiple audit tasks from different users’
delegations. To achieve the minimum communication and
computation costs, the batch auditing is introduced to deal
with multiple auditing tasks from various users’ delegations.

Suppose that the TPA sends 𝑤 challenges for 𝑤 users’
delegations to the CSP. Once receipt, the CSP first calculates
the tag proof (Tk), the data proof (𝑀𝑘), and the auxiliary
auditing factor (Λ 𝑘) and then computes the aggregate tag
proof 𝑇B according to the following equations.

𝑇Β =
𝑤

∏
𝑘=1

𝑇𝑘. (12)

Finally, the CSP responds with (𝑇B, {𝑀𝑘, Λ 𝑘}1≤𝑘≤𝑤).
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Table 2: Communication costs comparison.

Protocols Verification phase Updating phase
DPDP(skip list)[6] 𝑐𝑂(log 𝑛) 𝑂(log 𝑛)
DPDP(MHT)[7] 𝑐𝑂(log 𝑛) 𝑂(log 𝑛)
IHT-PA[10] O(c) 𝑂(1)
DHT-PA[13] O(c) 𝑂(1)
DLIT-PA[14] O(c) 𝑂(1)
AHT-PA O(c) 𝑂(1)

To verify the response messages, the TPA checks if the
following equation holds:

𝑤

∏
𝑘=1

(Λ𝜏𝑘
𝑘 ⋅ 𝑒 (𝑢

∑𝑖∈𝑄𝑘
𝐻(V𝑘,𝑖‖𝑡𝑘,𝑖)⋅𝑠𝑘,𝑖

𝑘 ⋅ V𝑀𝑘
𝑘 , 𝜂𝑘)) = 𝑇Β, (13)

where V𝑘,𝑖 and 𝑡𝑘,𝑖 are the version number of 𝑚𝑖 and its time
stamp for the k-th user, 𝑢𝑘, and V𝑘 are the public keys of
the k-th user, and 𝜏𝑘, 𝜂𝑘, 𝑄𝑘 = {𝑖𝑑𝑥𝑘,𝑖 | 1 ≤ 𝑖 ≤ 𝑐} and
𝑆𝑘 = {𝑠𝑘,𝑖 | 𝑖 ∈ 𝑄𝑘} belong to the challenge information for
the k-th user. If (13) holds, the integrity of all the challenged
files can be ensured. Otherwise, one or some of them are
corrupted.The correctness of the above batch verification can
be demonstrated as follows:

𝑤

∏
𝑘=1

(Λ𝜏𝑘
𝑘 ⋅ 𝑒 (𝑢

∑𝑖∈𝑄𝑘
𝐻(V𝑘,𝑖‖𝑡𝑘,𝑖)⋅𝑠𝑘,𝑖

𝑘 ⋅ V𝑀𝑘
𝑘 , 𝜂𝑘)) =

𝑤

∏
𝑘=1

𝑇𝑘

= 𝑇Β

(14)

5. Security Analysis

We will evaluate the security of the presented protocol with
proofs of the following theorems.

�eorem 1 (unforgeability of BLS-HVA). In our protocol,
it is computationally infeasible for any adversary to forge a
valid BLS-HVA if the computational Diffe-Hellman (CDH)
assumption in bilinear groups holds.

Proof. As demonstrated in the security analysis of [21], the
BLS-HVA is effectively unforgeable when the CDH problem
is hard in bilinear groups [31].Thus, the proof is omitted here.

�eorem 2 (unforgeability of proof). The presented protocol
can efficiently resist the forging attacks generated by the CSP. In
other words, it is impossible for the CSP to forge effective proofs
to pass the auditing verification.

Proof. To respond for a challenge, the CSP sends a proof
message (T, M, Λ) back to the TPA. If the auxiliary auditing
factor Λ is fake, the verification equation (10) does not hold,
even though the other proofs are valid. As demonstrated in
Theorem 1, BLS-HVAs are unforgeable. Therefore, the tag
proof 𝑇 cannot be forged. Finally, we just need to prove that
the block proof𝑀 is unforgeable.

To prove this, we first define the following game:TheTPA
sends a fake proof message 𝑃∗ = (𝑇,𝑀∗, Λ), where

𝑀 = ∑
𝑖∈𝑄

𝑚𝑖 ⋅ 𝑠𝑖 + 𝑟 ̸= 𝑀∗ = ∑
𝑖∈𝑄

𝑚∗
𝑖 ⋅ 𝑠𝑖 + 𝑟. (15)

If the CSP can still pass the verification, then he/she wins this
game; otherwise, he/she does not. Assume that the CSP wins
this game, then

Λ𝜏 ⋅ 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V𝑀∗ , 𝜂)
= Λ𝜏 ⋅ 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V∑𝑖∈𝑄𝑚∗𝑖 ⋅𝑠𝑖+𝑟, 𝜂) .

(16)

Moreover, for the valid proofs, we have

Λ𝜏 ⋅ 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V𝑀, 𝜂)
= Λ𝜏 ⋅ 𝑒 (𝑢∑𝑖∈𝑄𝐻(V𝑖‖𝑡𝑖)⋅𝑠𝑖 ⋅ V∑𝑖∈𝑄𝑚𝑖⋅𝑠𝑖+𝑟, 𝜂) . (17)

According to the properties of bilinear maps, we can derive
that

∑
𝑖∈𝑄

𝑚𝑖 ⋅ 𝑠𝑖 + 𝑟 = ∑
𝑖∈𝑄

𝑚∗
𝑖 ⋅ 𝑠𝑖 + 𝑟, (18)

which contradicts the above assumption. That is to say, the
block proof is unforgeable. This accomplishes the proof of the
theorem.

The security of our protocol for resisting replacing and
replay attacks is similar to the work [27]. Thus, we omit the
corresponding proofs here.

6. Performance Evaluation

In this section, we will evaluate the performance of our
protocol (AHT-PA) and compare it with the state of the arts.

6.1. Communication Costs. In this section, the communica-
tion costs of AHT-PA protocol are analyzed and compared
during the verification phase (i.e., challenge and response)
and updating phase. In the verification phase, the challenge
and response messages between the TPA and the CSP bring
communication overhead of 𝑂(𝑐), where 𝑐 is denoted as the
number of challenged blocks. Moreover, during the updating
phase, the user should send an updating request to the CSP
and the TPA, respectively, which costs 𝑂(1).

Table 2 presents the communication costs of some proto-
cols during the verification phase and updating phase, where
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Figure 5: The tag generation time for different block sizes (the
number of data blocks = 50000).

𝑛 represents the number of data blocks in a given file and 𝑐
is the number of challenged blocks. Obviously, our protocol
only requires a small amount of communication overhead
and is substantially much efficient than the other protocols.

6.2. Computational Costs. The computational costs of AHT-
PA protocol are evaluated and presented in this section.Thus,
we implement all algorithms in the AHT-PAbased on Pairing
Base Cryptography (PBC) Library (0.5.14). The algorithms
in experiments are evaluated on a DELL workstation with
an Intel Xeon E3-1225v5 3.30GHz, 16GB DDR4-2133 ECC
(2x8GB) RAM, and 2TB 7200 RPM SATA 1st HDD. We
run the programs under a Linux (ubuntu 16.04.2 LTS x64)
operating system, whose kernel version is 4.8.0 and use a
MNT d159 curve, which has a 160-bit group order. The final
results are the averages of 20 runs.

Computational Costs for Generating Tags. Figures 5 and 6
indicate the comparison results of the time of tag generation
for different block sizes and for different numbers of data
blocks, respectively, from which we can learn that (1) the
generation time for the user is proportional to the block size
or block number; (2) to deal with the same block size or same
block number in the above two scenarios, AHT-PA takes
less time than DHT-PA and DLIT-PA. In other words, the
computation overhead of tag generation in AHT-PA is less
than those in DHT-PA and DLIT-PA.

Computational Costs for Verification. Figure 7 indicates the
experimental results of the verification time for different
numbers of challenged blocks, from which we can learn
that the verification time increases rapidly with the number
of challenge blocks in the DHT-PA and DLIT-PA, but the
verification time of AHT-PA remains stable and is much less
than the previous two protocols.
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Figure 6:The time of tag generation for different numbers of blocks
(block size = 4KB).
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Figure 7: The verification time for different numbers of challenged
blocks (the number of total data blocks = 50000, the block size =
4KB).

Computational Costs for Batch Auditing. In the batch auditing
scenario, we will evaluate the performance of AHT-PA and
compare it with DHT-PA and DLIT-PA. The comparison
results, as shown in Figure 8, demonstrate that (1) three
protocols can simultaneously handle various audits from
multiple users and (2) at the same number of auditing tasks,
the average audit time per task in AHT-PA is significantly
less than in DHT-PA and DLIT-PA. That is to say, the batch
auditing protocol in AHT-PA is much more efficient than
those in DHT-PA and DLIT-PA.
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Figure 8: The average audit time per task for the various numbers
of auditing tasks (the number of challenged blocks = 460, the total
number of data blocks for each file = 50000, and the block size =
4KB).

Search Efficiency. We design two experiments on a single
file to evaluate block-search efficiency of AHT-PA. The first
experiment is performed under various total numbers of
data blocks from 2 × 104 to 2 × 105 with 5000 challenged
blocks, and another is performed under various numbers
of challenged blocks with 2 × 105 data blocks. In the two
experiments, we add an extra comparison item for DLIT-PA,
named DLIT-PA (opt), whose results were obtained by first
sorting the index set of challenged blocks to get its ascending
set and then counting the corresponding frequency for
searching block elements. As is well known, to locate a block
element in the single linked list or double linked list, it is
necessary to visit the whole list from the first element in the
first search round. After that, if we previously sort the index
set of the required blocks, the searching element in the single
linked list or double linked list can start from the current
element to the next element behind the current element. In
this sense, in terms of search frequency, DLIT-PA (opt) is
more efficient than DLTI-PA and identical to DHT-PA.

The results of the experiment under 5000 challenged
blocks are shown in Figure 9, from which we can learn
that AHT-PA outperforms the other protocols. Moreover,
the larger the number of data blocks, the greater the search
frequency gap. Figure 10 gives the experimental results under
2× 105 data blocks. Apparently, the search frequency in AHT-
PA slowly rises with the increasing number of challenged
blocks. However, for the same number of challenged blocks,
the search frequency in AHT-PA is much less than the ones
in other protocols.

In summary, the public auditing protocol proposed in this
paper can achieve better performance. To be specific, in the
tag generation phase and verification phase, the computation
cost is less than those of the state of the arts, while achieving
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Figure 9: The search frequency under 5000 challenged blocks.
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better block-search efficiency in the verification phase and the
updating phase.

7. Conclusions

In this paper, we present a novel auditing protocol for cloud
storage. Differing from the state of the arts, we design a new
structure, called adjacency-hash table, to support efficient
data updating as well as reduce computational costs. More-
over, to achieve privacy preserving, our protocol employs
the random masking technique to prevent the TPA from
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learning the users’ data contents in the verification phase.
Sufficient formal proofs indicate that our protocol is secure.
The theoretical analysis and the experimental results show
that our protocol is feasible and efficient and outperforms the
state of the arts in both the computation overhead and the
communication costs.
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