
Chapter 1
Wireless Networks
Future wireless networks will enable people on the move to communicate with anyone, anywhere, at anytime, using a range of multimedia services. The exponential growth of cellular telephone and pagingsystems coupled with the proliferation of laptop and palmtop computers indicate a bright future forsuch networks, both as stand-alone systems and as part of the larger networking infrastructure. In thischapter we provide an overview of wireless networks. We begin in Section 1.1 with a brief introduction tothese networks, including their history, their future, and their technical challenges. The greatest technicalchallenge to wireless network design is the underlying wireless channel. In Section 1.2 we describe the maincharacteristics of the wireless channel and how these characteristics impact the link layer and networkdesign. Link layer design techniques that overcome wireless channel impairments to deliver high datarates with low distortion are described in Section 1.3. The wireless channel is a limited resource that mustbe shared among many users. In Section 1.4 we describe channel access protocols for sharing this resourcein an e�cient and fair manner. Section 1.5 outlines design issues for wireless networks, including networkarchitecture, user location and routing protocols, network reliability and QOS, internetworking betweenwireless and wired networks, and security issues. Current wireless network technology is described inSection 1.6 including cellular and cordless telephones, wireless LANs and wide-area data services, pagingsystems, and global satellite systems. Section 1.7 gives an overview of emerging systems and standardsfor future wireless networks. We conclude the chapter in Section 1.8 with a summary and discussion ofthe design trends and challenges for future wireless networks.
1.1 Introduction
Wireless communications is, by any measure, the fastest growing segment of the communications industry.As such, it has captured the attention of the media and the imagination of the public. Cellular phones,cordless phones, and paging services have experienced exponential growth over the last decade, and thisgrowth continues unabated worldwide. Wireless communications has become a critical business tool andpart of everyday life in most developed countries. In addition, wireless communication systems are rapidlyreplacing antiquated wireline systems in many developing countries. Will future wireless networks liveup to their promise of multimedia communications anywhere and any time? In this introductory sectionwe will briey review the history of wireless networks, from the smoke signals of the Pre-industrial ageto the cellular, satellite, and wireless data networks of today. We then discuss the wireless vision in moredetail, including the technical challenges that must be overcome to make this vision a reality.1



2 CHAPTER 1. WIRELESS NETWORKS1.1.1 History of Wireless NetworksThe �rst wireless networks were developed in the Pre-industrial age. These systems transmitted infor-mation over line-of-sight distances (later extended by telescopes) using smoke signals, torch signaling,ashing mirrors, signal ares, or semaphore ags. An elaborate set of signal combinations was developedto convey complex messages with these rudimentary signals. Observation stations were built on hilltopsand along roads to relay these messages over large distances. These early communication networks werereplaced �rst by the telegraph network (invented by Samuel Morse in 1838) and later by the telephone.In 1895, a few decades after the telephone was invented, Marconi demonstrated the �rst radio trans-mission from the Isle of Wight to a tugboat 18 miles away, and radio communications was born. Radiotechnology advanced rapidly to enable transmissions over larger distances with better quality, less power,and smaller, cheaper devices, thereby enabling public and private radio communications, television, andwireless networking.Early radio systems transmitted analog signals. Today most radio systems transmit digital signalscomposed of binary bits, where the bits are obtained directly from a data signal or by digitizing ananalog voice or music signal. A digital radio can transmit a continuous bit stream or it can groupthe bits into packets. The latter type of radio is called a packet radio and is characterized by burstytransmissions: the radio is idle except when it transmits a packet. The �rst packet radio network,ALOHANET, was developed at the University of Hawaii in 1971. This network enabled computer sitesat seven campuses spread out over four islands to communicate with a central computer on Oahu viaradio transmission. The network architecture used a star topology with the central computer at its hub.Any two computers could establish a bi-directional communications link between them by going throughthe central hub. ALOHANET incorporated the �rst set of protocols for channel access and routing inpacket radio systems, and many of the underlying principles in these protocols are still in use today. TheU.S. military was extremely interested in the combination of packet data and broadcast radio inherentto ALOHANET. Throughout the 70's and early 80's the Defense Advanced Research Projects Agency(DARPA) invested signi�cant resources to develop packet radio networks for tactical communications inthe battle�eld. These activities peaked in the mid 1980's, but the resulting networks fell far short ofexpectations in terms of speed and performance. DARPA all but abandoned packet radio research by theend of the 1980's, and today packet radio networks are mostly used by commercial providers of wide-areawireless data services. These services, �rst introduced in the early 1990's, enable wireless data access(including email, �le transfer, and web browsing) at fairly low speeds, on the order of 20 Kbps. Themain players in this arena are ARDIS, RAM Mobile Data, CDPD, and Metricom. All of these serviceproviders with the exception of Metricom provide coverage in most metropolitan regions of the U.S.,while Metricom is limited to the San Francisco Bay Area, Seattle, and Washington D.C.. The market forthese wide-area wireless data services is relatively at, due mainly to their low data rates, high cost, andlack of \killer applications".The introduction of wired Ethernet technology in the 1970's steered many commercial companiesaway from radio-based networking. Ethernet's 10 Mbps data rate far exceeded anything available usingradio, and companies did not mind running cables within and between their facilities to take advantageof these high rates. In 1985 the Federal Communications Commission (FCC) enabled the commercialdevelopment of wireless LANs by authorizing the public use of the Industrial, Scienti�c, and Medical (ISM)frequency bands for wireless LAN products. The ISM band was very attractive to wireless LAN vendorssince they did not need to obtain an FCC license to operate in this band. However, the wireless LANsystems could not interfere with the primary ISM band users, which forced them to use a low power pro�leand an ine�cient signaling scheme. Moreover, the interference from primary users within this frequencyband was quite high. As a result these initial LAN systems had very poor performance in terms of data



1.1. INTRODUCTION 3rates and coverage. This poor performance, coupled with concerns about security, lack of standardization,and high cost (the �rst network adaptors listed for $1,400 as compared to a few hundred dollars for awired Ethernet card) resulted in weak sales for these initial LAN systems. Few of these systems wereactually used for data networking: they were relegated to low-tech applications like inventory control.The current generation of wireless LANS, based on the IEEE 802.11 standard, has better performance,although the data rates are still low (on the order of 2 Mbps) and the coverage area is still small (around500 ft.). Wired Ethernets today o�er data rates of 100 Mbps, and the performance gap between wiredand wireless LANs is likely to increase over time without additional spectrum allocation. Thus, it is notclear if wireless LANs will ever compete with their wired counterparts except in applications where usersare willing to sacri�ce performance for mobility or when a wired infrastructure is not available.By far the most successful application of wireless networking has been the cellular telephone system.Cellular telephones have approximately 200 million subscribers worldwide, and their growth continues atan exponential pace. The convergence of radio and telephony began in 1915, when wireless voice transmis-sion between New York and San Francisco was �rst established. In 1946 public mobile telephone servicewas introduced in 25 cities across the United States. These initial systems used a central transmitter tocover an entire metropolitan area. This ine�cient use of the radio spectrum coupled with the state ofradio technology at that time severely limited the system capacity: thirty years after the introduction ofmobile telephone service the New York system could only support 543 users.A solution to this capacity problem emerged during the 50's and 60's when researchers at AT&TBell Laboratories developed the cellular concept [34]. Cellular systems exploit the fact that the powerof a transmitted signal falls o� with distance. Thus, the same frequency channel can be allocated tousers at spatially-separate locations with minimal interference between the users. Using this premise, acellular system divides a geographical area into adjacent, non-overlapping, \cells". Di�erent channel setsare assigned to each cell, and cells that are assigned the same channel set are spaced far enough apart sothat interference between the mobiles in these cells is small. Each cell has a centralized transmitter andreceiver (called a base station) that communicates with the mobile units in that cell, both for controlpurposes and as a call relay. All base stations have high-bandwidth connections to a mobile telephoneswitching o�ce (MTSO), which is itself connected to the public-switched telephone network (PSTN). Thehando� of mobile units crossing cell boundaries is typically handled by the MTSO, although in currentsystems some of this functionality is handled by the base stations and/or mobile units.The original cellular system design was �nalized in the late 60's. However, due to regulatory delaysfrom the FCC, the system was not deployed until the early 80's, by which time much of the originaltechnology was out-of-date. The explosive growth of the cellular industry took most everyone by surprise,especially the original inventors at AT&T, since AT&T basically abandoned the cellular business by theearly 80's to focus on �ber optic networks. The �rst analog cellular system deployed in Chicago in 1983was already saturated by 1984, at which point the FCC upped the cellular spectral allocation from 40MHzto 50MHz. As more and more cities became saturated with demand, the development of digital cellulartechnology for increased capacity and better performance became essential.The current generation of cellular systems are all digital. In addition to voice communication thesesystems provide email, voice mail, and paging services. Unfortunately, the great market potential forcellular phones led to a proliferation of digital cellular standards. Today there are three di�erent digitalcellular phone standards in the U.S. alone, and other standards in Europe and Japan, none of which arecompatible. The fact that di�erent cities have di�erent incompatible standards makes roaming throughoutthe U.S. using one digital cellular phone impossible. Most cellular phones today are dual-mode: theyincorporate one of the digital standards along with the old analog standard, since only the analog standardprovides universal coverage throughout the U.S. More details on today's digital cellular systems will be



4 CHAPTER 1. WIRELESS NETWORKSgiven in Section 1.6.1.Radio paging systems are another example of an extremely successful wireless data network, with 50million subscribers in the U.S. alone. However, their popularity is starting to wane with the widespreadpenetration and competitive cost of cellular telephone systems. Paging systems allow coverage over verywide areas by simultaneously broadcasting the pager message at high power from multiple base stations orsatellites. These systems have been around for many years. Early radio paging systems were analog 1 bitmessages signaling a user that someone was trying to reach him or her. These systems required callbackover the regular telephone system to obtain the phone number of the paging party. Recent advancesnow allow a short digital message, including a phone number and brief text, to be sent to the pagee aswell. In paging systems most of the complexity is built into the transmitters, so that pager receiversare small, lightweight, and have a long battery life. The network protocols are also very simple sincebroadcasting a message over all base stations requires no routing or hando�. The spectral ine�ciencyof these simultaneous broadcasts is compensated by limiting each message to be very short. Pagingsystems continue to evolve to expand their capabilities beyond very low-rate one-way communication.Current systems are attempting to implement \answer-back" capability, i.e. two-way communication.This requires a major change in the pager design, since it must now transmit signals in addition toreceiving them, and the transmission distances can be quite large. Recently many of the major pagingcompanies have teamed up with the palmtop computer makers to incorporate paging functions into thesedevices [48]. This development indicates that short messaging without additional functionality is nolonger su�cient to meet today's communication needs.Commercial satellite communication systems are now emerging as another major component of thewireless communications infrastructure. Satellite systems can provide broadcast services over very wideareas, and are also necessary to �ll the coverage gap between high-density user locations. Satellitemobile communication systems follow the same basic principle as cellular systems, except that the cellbase stations are now satellites orbiting the earth. Satellite systems are typically characterized by theheight of the satellite orbit, low-earth orbit (LEOs), medium-earth orbit (MEO), or geosynchronous orbit(GEO). The geosynchronous orbits are seen as stationary from the earth, whereas the satellites withother orbits have their coverage area change over time. The disadvantage of high altitude orbits is thatit takes a great deal of power to reach the satellite, and the propagation delay is typically too large fordelay-constrained applications like voice. However, satellites at these orbits tend to have larger coverageareas, so fewer satellites (and dollars) are necessary to provide wide-area or global coverage. The conceptof using geosynchronous satellites for communications was �rst suggested by the science �ction writerArthur C. Clarke in 1945. However, the �rst deployed satellites, the Soviet Union's Sputnik in 1957and the Nasa-Bell Laboratories Echo-1 in 1960, were not geosynchronous due to the di�culty of liftinga satellite into such a high orbit. The �rst GEO satellite was launched by Hughes and Nasa in 1963and from then until very recently GEOs dominated both commercial and government satellite systems.The trend in current satellite systems is to use lower orbits so that lightweight handheld devices cancommunicate with the satellite [4]. Inmarsat is the most well-known GEO satellite system today, butmost new systems use LEO orbits (e.g. Globalstar, Teledesic, and Iridium). These LEOs provide globalcoverage but the link rates remain low: less than 20kbps. Once deployed, these systems will allow callsany time and anywhere using a single communications device. The services provided by satellite systemsinclude voice, paging, and messaging services, all at fairly low data rates[4, 6].
1.1.2 Wireless Data VisionThe vision of wireless communication providing high-speed high-quality information exchange betweenportable devices located anywhere in the world is the communications frontier of the next century. This



1.1. INTRODUCTION 5vision will allow people to operate a virtual o�ce anywhere in the world using a small handheld device- with seamless telephone, modem, fax, and computer communications. Wireless LANs will be used toconnect together palmtop, laptop, and desktop computers anywhere within an o�ce building or campus,as well as from the corner cafe. In the home these LANs will enable a new class of intelligent homeelectronics that can interact with each other and with the Internet. Video teleconferencing will takeplace between buildings that are blocks or continents apart, and these conferences can include travelersas well, from the salesperson who missed his plane connection to the CEO o� sailing in the Carribean.Wireless video will be used to create remote classrooms, remote training facilities, and remote hospitalsanywhere in the world.The various applications described above are all components of the wireless vision. So what, exactly,is wireless communications? There are many di�erent ways to segment this complex topic into di�erentapplications, systems, or coverage regions, as shown in Figure 1. Wireless applications include voice,Internet access, web browsing, paging and short messaging, subscriber information services, �le transfer,and video teleconferencing. Systems include cellular telephone systems, wireless LANs, wide-area wirelessdata systems, and satellite systems. Coverage regions include in-building, campus, city, regional, andglobal. The question of how best to characterize wireless communications along these various segmentshas resulted in considerable fragmentation in the industry, as evidenced by the many di�erent wirelessproducts, standards, and services being o�ered or proposed. One reason for this fragmentation is thatdi�erent wireless applications have di�erent requirements. Voice systems have relatively low data raterequirements (around 20 Kbps) and can tolerate a fairly high probability of bit error (bit error rates, orBERs, of around 10�3), but the total delay must be less than 100 msec or it becomes noticeable to theend user. On the other hand, data systems typically require much higher data rates (1-100 Mbps) andvery small BERs (the target BER is 10�8 and all bits received in error must be retransmitted) but donot have a �xed delay requirement. Real-time video systems have high data rate requirements coupledwith the same delay constraints as voice systems, while paging and short messaging have very low datarate requirements and no delay constraints. These diverse requirements for di�erent applications makeit di�cult to build one wireless system that can satisfy all these requirements simultaneously. Wirednetworks are moving towards integrating the diverse requirements of di�erent systems using a singleprotocol (e.g. ATM or SONET). This integration requires that the most stringent requirements for allapplications be met simultaneously. While this is possible on wired networks, with data rates on theorder of Gbps and BERs on the order of 10�12, it is not possible on wireless networks, which have muchlower data rates and higher BERs. Therefore, at least in the near future, wireless systems will continueto be fragmented, with di�erent protocols tailored to support the requirements of di�erent applications.Will there be a large demand for all wireless applications, or will some ourish while others vanish?Companies are investing large sums of money to build multimedia wireless systems, yet the only highlypro�table wireless application so far is voice. Experts have been predicting a huge market for wirelessdata services and products for the last 10 years, but the market for these products remains relativelysmall with sluggish growth. To examine the future of wireless data, it is useful to see the growth of variouscommunication services over the last �ve years, as shown in Figure 2. In this �gure we see that cellularand paging subscribers are growing exponentially. This growth is exceeded only by the growing demandfor Internet access, driven by web browsing and email exchange. The number of laptop and palmtopcomputers is also growing steadily. These trends indicate that people want to communicate while on themove. They also want to take their computers wherever they go. It is therefore reasonable to assume thatpeople want the same data communications capabilities on the move as they enjoy in their home or o�ce.Yet the number of wireless data subscribers remains relatively at. Why the discrepancy? We believethat the main reason for the lack of enthusiasm in wireless data is the high cost and poor performance



6 CHAPTER 1. WIRELESS NETWORKSof today's systems.Consider the performance gap between wired and wireless networks for both local and wide-areanetworks, as shown in Figure 3. Wired local-area networks have data rates that are two orders ofmagnitude higher than their wireless counterparts. ATM is promising 100,000 Kbps for wired wide-area networks, while today's wide-area wireless data services provide only tens of Kbps. Moreover, theperformance gap between wired and wireless networks appears to be growing. Thus, the most formidableobstacle to the growth of wireless data systems is their performance. Many technical challenges mustbe overcome to improve wireless network performance such that users will accept this performance inexchange for mobility.
1.1.3 Technical ChallengesThe technical problems that must be solved to make the wireless vision a reality extend across all levelsof the system design. At the hardware level the terminal must have multiple modes of operation tosupport the di�erent applications and di�erent media. Desktop computers currently have the capability toprocess voice, image, text, and video data, but breakthroughs in circuit design are required to implementmultimode operation in a small, lightweight, handheld device. Since most people don't want to carryaround a twenty pound battery, the signal processing and communications hardware of the portableterminal must consume very little power, which will impact higher levels of the system design. Many ofthe signal processing techniques required for e�cient spectral utilization and networking demand muchprocessing power, precluding the use of low power devices. Hardware advances for low power circuits withhigh processing ability will relieve some of these limitations. However, placing the processing burden on�xed location sites with large power resources has and will continue to dominate wireless system designs.The associated bottlenecks and single points-of-failure are clearly undesirable for the overall system. The�nite bandwidth and random variations of the communication channel will also require robust compressionschemes which degrade gracefully as the channel degrades.The wireless communication channel is an unpredictable and di�cult communications medium. Firstof all, the radio spectrum is a scarce resource that must be allocated to many di�erent applications and sys-tems. For this reason spectrum is controlled by regulatory bodies both regionally and globally. In the U.S.spectrum is allocated by the FCC, in Europe the equivalent body is the European TelecommunicationsStandards Institute (ETSI), and globally spectrum is controlled by the International TelecommunicationsUnion (ITU). A regional or global system operating in a given frequency band must obey the restric-tions for that band set forth by the corresponding regulatory body as well as any standards adopted forthat spectrum. Spectrum can also be expensive, especially in the U.S., since the FCC began auctioningspectral allocations. In the recent spectral auctions at 2 GHz, companies spent over nine billion dollarsfor licenses. The spectrum obtained through these auctions must be used extremely e�ciently to get areasonable return on its investment, and it must also be reused over and over in the same geographicalarea, thus requiring cellular system designs with high capacity and good performance. At frequenciesaround several Gigahertz wireless radio components with reasonable size, power consumption, and costare available. However, the spectrum in this frequency range is extremely crowded. Thus, technologicalbreakthroughs to enable higher frequency systems with the same cost and performance would greatlyreduce the spectrum shortage, although path loss at these higher frequencies increases, thereby limitingrange.As a signal propagates through a wireless channel, it experiences random uctuations in time if thetransmitter or receiver is moving, due to changing reections and attenuation. Thus, the characteristicsof the channel appear to change randomly with time, which makes it di�cult to design reliable systemswith guaranteed performance. Security is also more di�cult to implement in wireless systems, since the



1.2. THE WIRELESS CHANNEL 7airwaves are susceptible to snooping from anyone with an RF antenna. The analog cellular systems haveno security, and you can easily listen in on conversations by scanning the analog cellular frequency band.To support applications like electronic commerce and credit card transactions, the wireless network mustbe secure against such listeners.Wireless networking is also a signi�cant challenge. The network must be able to locate a given userwherever it is amongst millions of globally-distributed mobile terminals. It must then route a call to thatusers as it moves at speeds of up to 100 mph. The �nite resources of the network must be allocated ina fair and e�cient manner relative to changing user demands and locations. There is also a tremendousinfrastructure in place today of wired networks: the telephone system, the Internet, and �ber optic cable,which should be used to connect wireless systems together into a global network. However, wirelesssystems with mobile users will never be able to compete with wired systems in terms of data rate andreliability. The design of protocols to interface between wireless and wired networks with vastly di�erentperformance capabilities remains a challenging topic of research.Perhaps the most signi�cant technical challenge in wireless network design is an overhaul of thedesign process itself. Wired networks are mostly designed according to the layers of the OSI model:each layer is designed independent from the other layers with baseline mechanisms to interface betweenlayers. This methodology greatly simpli�es network design, although it leads to some ine�ciency andperformance loss due to the lack of a global design optimization. However, the large capacity and goodreliability of wired network links make is easier to bu�er high-level network protocols from the lower levelprotocols for link transmission and access, and the performance loss resulting from this isolated protocoldesign is fairly low. However, the situation is very di�erent in a wireless network. Wireless links canexhibit very poor performance, and this performance along with user connectivity and network topologychanges over time. In fact, the very notion of a wireless link is somewhat fuzzy due to the nature ofradio propagation. The dynamic nature and poor performance of the underlying wireless communicationchannel indicates that high-performance wireless networks must be optimized for this channel and mustadapt to its variations as well as to user mobility. Thus, these networks will require an integrated andadaptive protocol stack across all layers of the OSI model, from the link layer to the application layer.This new paradigm for wireless network protocol design will be discussed in Section 1.5.6.In the remainder of this chapter we will provide more details about the technical challenges of wirelessnetwork design. We begin with a description of the wireless channel characteristics. We then describe thelink layer design, which is responsible for sending and receiving bits over the wireless channel. Next weoutline basic strategies for sharing the wireless channel among many users. We also describe the designchallenges inherent to the overall wireless network. The chapter concludes with an in-depth descriptionof current and future systems and standards, followed by the chapter summary.
1.2 The Wireless ChannelThe wireless radio channel poses a severe challenge as a medium for reliable high-speed communication.Not only is it susceptible to noise, interference, blockage, and multipath, but these channel impedimentschange over time in unpredictable ways due to user movement. In this section we describe the underlyingphysics of the radio channel. These characteristics impose fundamental limits on the range, data rate,and reliability of communication over wireless links. These limits are determined by several factors, mostsigni�cantly the propagation environment and the user mobility. For example, the radio channel for anindoor user at walking speeds typically supports higher data rates with better reliability than the channelof an outdoor user surrounded by tall buildings and moving at rapid speeds.Wireless systems use the atmosphere as their transmission medium. Radio signals are sent across



8 CHAPTER 1. WIRELESS NETWORKSthis media through an electromagnetic signal. Electromagnetic radiation is created by inducing a currentof su�cient amplitude into an antenna whose dimensions are approximately the same as the wavelengthof the generated signal, where the signal wavelength � equals the signal's carrier frequency divided by thespeed of light. We focus on radio waves in the UHF and SHF frequency bands, which occupy the .3-3GHzand 3-30GHz portions of the spectrum, respectively. Most terrestrial mobile communication systems usethe UHF band, while satellite systems typically operate in the SHF band. The reason that we focuson these frequency bands is that most existing and emerging wireless communication system operate inthese frequencies, and at these frequencies the earth's curvature and the ionosphere do not a�ect signalpropagation.A typical propagation scenario for a wireless system is shown in Figure 4. The transmitted signal hasa direct-path component between the transmitter and receiver which may be attenuated or obstructed.Other components of the transmitted signal, refered to as multipath components, are reected, scattered,or di�racted by surrounding objects, and arrive at the receiver shifted in amplitude, phase, and timerelative to the direct-path signal. The received signal may also experience interference from other usersin the same frequency band. Based on this model the wireless radio channel has four main characteristics:path loss, shadowing, multipath, and interference. Path loss determines how the average received signalpower decreases with the distance between the transmitter and receiver. Shadowing characterizes thesignal attenuation due to obstructions from buildings or other objects. Multipath fading is caused byconstructive and destructive combining of the multipath signal components, which causes random uctu-ations in the received signal amplitude (at-fading) as well as self-interference (intersymbol interferenceor frequency-selective fading). Interference characterizes the e�ects of other users operating in the samefrequency band either in the same system or in di�erent systems. In the following sections we describeeach of these characteristics in more detail, along with their impact on wireless system performance.
1.2.1 Path lossPath loss is de�ned as the ratio of received power over transmitted power for a given propagation path, andis usually a function of propagation distance. The initial understanding of path loss associated with radiopropagation goes back to the early work of Hertz in the 1880's, which showed that electromagnetic wavepropagation was possible in free space. Free-space is the simplest propagation model for path loss. In thismodel there is a direct-path signal component between the transmitter and receiver, with no attenuatingobjects or multipath reections. The received signal power in free space propagation is proportionalto the transmitted power and the power gains from the transmit and receive antennas, and inverselyproportional to the square of the signal carrier frequency and the square of the propagation distance [38].Most electromagnetic waves in wireless systems propagate through environments more complex than freespace, where they are reected, scattered, and di�racted by walls, terrain, buildings, and other objects.The ultimate details of propagation in complex environments can be obtained by solving Maxwell'sequations with boundary conditions that express the physical characteristics of the obstructing objects[43]. This requires calculation of the Radar Cross Section for large and complex structures. Since thesecalculations are di�cult, and many times the necessary parameters are not available, approximations havebeen developed to characterize path loss in wireless systems without resorting to Maxwell's equations.There are di�erent, often complicated, models for path loss in di�erent wireless environments [8, 35,47, 11, 46, 27]. A simple exponential model for path loss that captures the key features of most of thesecomplex models is that the received signal power is proportional to the transmitted power and inverselyproportional to the square of the signal frequency and to the transmission distance raised to the power �,where � is the path loss exponent [44]. In free space propagation � = 2, whereas in typical propagationenvironments � ranges between two and four.



1.2. THE WIRELESS CHANNEL 9For any path loss model the received signal-to-noise ratio (SNR=Pr=N) is the ratio of the receivedsignal power to the noise power (noise is usually modeled as Gaussian and white, i.e. its power spectraldensity is constant). The BER of a wireless channel is a function of the channel's SNR. The SNR requiredto meet a given BER target depends on the data rate of the channel, the communication techniques used,and the channel characteristics. Since path loss impacts the received SNR it imposes limits on either thedata rate or the signal range of a given communication system. Moreover, since the path loss exponentdetermines how quickly the signal power falls o� with respect to distance, wireless channels with smallpath loss exponents will typically have larger coverage areas than those with large path loss exponents.Note that the path loss is inversely proportional to the square of the signal frequency so, for example,increasing the signal frequency by a factor of 10 reduces the received power and corresponding SNR bya factor of 100.
1.2.2 Shadow FadingThe transmission path between a transmitter and receiver is often blocked by hills or buildings outdoorsand by furniture or walls indoors. As a result the received signal power is in fact a random variable thatdepends on the number and dielectric properties of the attenuating objects between the transmitter andreceiver. Random signal variations due to these obstructing objects is called shadow fading. Measurementsin many wireless environments indicate that the power, measured in decibles (dB), of a received signalsubject to shadow fading follows a Gaussian (normal) distribution, with the mean determined by pathloss and the standard deviation ranging from four to twelve dB, depending on the environment. Whenthe shadow fading distribution for the average received power in dB is normal we call this log-normalshadowing, since the log of the received power follows a normal distribution. The random value of theshadow fading changes, or decorrelates, as the mobile unit moves past or around the obstructing object.Based on path loss alone the received signal power at a �xed distance from the transmitter should beconstant. However, shadow fading causes the received signal power at equal distances from the transmitterto be di�erent, since some locations have more severe shadow fading than others. Thus, to ensure that thereceived SNR requirements are met at a given distance from the transmitter, the transmit power mustbe increased to compensate for severe shadow fading at some locations. This power increase imposesadditional burdens on the transmitter battery and causes additional interference to other users in thesame frequency band.
1.2.3 Multipath Flat-fading and Intersymbol InterferenceMultipath gives rise to two signi�cant channel impairments: at-fading and intersymbol interference. Flat-fading describes the rapid uctuations of the received signal power over short time periods or over shortdistances. Such fading is caused by the interference between di�erent multipath signal components thatarrive at the receiver at di�erent times and hence are subject to constructive and destructive interference.This constructive and destructive interference generates a standing wave pattern of the received signalpower relative to distance or, for a moving receiver, relative to time. Figure 5 shows a plot of the fadingexhibited by the received signal power in dB as a function of time or distance. We see from this �gurethat the destructive interference causes the received signal power to fall more than 30 dB (three orders ofmagnitude) below its average value. We say that a channel is in a deep fade whenever its received signalpower falls below that required to meet the link performance speci�cations. Thus, since communicationlinks are designed with an extra power margin (link margin) of 10-20 dB to compensate for fading andother channel impairments, a channel is in a deep fade if its received power falls 10-20 dB below its averagereceived power. We see from Figure 5 that at-fading channels often experience deep fades. In addition,



10 CHAPTER 1. WIRELESS NETWORKSthe changes in signal power are extremely rapid: the signal power changes drastically for distances ofapproximately half a signal wavelength. At a signal frequency of 900 MHz, this corresponds to ever .3 mor every microsecond for terminals moving at 30 mph. The variation in the received signal envelope of aat-fading signal typically follows a Rayleigh distribution if the signal path between the transmitter andreceiver is obstructed and a Ricean distribution if this signal path is not obstructed.The combination of path loss, shadowing, and at-fading is shown in Figure 6. We see that the powerfallo� with distance due to path loss is fairly slow, while the signal variation due to shadowing changesmore quickly, and the variation due to at-fading is very fast. Flat-fading has two main implications forwireless link design. First, in at-fading the received signal power falls well below its average value. Thiscauses a large increase in BER, which can be reduced somewhat by increasing the transmitted power ofthe signal. However, it is very wasteful of power to compensate for at-fading in this manner, since deepfades occur rarely and over very short time periods. Thus, most systems do not increase their transmitpower su�ciently to remove deep signal fades. For typical user speeds and data rates these fades a�ectmany bits, thereby cause long strings of bit errors called error bursts. Error bursts are di�cult to correctfor using error-correction codes, since these codes can typically only correct for a few simultaneous biterrors. Other methods to compensate for error bursts due to at-fading will be discussed in Section 1.3.3.The other main impairment introduced by multipath is intersymbol interference (ISI). ISI becomesa signi�cant problem when the maximum di�erence in the path delays of the di�erent multipath com-ponents, called the multipath delay spread, exceeds a signi�cant fraction of a bit time. This results inself-interference, since a multipath reection carrying a given bit transmission will arrive at the receiversimultaneously with a di�erent (delayed) multipath reection carrying a previous bit transmission. Inthe frequency domain this self-interference corresponds to a non-at frequency spectrum, so signal com-ponents at di�erent frequencies are multiplied by di�erent complex scale factors, thereby distorting thetransmitted signal. For this reason ISI is also referred to as frequency-selective fading. A channel exhibitsfrequency-selective fading if the channel's coherence bandwidth, de�ned as the inverse of the channel'smultipath delay spread, is less than the bandwidth of the transmitted signal. ISI causes a high BERthat cannot be reduced by increasing the signal power, since that also increases the power of the self-interference. Thus, without compensation ISI forces a reduction in data rate such that the delay spreadassociated with the multipath components is less than a bit time. This imposes a stringent constraint ondata rates, on the order of 100 Kbps for outdoor environments and 1 Mbps for indoor environments. Thus,some form of ISI compensation is needed to achieve high data rates. These compensation techniques willbe discussed in Section 1.3.4.
1.2.4 Doppler Frequency ShiftRelative motion between the transmitter and receiver causes a shift in the frequency of the transmittedsignal called the Doppler shift. The Doppler shift, fD, is given by fD = v=�, where v is the relativevelocity between the transmitter and receiver and � is the wavelength of the transmitted signal. Sincethe mobile velocity varies with time, so does the Doppler shift. This variable Doppler shift introducesan FM modulation into the signal, causing the signal bandwidth to increase by roughly fD. Assuming atransmit frequency of 900 MHz and a user speed of 60 mph, the Doppler shift is roughly 80 Hz. Sincetypical signal bandwidths are on the order of tens of kilohertz or more, bandwidth spreading due toDoppler is not a signi�cant problem in most applications. However, Doppler does cause the signal todecorrelate over a time period roughly equal to 1=fD. For di�erential signal detection the Doppler imposesa lower bound on the channel BER that cannot be reduced by increasing the signal power. More detailson the impact of channel Doppler for di�erential detection will be discussed in Section 1.3.1.



1.2. THE WIRELESS CHANNEL 111.2.5 InterferenceWireless communication channels experience interference from various sources. The main source of inter-ference in cellular systems is frequency reuse, where frequencies are reused at spatially-separated locationsto increase spectral e�ciency. Interference from frequency reuse can be reduced by multiuser detection[55], directional antennas [58], and dynamic channel allocation [31], all of which increase system com-plexity.Other sources of interference in wireless systems include adjacent channel interference, caused bysignals in adjacent channels with signal components outside their allocated frequency range, and nar-rowband interference, caused by users in other systems operating in the same frequency band. Adjacentchannel interference can be mostly removed by introducing guard bands between channels, however thisis wasteful of bandwidth. Narrowband interference can be removed through notch �lters or spread spec-trum techniques. Notch �lters are simple devices however they require knowledge of the exact locationof the narrowband interference. Spread spectrum is very e�ective at removing narrowband interference,as will be discussed in Section 1.3.4, however it requires signi�cant spreading of the signal bandwidth aswell as an increase in system complexity. For these reasons spread spectrum in not typically used justto remove narrowband interference. However, spread spectrum allows multiple users to share the samebandwidth, and is therefore also used for multiple access.
1.2.6 Infrared versus RadioInfrared is a form of wireless communication where the frequency of the transmitted signal is muchhigher than typical radio frequencies, around 100 GHz [30]. Because the received signal power is inverselyproportional to the square of the signal frequency, infrared transmission over large distances requires a veryhigh transmit power or highly directional antennas. There are two main forms of infrared transmission:directive and nondirective. In directive transmission the transmit antenna is pointed directly at thereceiver, whereas in nondirective transmission the signal is transmitted uniformly in all directions. Sincedirective transmission concentrates all its power in one direction, it typically achieves much higher datarates than nondirective transmission. However, these systems are severely degraded by obstructing objectsand the corresponding shadow fading, which is di�cult to avoid in most indoor environments with mobileusers. Non-directed links have limited range due to path loss, typically in the tens of meters.Infrared transmission enjoys a number of advantages over radio, most signi�cantly the fact thatspectrum in this frequency range is unregulated. Thus, infrared systems need not obtain an FCC licensefor operation. In addition, infrared systems are immune to radio interference. Infrared radiation willnot penetrate walls and other opaque materials, so an infrared signal is con�ned to the room in which itoriginates. This makes infrared more secure against eavesdropping and it allows neighboring rooms to usethe same infrared links without interference. These signals are not subject to at-fading since variationsin the received signal power are integrated out by the detector. However, ISI is a major problem for high-speed infrared systems, as it is for radio systems. Thus, high-speed infrared systems must use some formof ISI mitigation, typically equalization. Infrared systems are also signi�cantly degraded by ambient light,since it radiates at roughly the same frequency, causing substantial noise. In summary, infrared systemsare unlikely to be used for low-cost outdoor systems due to limited range. They have some advantagesover radio systems in indoor environments, but must overcome the ambient light and range limitationsto be successful in these applications. Due to these problems radio is still the dominant technology forboth indoor and outdoor systems.



12 CHAPTER 1. WIRELESS NETWORKS1.2.7 Capacity Limits of Wireless ChannelsThe pioneering work of Claude Shannon in 1949 determined the ultimate capacity limits of communicationchannels with white Gaussian noise [49]. For a channel without shadowing, fading, or ISI, Shannondetermined that the maximum possible data rate on a given channel of bandwidth B is R = B log2(1 +SNR) bps, where SNR is the received signal-to-noise power ratio. Shannon capacity is a theoreticallimit that cannot be achieved in practice, however as link level design techniques improve data ratesfor these systems approach this theoretical bound. Since wireless communications is a relatively new�eld, the Shannon capacity is unknown for many wireless channels of interest, and depends not onlyon the channel but also on whether or not the transmitter and/or the receiver can track the channelvariations [25, 14]. In addition, link level design for wireless channels is still relatively immature, hencethere is typically a large gap between actual performance and Shannon capacity when this capacity isknown. For example, one of the digital cellular standards has a 30 KHz bandwidth and a received SNRof approximately 20 dB (or more) after attenuation from shadow fading. The Shannon capacity of thischannel with Rayleigh fading, assuming that the channel variation can be tracked, is on the order of 200Kbps [25]. However, cellular systems only achieve data rates on the order of 20 Kbps per channel, anorder of magnitude less than the Shannon limit. While some of this performance gap is due to channelimpairments that are not incorporated into this simple model, most of the gap is due to the relativelyine�cient signaling methods used on today's wireless channels. In wired channels, where technology isquite mature and the channel characteristics fairly benign, the data rates achieved in practice are quiteclose to the Shannon bound. For example, telephone lines have a capacity limit of between 30 and 60Kbps, depending on the line quality, and modems sold today are achieving close to these data rates.The simple formula given above for Shannon capacity is applicable to static channels with whiteGaussian noise. Shannon capacity is also known for static channels with non-white noise and intersymbolinterference [22]. However, determining the capacity limits of time-varying wireless channels with shad-owing, multipath fading, and intersymbol interference is quite challenging, and depends on the channelcharacteristics, the channel rate of change, and the ability to track the channel variations. A relativelysimple lower bound for the capacity of any channel is the Shannon capacity under the worst-case prop-agation conditions. This can be a good bound to apply in practice, since many communication linksare designed to have acceptable performance even under the worst-case conditions. However, worst-casesystem design and capacity evaluation can be overly pessimistic, since typical operating conditions aregenerally much better than worst-case. For channels with severe multipath the channel capacity underworst-case fading conditions can be equal or close to zero. Fading compensation techniques can be usedon these channels to increase both their Shannon capacity and their achievable data rates in practice.Some of these compensation techniques will be discussed in the next section.
1.3 Link Level DesignIn this section we describe the link layer design for wireless channels. The goal of this design is toprovide high data rates with low delays and BERs while using minimum bandwidth and transmit power.The link layer design must perform well in radio environments with fading, shadowing, multipath, andinterference. Hardware constraints, such as imperfect timing and nonlinear ampli�ers, must also be takeninto consideration. Low-power implementations are needed, particularly for the mobile units, which havelimited battery power. In addition, low-cost implementations for both transmitter and receiver are clearlydesirable. Many of these properties are mutually exclusive, and induce tradeo�s in the choice of link leveldesign techniques.



1.3. LINK LEVEL DESIGN 131.3.1 Modulation TechniquesDigital modulation is the process of encoding a digital information signal into the amplitude, phase,or frequency of the transmitted signal [59, 40, 57]. This encoding process impacts the bandwidth ofthe transmitted signal and its robustness to channel impairments. In general, a modulation techniqueencodes several bits into one symbol, and the rate of symbol transmission determines the bandwidth ofthe transmitted signal. Since the signal bandwidth is determined by the symbol rate, having a largenumber of bits per symbol generally yields a higher data rate for a given signal bandwidth. However, thelarger the number of bits per symbol, the greater the required received SNR for a given target BER.Digital modulation techniques typically fall in the category of linear or nonlinear. In linear modu-lation the amplitude and/or phase of the transmitted signal varies linearly with the digital modulatingsignal, whereas the transmitted signal amplitude is constant for nonlinear techniques. In general lin-ear modulation techniques, which include all forms of quadrature-amplitude modulation (QAM) andphase-shift-keying (PSK), use less bandwidth than nonlinear techniques, which include various forms offrequency-shift-keying (FSK and MSK). However, since information is encoded into the amplitude andphase of linear modulation, this type of modulation is more susceptible to amplitude and phase uctu-ations caused by multipath at-fading. In addition, the ampli�ers used for linear modulation must belinear, and these ampli�ers are more expensive and less e�cient than nonlinear ampli�ers. Thus, thebandwidth e�ciency of linear modulation is generally obtained at the expense of hardware cost, power,and higher BERs in fading. Linear modulation techniques are used in most wireless LAN products,whereas nonlinear techniques are used in most cellular and wide-area wireless data systems.Linear modulation techniques can be detected coherently or di�erentially. Coherent detection re-quires the receiver to obtain a coherent phase reference for the transmitted signal. This is di�cult to doin a rapidly fading environment, and also increases the complexity of the receiver. Di�erential detectionuses the previously detected symbol as a phase reference for the current symbol. Because this detectedsymbol is a noisy reference, di�erential detection requires roughly double the power of coherent detectionfor the same BER. In addition, if the channel is changing rapidly then di�erential detection is not veryaccurate, since the channel phase may change considerably over one symbol time. As a result rapidlychanging channels with di�erential detection have an irreducible error oor, i.e. the BER of the channelhas a lower bound (error oor) that cannot be reduced by increasing the received SNR. This error oorincreases as the rate of channel variation (the channel Doppler) increases and decreases as the data rateincreases (since a higher data rate corresponds to a shorter bit time, so the channel phase has less timeto decorrelate between bits). Thus, for high-speed wireless data (above 1 Mbps), the error oor is quitelow at user speeds below 60 mph, but at lower data rates the error oor becomes signi�cant, therebypreventing the use of di�erential detection.
1.3.2 Channel Coding and Link Layer RetransmissionChannel coding adds redundant bits to the transmitted bit stream, which are used by the receiver tocorrect errors introduced by the channel [33, 40, 57]. This allows for a reduction in transmit power toachieve a given target BER and also prevents packet retransmissions if all the bit errors in a packet can becorrected. Conventional forward error correction (FEC) codes use block or convolutional code designs toproduce the redundant bits for FEC: the error correction capabilities of these code designs are obtained atthe expense of increased signal bandwidth or a lower data rate. Trellis codes, invented in the early 1980's,use a joint design of the channel code and the modulation to provide FEC without bandwidth expansionor rate reduction [54]. The latest advance in coding technology is the family of Turbo codes, inventedin 1993 [12]. Turbo codes, which achieve within a fraction of a dB of the Shannon capacity on certain



14 CHAPTER 1. WIRELESS NETWORKSchannels, are complex code designs that combine an encoded version of the original bit stream with anencoded version of one or more permutations of this original bit stream [28]. The optimal decoder for theresulting code is very complex, but Turbo codes use an iterative technique to approximate the optimaldecoder with reasonable complexity. While Turbo codes exhibit dramatically improved performance overpreviously-known coding techniques, and can be used with either binary or multilevel modulation [45],they generally have high complexity and large delays, which makes them unsuitable for many wirelessapplications.Another way to compensate for the channel errors prevalent in wireless systems is to implement linklayer retransmission (part of the protocol known as ARQ, for Automatic Repeat reQuest [13]). In ARQdata is collected into packets and each packet is encoded with a checksum. The receiver uses the checksumto determine if one or more bits in the packet were received in error. If so then the receiver requests aretransmission of the entire packet. Link layer retransmission is wasteful of system resources, since eachretransmission requires additional power and bandwidth and also interferes with other users. In addition,packet retransmissions can cause data to be delivered to the receiver out of order as well as triggeringduplicate acknowledgments or end-to-end retransmissions at the transport layer, further burdening thenetwork. While ARQ has disadvantages, in applications that require error-free packet delivery at the linklayer FEC is not su�cient, so ARQ is the only alternative.
1.3.3 Flat-Fading CountermeasuresThe random variation in received signal power resulting from multipath at-fading causes a very largeincrease in the average BER on the link. For example, in order to maintain an average BER of 10�3 (atypical requirement for the link design of voice systems), 60 times more power is required if at-fading ispresent1. This required increase in power is even larger at the much lower BERs required for data trans-mission. Thus, countermeasure to combat the e�ects of at-fading can signi�cantly reduce the transmitpower required on the link to achieve a target BER. The most common at-fading countermeasures arediversity, coding and interleaving, and adaptive modulation.In diversity, several separate, independently fading signal paths are established between the trans-mitter and receiver, and the received signals obtained from each of these paths are combined. Becausethere is a low probability of independent fading paths experiencing deep fades simultaneously, the sig-nal obtained by combining several such fading paths is unlikely to experience large power variations,especially with four or more diversity paths. Independent fading paths can be achieved by separatingthe signal in time, frequency, space, or polarization. Time and frequency diversity are ine�cient, sinceinformation is duplicated. Polarization diversity is of limited e�ectiveness because only two independentfading paths (corresponding to horizontal and vertical polarization) can be created, and the transmissionpower is usually divided between these two paths. That leaves space diversity as the most e�cient diver-sity technique. In space diversity independent fading paths are obtained using an antenna array, whereeach antenna element receives an independent fading path. In order to obtain independent fading pathsthe antenna elements must be spaced at least one half signal wavelength apart, which may be di�cult onsmall handheld devices, especially in the lower frequency bands (f < 1 GHz or, equivalently, � > :3 m.).Another technique to combat at-fading e�ects is coding and interleaving. In general, at-fadingcauses bit errors to occur in bursts corresponding to the times when the channel is in a deep fade. Low-complexity channel codes can correct at most a few simultaneous bit errors, and the code performancedeteriorates rapidly when errors occur in large bursts. The basic idea of coding and interleaving is tospread burst errors over many codewords. Speci�cally, in the interleaving process adjacent bits in a single1This calculation assumes BPSK modulation. Higher level modulations requires an even larger transmit power increase.



1.3. LINK LEVEL DESIGN 15codeword are separated by bits from other codewords and then these scrambled bits are transmittedover the channel. Since channel errors occur in bursts, the scrambling prevents adjacent bits in thesame codeword from being a�ected by the same error burst. At the receiver the bits are deinterleaved(descrambled) back to their original order and then passed to the decoder. If the interleaving processspreads out the burst errors, and burst errors do not occur too frequently, then the codewords passed tothe decoder will have at most one bit error, and these errors are easily corrected with most FEC channelcodes. The cost of coding and interleaving (increased delay and complexity) may be large if the fadingrate relative to the data rate is slow, which is typically the case for high-speed data. For example, at achannel Doppler of 10 Hz and a data rate of 10 Mbps, an error burst will last around 300,000 bits. In thiscase the interleaver must be large enough to handle at least that much data and the application must beable to tolerate an interleaver delay of at least 30 msec.When the channel can be estimated and this estimate sent back to the transmitter, the transmissionscheme can be adapted relative to the channel conditions. In particular, the data rate, power, andcoding scheme can be adapted relative to the channel fading to maximize the average data rate orto minimize the average transmit power or BER [23]. This adaptation allows the channel to be usedmore e�ciently, since the transmission parameters are optimized to take advantage of favorable channelconditions. There are several practical constraints which determine when adaptive techniques shouldbe used. If the channel is changing so fast that it cannot be accurately estimated or the estimatecannot be fed back to the transmitter before the channel changes signi�cantly then adaptive techniqueswill perform poorly. Adaptive techniques also increase the complexity of both the transmitter and thereceiver to account for the channel estimation and the adaptive transmission. Finally, a feedback pathis required to relay the channel estimate back to the transmitter, which occupies a small amount ofadditional bandwidth on the return channel.
1.3.4 Intersymbol Interference CountermeasuresTechniques to combat ISI fall into two categories: signal processing and antenna solutions. Signal pro-cessing techniques, including equalization, multicarrier modulation, and spread spectrum, can eithercompensate for ISI at the receiver or make the transmitted signal less sensitive to ISI. Antenna solutions,including directive beams and smart antennas, change the propagation environment so that the delaybetween multipath components, and the corresponding ISI resulting from these delays, is reduced.The goal of equalization is to cancel the ISI or, equivalently, to invert the e�ects of the channel[40]. Channel inversion can be achieved by passing the received signal through a linear equalizing �lterwith a frequency response that is the inverse of the channel frequency response. This method of channelinversion is called zero forcing, since the ISI is forced to zero. In linear zero-forcing equalization the noiseis also passed through the inverse channel �lter, and the noise is ampli�ed over frequencies where thechannel has low gain. This noise enhancement can signi�cantly degrade the received SNR of systems withzero-forcing equalization. A better linear equalization technique uses an equalizing �lter that minimizethe average mean square error between the equalizer output and the transmitted bit stream. This type oflinear equalizer is called a minimum mean square error equalizer. Both types of linear equalizers can beimplemented in relatively simple hardware. Although linear equalizers work well on some channels, theirperformance can be quite poor on channels with a long delay spread or with large variations in the channelfrequency response. For these channels the non-linear decision-feedback equalizer (DFE) tends to workmuch better than the linear techniques. A DFE determines the ISI from previously-detected symbols andsubtracts it from the incoming symbols [10]. The DFE does not su�er from noise enhancement becauseit estimates the channel rather than inverting it. On most ISI channels the DFE has a much lower BERthan a linear equalizer with a slightly higher complexity. Other forms of equalization include maximum-



16 CHAPTER 1. WIRELESS NETWORKSlikelihood sequence estimation [21] and Turbo equalization [18], both of which usually outperform theDFE, but also have signi�cantly higher complexity. All equalizer techniques require an accurate channelestimate, which is usually obtained by sending a training sequence over the channel. The equalizer mustalso track variations in the channel by periodic retraining and by adjusting the �lter coe�cients duringdata transmission based on the equalizer outputs [41, 42]. For this reason equalizers do not work well onchannels changing so rapidly that an accurate channel estimate cannot be maintained without signi�canttraining overhead.Multicarrier modulation is another technique to mitigate ISI. In multicarrier modulation the trans-mission bandwidth is divided into narrow subchannels, and the information bits are divided into an equalnumber of parallel streams. Each stream is used to modulate one of the subchannels, which are transmit-ted in parallel. Ideally the subchannel bandwidths are less than the coherence bandwidth of the channel,so that the fading on each subchannel is at, not frequency-selective, thereby eliminating ISI. The sim-plest method for implementing multicarrier modulation is orthogonal (nonoverlapping) subchannels, butthe spectral e�ciency of multicarrier modulation can be increased by overlapping the subchannels. Thisis called orthogonal frequency division multiplexing (OFDM) [16, 15]. A big advantage of OFDM isthat it can be e�ciently implemented using the fast Fourier transform at both the transmitter and thereceiver. Since the entire bandwidth of an OFDM signal experiences frequency-selective fading, someof the OFDM subchannels will have weak SNRs. The performance over the weak subchannels can beimproved by coding across subchannels, frequency equalization, or adaptive loading (transmitting at ahigher data rate on the subchannels with high SNRs). The advantage of multicarrier modulation overequalization is that frequency equalization requires less training than time equalization. However, at-fading, frequency o�set, and timing mismatch impair the orthogonality of the multicarrier subchannels,resulting in self-interference that can signi�cantly degrade performance.Spread spectrum is a technique that spreads the transmit signal over a wide signal bandwidth inorder to reduce the e�ects of at-fading, ISI, and narrowband interference [17, 56]. In spread spectrumthe information signal is modulated by a wideband pseudo-noise (PN) signal, resulting in a much largertransmit signal bandwidth than in the original signal. Spread spectrum �rst achieved widespread use inmilitary applications due to its ability to a hide a signal below the noise by spreading out its power over awide bandwidth, its resistance to narrowband jamming, and its inherent ability to reduce multipath at-fading and ISI. However, these advantages come with a signi�cant complexity increase, especially in thereceiver. There are two common forms of spread spectrum: direct sequence, in which the data sequenceis multiplied by the PN sequence, and frequency hopping, in which the narrowband signal is \hopped"over di�erent carrier frequencies based on the PN sequence. Both techniques result in a transmit signalbandwidth that is much larger than the original signal bandwidth, hence the name spread spectrum.Spread spectrum demodulation occurs in two stages: �rst the received signal is despread by removingthe PN sequence modulation, then the original information signal is demodulated to get the informationbits. In direct sequence despreading is accomplished by multiplying the received signal with an exactcopy of the PN sequence, perfectly synchronized in time. The synchronization process entails a great dealof receiver complexity, and can be degraded by interference, fading, and noise. Frequency-hopped signalsare despread by synchronizing the carrier frequency at the receiver to the hopping pattern of the PNsequence. After despreading the data signal is demodulated at baseband in the conventional way. In thedespreading process narrowband interference and delayed multipath signal components are modulatedby the PN sequence, thereby spreading their signal power over the wide bandwidth of the PN sequence.The narrowband �lter in the baseband demodulator then removes most of this power, which yields thenarrowband interference and multipath rejection properties of spread spectrum. A RAKE receiver canalso be used to coherently combine all multipath components, thereby providing improved performance



1.4. CHANNEL ACCESS 17through receiver diversity [53].Antenna design can also reduce the e�ects of at-fading and ISI. The most common wireless antennais an omnidirectional antenna, where the power gain in all angular directions is the same. Directionalantennas attenuate signals in all but a narrow angular range, and in this range signals are greatlymagni�ed. Multipath signal components typically come from large range of angular directions. Thus,by using directional antennas at the transmitter and/or the receiver, the power in most of the multipathcomponents can be greatly reduced, thereby eliminating most at-fading and ISI. The ISI reductiondirectly translates into increased data rates. For example, data rates exceeding 600 Mbps have beenobtained experimentally in an indoor environment with directional antennas at both the transmitter andthe receiver [19]. Directional antennas can also greatly reduce interference from other users in a cellularsystem if these users are located outside the antenna's angular range of high power gain. However,directional antennas must be carefully positioned to point towards the user of interest, and this directionchanges as users move around. This is a key motivation behind the development of steerable antennas,also called smart or adaptive antennas [2]. These antennas change the shape and direction of theirtransmission beams to accommodate changes in mobile position. A steerable transmitting antenna worksby controlling the phases of the signals at each of its elements, which changes the angular locations ofthe antenna beams (angles with large gain) and nulls (angles with small gain). Using feedback control,an antenna beam can be steered to follow the movement of a mobile, greatly reducing at-fading, andinterference from other users. Smart antennas can also provide diversity gain.
1.4 Channel AccessDue to the scarcity of wireless spectrum, e�cient techniques to share bandwidth among many heteroge-neous users are needed. Applications requiring continuous transmission (e.g. voice and video) generallyallocate dedicated channels for the duration of the call. Sharing bandwidth through dedicated channelallocation is called multiple access. In contrast to voice or video, transmission of data tends to occur inbursts. For example, a remote host will be idle when the user is not typing, so dedicated allocation ofbandwidth for that user is ine�cient. Bandwidth sharing for users with bursty transmissions generallyuse some form of random channel allocation which does not guarantee channel access. Bandwidth shar-ing using random channel allocation is called random access. In general, the choice of whether to usemultiple access or random access, and which technique to use within each access type, will depend on thetra�c characteristics of the system, the state of current access technology, and compatibility with othersystems. This choice is further complicated when frequencies are reused to increase spectral e�ciency,as in cellular system designs. In this section we describe the di�erent multiple access and random accesstechniques along with their corresponding tradeo�s. We also describe spectral etiquette protocols forsharing bandwidth among di�erent systems that do not coordinate with each other.
1.4.1 Multiple AccessMultiple access techniques assign dedicated channels to multiple users through bandwidth division. Meth-ods to divide the spectrum include frequency-division (FDMA), time-division (TDMA), code-division(CDMA), and hybrid combinations of these methods [44]. In FDMA the total system bandwidth is di-vided into orthogonal channels nonoverlapping in frequency that are allocated to the di�erent users. InTDMA time is divided into nonoverlapping time slots that are allocated to di�erent users. In CDMA timeand bandwidth are used simultaneously by di�erent users, modulated by orthogonal or semi-orthogonalspreading codes. With orthogonal spreading codes the receiver can separate out the signal of interest



18 CHAPTER 1. WIRELESS NETWORKSfrom the other CDMA users with no residual interference between users. However, only a �nite numberof orthogonal spreading codes exist for any given signal bandwidth. With semi-orthogonal spreadingcodes the receiver cannot completely separate out signals from di�erent users, so that after receiver pro-cessing there is some residual interference between users. However, there is no hard limit on how manysemi-orthogonal codes exist within a given signal bandwidth. This property, known as soft capacity, hasadvantages and disadvantages in the overall system design which will be outlined in more detail below.Direct-sequence spread spectrum is often used to generate the semi-orthogonal CDMA signals. As dis-cussed in Section 1.3.4, direct sequence spread spectrum has inherent bene�ts of multipath mitigationand narrowband interference rejection that are not inherent to either FDMA or TDMA, at a cost ofsomewhat increased complexity in the transmitter and receiver.FDMA is the least complex of these multiple access techniques. TDMA is somewhat more complex,since it requires timing synchronization among all users. In addition, the orthogonality of the users inTDMA is signi�cantly degraded by ISI, since a signal transmitted in one timeslot will interfere withsubsequence timeslots due to the multipath delay spread. Semi-orthogonal CDMA is the most complexof the multiple access schemes due to the inherent complexity of spread spectrum in general and theadditional complexity of separating out di�erent semi-orthogonal CDMA users. Semi-orthogonal CDMAalso requires stringent power control to prevent the near-far problem. The near-far problem arises fromthe non-orthogonality of the spreading codes, so that every user causes interference to all other users.Due to the power fallo� with distance described in Section 1.2.1, the received signal power of a mobileunit located close to a receiver (or base station) is typically much larger than the received signal powerof a mobile unit farther away. Thus, the interference power of this \near" mobile unit can be largein comparison with the received signal power of the \far" mobile unit. As a result the mobile unitslocated far from the receiver typically experience high interference from other users and correspondinglypoor performance. Power control mitigates the near-far problem by equalizing the received power (andthe corresponding interference power) of all mobile units regardless of their distance from the receiver.However, this equalized power is di�cult to maintain in a at-fading environment, and is one of the majordesign challenges of semi-orthogonal CDMA.Another interesting tradeo� in these multiple access methods is hard versus soft system capacity.TDMA and FDMA place a hard limit on the number of users sharing a given bandwidth, since the channelis divided into orthogonal time or frequency slots, each of which can only support one user. OrthogonalCDMA also has this hard limit. Conversely, semi-orthogonal CDMA has the advantage of soft capacity:there is no absolute limit on the number of users. However, since the semi-orthogonal codes interferewith each other, the performance of all users degrades as the number of users in the system increases:if the number of users is too large then no user will have acceptable performance. Interference fromother CDMA users can be reduced using a range of sophisticated techniques including smart antennas[2], interference cancellation [20], and multiuser detection [55]. These techniques signi�cantly increasethe complexity of the system and can sometimes exhibit poor performance in practice.The competing multiple access methods in the U.S. for cellular and PCS services are mixed FDMA/TDMAwith three time slots per frequency channel (IS-54), semi-orthogonal CDMA (IS-95), and a combinationof TDMA and slow frequency hopping (GSM). The debate among cellular and personal communicationstandards committees and equipment providers over which approach to use has led to numerous analyti-cal studies claiming superiority of one technique over the other under di�erent channel assumptions andoperating scenarios. It is intractable to de�nitively analyze the performance of these di�erent multipleaccess techniques in all real operating environments. Thus there is no common agreement as to whichaccess technique is superior for any given system, especially for systems with frequency reuse or signi�cantchannel impairments.



1.4. CHANNEL ACCESS 191.4.2 Random AccessIn most wireless data networks only a small, unpredictable, and dynamic subset of all the users in thenetwork has data to send at any given time. For these systems it is ine�cient to assign each user adedicated channel. When dedicated channel access is not provided and access to the channel is notguaranteed, a random access protocol is required. Random access protocols are based on packetizeddata transmissions and typically fall in two categories: ALOHA techniques and reservation or demand-assignment protocols [3].In pure ALOHA a transmitter will send data packets over the channel whenever data is available.This leads to a large number of data collisions at the receiver. A collision occurs when two or more packetsare received simultaneously at the receiver and therefore none of the packets can be decoded correctly.Packets that collide must be resent at a later time. The throughput of an ALOHA channel, de�ned asthe rate at which packets are correctly received, is low due to the high probability of collisions. In fact,under standard modeling assumptions the maximum throughput in an ALOHA channel is 18 percentof the channel data rate (the rate that a single user could achieve if it was not sharing the channel)[13]. Fewer collisions occur if time is divided into separate slots and packet transmissions are con�ned tothese predetermined slots, since there is no partial overlap of packets. This modi�cation of pure ALOHAis called slotted ALOHA. Although slotted ALOHA roughly doubles the maximum throughput relativeto pure ALOHA, this throughput is still insu�cient to support bandwidth-sharing among more than ahandful of high-speed users. The number of collisions in ALOHA can be reduced by the capture e�ect,which is similar to the near-far e�ect described above for spread spectrum systems. Speci�cally, due tothe power fallo� with distance of the transmitted signal, a packet transmitted from a mobile that is farfrom the receiver typically causes just a small amount of interference to a packet transmitted from acloser location, so that despite a collision between these packets the latter packet can be \captured", i.e.received without error. Spread spectrum can also be combined with ALOHA to reduce collisions, sincewhen packets modulated with PN spreading sequences collide, they can be separated out by a spreadspectrum receiver. Since spread spectrum random access receivers must be able to demodulate the PNspreading sequences for a large number of users, these receivers typically have very high complexity.ALOHA with carrier sensing is often used in wired networks (e.g. the Ethernet) to avoid packetcollisions. In carrier sensing a transmitter senses the channel before transmission to determine if thechannel is busy. If so then the transmission is delayed until the channel is free. Carrier sensing isoften combined with collision detection, where the channel is monitored during packet transmission. Ifanother user accesses the channel during this transmission, thereby causing a collision, then by detectingthis collision the transmitter can resend the packet without waiting for a negative acknowledgementor timeout. Carrier sensing and collision detection require that a transmitting user can detect packettransmissions from other users to its intended receiver. This detection is often impossible in a wirelessenvironment due to path loss. Speci�cally, suppose two transmitting users are on opposite sides of areceiver, so that the distance between each user and the receiver is half the distance between the twousers. In this case, although the receiver may correctly decode a packet transmitted from either user inthe absence of a collision, each user cannot detect a transmitted packet from the other user since the usersare so far apart. Collision detection is also impaired by shadow fading, since the users may have an objectobstructing the signal path between them. The di�culty of detecting collisions in a wireless environmentis called the \hidden terminal problem" since, due to path loss and shadow fading, the signals from otherusers in the system may be hidden.Since carrier sensing and collision detection are not very e�ective in wireless channels, the currentgeneration of wireless LANs use collision avoidance. In collision avoidance the receiver noti�es all nearbytransmitters when it is receiving a packet by broadcasting a \busy tone". Transmitters with packets



20 CHAPTER 1. WIRELESS NETWORKSto send wait until some random time after the busy tone terminates to begin sending their packets.The random backo� prevents all users with packets to send from simultaneously transmitting as soonas the busy tone terminates. Collision avoidance signi�cantly increases the throughput of ALOHA, andis currently part of several wireless LAN standards. However, the e�cacy of collision avoidance can bedegraded by the e�ects of path loss, shadowing, and multipath fading on the busy tone.
Reservation protocols assign channels to users on demand through a dedicated reservation channel[13]. The channel assignment is done by a central base station or by a common algorithm runningin each terminal. In such a system the total channel bandwidth is divided into data channels andreservation channels, where typically the reservation channels only occupy a small fraction of the totalbandwidth. When a user has data to transmit, he sends a short packet containing a channel request overthe reservation channel. Assuming that this packet is correctly received and a data channel is available,a data channel is reserved for the user's data transmission and this channel assignment is conveyed backto the user. Demand-based assignment can be a very e�cient means of random access since channels areonly assigned when they are needed, as long as the required overhead tra�c to assign channels is a smallpercentage of the message to be transmitted. If not then several problems arise. First there is the setupdelay and overhead associated with the channel reservation request and assignment procedure. For longspurts of tra�c this is not a serious limitation, but for networks with a considerable amount of shortmessaging this delay and overhead can signi�cantly degrade network performance. Second, for heavily-loaded systems the reservation channel may become congested with reservation requests, basically shiftingthe multiple access problem from the data channel to the reservation channel. For networks serving awide variety of data users where a considerable amount of the network tra�c consists of small messages,reservation-based random access may not be the best choice of random access protocol.
Packet-Reservation Multiple Access (PRMA) is a relatively new random access technique that com-bines the advantages of reservation protocols and ALOHA [26]. In PRMA time is slotted and the timeslots are organized into frames with N timeslots per frame. Active terminals with packets to transmitcontend for free time slots in each frame. Once a packet is successfully transmitted in a time slot, the timeslot is reserved for that user in each subsequent frame, as long as the user has packets to transmit. Whenthe user stops transmitting packets in his reserved slot the reservation is forfeited, and the user mustagain contend for free time slots in subsequent packet transmissions. PRMA is well-suited to multimediatra�c with a mix of voice (or continuous stream) tra�c and data. Once the continuous stream tra�chas been successfully transmitted it maintains a dedicated channel for the duration of its transmission,while data tra�c only uses the channel as long as it is needed. PRMA requires little central control andno reservation overhead, so it is superior to reservation-based protocols when there is a mix of voice anddata tra�c.
All random access protocols require packet acknowledgements to guarantee successful reception ofpackets. If a packet is not acknowledged within some predetermined time window then the packet isretransmitted. Since packet acknowledgements are also sent over a wireless channel, they are frequentlydelayed, lost, or corrupted due to channel impairments. This can result in unnecessary packet retrans-mission, which is ine�cient, and packet duplication, which must be handled by the network protocol.Wireless networks can improve the likelihood of timely and uncorrupted packet acknowledgments byusing more powerful link layer techniques to send these acknowledgements. However, this requires thatthe link layer di�erentiate between di�erent types of data transmissions, which adds to the link layercomplexity.



1.5. NETWORK DESIGN 211.4.3 Spectral EtiquetteChannel access allows multiple users in the same system to share a given bandwidth allocation. However,in some cases multiple systems will share the same bandwidth without any coordination, and this requiresinteroperability of their di�erent access techniques and communication designs. This co-existence can beaccomplished through etiquette rules, which are a minimum set of rules that allow multiple systems toshare the available bandwidth fairly. These techniques o�er an alternative to standardization methodsthat require agreement on channel access and system design before systems can be built and deployed.WINForum, an association of companies developing wireless products, has de�ned a set of etiquette rulesfor the unlicensed 2 GHz PCS bands that has been adopted by the FCC [50]. The same set of rules arebeing considered for the 60 GHz spectrum allocation. The key elements of these etiquette rules are: (1)listen before transmitting, to insure that the transmitter is the only user of the spectrum while minimizingthe possibility of interfering with other spectrum users; (2) limit transmission time in order to make itpossible for other users to make use of the spectrum in a fair manner; and (3) limit transmitter power, soas not to interfere with users in nearby spectrum or reusing the same frequency spectrum some distanceaway.
1.5 Network DesignIn this section we address some network design issues for wireless networks. We will �rst describe di�erentnetwork architectures and their relative tradeo�s. Distributed and centralized network control strategieswith respect to these architectures will also be discussed. Next we consider protocols for mobility man-agement, including the location of mobile users, user authentication, and call routing. Network reliabilityand quality-of-service guarantees for wireless networks will also be discussed. Some pitfalls of wired andwireless network interoperability using universal networking protocols like TCP/IP and ATM networkswill be outlined, followed by a brief discussion of security issues in wireless networks.
1.5.1 ArchitectureThe choice of architecture for a two-way wireless network involves a host of issues dealing with the mostfundamental aspects of network design. The three main types of network architectures are a star (centralhub) topology, an ad-hoc or peer-to-peer structure, and a hierarchical or tree structure. These threearchitecture types are illustrated in Figure 7.Hierarchical network architectures are usually only used for wireless networks spanning a range ofcoverage regions, as was shown in Figure 1. In this �gure the lowest level of the hierarchy consists of indoorsystems with small coverage areas, the next level of the hierarchy consists of cellular systems coveringa city, followed by systems with regional and then global coverage. Since the coverage regions de�nea natural hierarchy of the overall network, a hierarchical network architecture along with hierarchicalprotocols for routing and identifying user locations are well-suited to this type of system. However,hierarchical architectures can be problematic for systems operating within a single coverage area wherethere is no natural hierarchy on which to base the architecture. In addition, hierarchical architecturestend to work best with hierarchical routing protocols, which are not very e�cient for routing within asingle coverage area. For these reasons systems designed for a single coverage region typically use eithera star or a peer-to-peer architecture.In a peer-to-peer architecture the nodes self-con�gure into an integrated network using distributedcontrol, and the connection between any two nodes in the network consists of one or more peer-to-peercommunication links. In a star architecture communication ows from network nodes to a central hub



22 CHAPTER 1. WIRELESS NETWORKSover one set of channels, and from the hub to the nodes over a separate set of channels. The choice of apeer-to-peer or a star network architecture depends on many factors. Peer-to-peer architectures requireno existing infrastructure, are easily recon�gurable, and have no single points of failure, leading to verydynamic topologies. In addition, peer-to-peer architectures can use multiple hops for the end-to-end link,which has the advantage of extending the network range, and the disadvantage that if one of the hopsfails, the entire end-to-end link is lost. However, this disadvantage is mitigated by the fact that eachnode may have connections to many other nodes, so there may be multiple ways to form an end-to-endconnection with any other user. These advantages make peer-to-peer architectures the architecture ofchoice in military systems. Since star architectures have only one hop between a network node and thecentral hub, they tend to be more predictable and reliable, however if that connection is weak then thereis no alternative connection. A big advantage of star architectures is that they can use centralized controlfunctions at the hub for channel estimation, access, routing, and resource allocation. This centralizedcontrol usually results in a more e�cient and reliable network, and for this reason many commercialwireless networks use the star architecture. Common examples of wireless systems with peer-to-peerarchitectures include packet radio networks and some wireless LANs, while the wireless star architectureis exempli�ed by cellular and paging systems.
1.5.2 Mobility ManagementMobility management consists of two related functions: location management and call routing. Locationmanagement is the process of identifying the physical location of user so that calls directed to that usercan be routed to his location. Location management is also responsible for verifying the authenticity ofusers accessing the network. Routing consists of setting up a route through the network over which datadirected to a particular user is sent, and dynamically recon�guring the route as the user location changes.In cellular systems location management and routing is coordinated by the base stations or the centralmobile telephone switching o�ce (MTSO), whereas on the Internet these functions are handled by theMobile Internetworking Routing Protocol (Mobile IP).The location management and routing protocols in mobile IP and in cellular systems are somewhatdi�erent, but they both use local and remote data bases for user tracking, authentication, and call routing.In cellular systems location management and call routing are handled by the MTSO in each city. AnMTSO is connected to all base stations in its city via high-speed communication links. The MTSO in eachcity maintains a home location database for local users and a visitor location database for visiting users.Calls directed to a particular mobile unit are routed through the public-switched telephone network to theMTSO in that mobile's home city. When a mobile unit in his home city turns on his handset, that signalis relayed by the local base station to the MTSO. The MTSO authenticates the ID number of the mobileand then registers that user in its home location database. After registration, any calls addressed to thatuser are sent to him by the MTSO via one of its base stations. If a mobile is roaming in a di�erent citythen, by turning on his handset (assuming he has roaming privileges in that city), the mobile registerswith the MTSO in the visiting city. Speci�cally, the mobile's signal is picked up by a local base station inthe visiting city, which relays the signal to the visiting city's MTSO. The visiting city's MTSO then sendsa message to the MTSO in the mobile's home city requesting user authentication and call forwarding forthat user. The MTSO in the mobile's home city authenticates the mobile's ID number, adds the locationof the visiting city's MTSO to its home location database entry for the visiting mobile, and sends acon�rmation message to the visiting city's MTSO. The visiting mobile is then registered in the visitorlocation database of the visiting city's MTSO. After this process is complete, when a call for a visitingmobile arrives at that mobile's home city, the home city MTSO sets up a circuit-switched connectionwith the visiting city's MTSO along which the call is routed. This method of call routing is somewhat



1.5. NETWORK DESIGN 23ine�cient, since a call must travel from its origin to the home city's MTSO and then be rerouted to thevisiting city. The MTSO also coordinates hando�s between base stations by detecting when a mobilesignal is becoming weak at its current base station and �nding the neighboring base station with the bestconnection to that mobile. This hando� process will be discussed in more detail in Section 1.6.1.Location management and routing on the Internet is handled by the Mobile IP protocol, an en-hancement to the IP protocol for supporting user mobility. In the Internet, every node has a uniqueidentifying address, its IP address. In the Mobile IP speci�cation, every mobile host has a home networkand a global IP home address. Software called the home agent resides on the home network, and thissoftware is responsible for routing packets to each mobile host on this network. When a mobile hostvisits a di�erent network, it must �rst discover a foreign agent (typically software residing on the visitingnetwork) that will provide it with packet forwarding. The foreign agent provides the mobile host with acare-of-address, which is basically a temporary IP address where the mobile host can received packets onthe visiting network. The mobile host registers its new care-of address with its home agent. All registra-tion attempts must be carefully authenticated by the home agent, since otherwise a malicious user couldhijack a mobile host's packets simply by furnishing its own IP address as this mobile's care-of address.After the registration process, if a sender directs packets to a visiting mobile at its home IP address, thehome agent forwards these packets to the foreign agent by encapsulating them in a new packet with themobile's care-of-address. The encapsulated packet is sent via conventional IP routing to the foreign agent,where it is deencapsulated and delivered to the mobile host. The mobile host can send packets back tothe sender directly, but the sender's packets must always be routed through the home agent. This routingis ine�cient because packets must be redirected by the home agent rather than routed directly to themobile's visiting network. The mobile IP protocol does not support real-time hando� of a mobile betweendi�erent networks: it is designed mainly for stationary users that occasionally move their computer fromone network to another.
1.5.3 Network ReliabilityAn end-to-end connection in a wireless network is composed of one or more wireless and wired links,with at least one wireless link. These di�erent links have widely varying data rates, BERs, and delays.Moreover, user mobility causes the characteristics of one or more of these links to change over time. Thesecharacteristics make it di�cult to insure reliability of the end-to-end network connection. In particularreliability protocols like TCP that are designed for wired networks do not work well in wireless networks.That is because on today's wired networks link error rates are low and link data rates are high and easyto predict. Thus, network performance is largely determined by how the queues are managed withinthe switches. As a result, packet losses are due almost entirely to congestion-related queue overows,and therefore TCP handles packets losses through congestion control. On wireless networks most packetslosses are due to poor link quality and intermittent connectivity. Using the congestion control mechanismsof TCP to correct for these problems can cause large and variable end-to-end delays and low networkthroughput, as will be discussed in more detail in the next section. In addition, wireless channels have lowdata rates and high BERs, and the random characteristics of these channels make it di�cult to guaranteeor even predict end-to-end data rates, delay statistics, or packet loss probabilities.Performance metrics such as data rates, end-to-end latency, and likelihood of packet loss are usuallyreferred to as a connection's Quality of Service (QoS). The QoS requirements for a connection are basedon the kind of data being transported over that connection. For example, voice has a high tolerance topacket loss but a low tolerance for delay, whereas data has the opposite requirements. QoS speci�cationsare used by a network's admission control procedure to determine if a new connection can be initiated.A connection will not be initiated if its QoS requirements cannot be met throughout the duration of the



24 CHAPTER 1. WIRELESS NETWORKSconnection. QoS is categorized by three types of service: guaranteed, predictive (or statistical), and beste�ort service. For guaranteed QoS the network determines that it can support the QoS requirementsof the end-to-end connection throughout its duration. If so then the network's admission control proce-dure allows the connection to be established and guarantees its requirements will be met. Performanceguarantees are very important for real-time, interactive applications, such as two-way audio or video.Guaranteed QoS is provided by the PSTN, which guarantees a certain voice quality and delay, as well asthe asynchronous transfer mode (ATM) protocol. Both of these systems rely on actual or virtual circuitsfor the end-to-end connection to support the performance guarantees. In predictive QoS the networkpredicts the QoS available for a given connection and the application can choose to accept this predictiveperformance or not. For example, predictive QOS might o�er a 12 msec round trip delay 90% of thetime. No guarantees are given, but if the predictive performance is much better than the requirementsof the application than the application will usually establish the connection. In best-e�ort service thenetwork gives no information about the QoS on a given connection - it makes the best e�ort to transferthe data with minimum packet loss, minimum delay, and maximum data rate. Best e�ort services isappropriate for applications that do not demand real-time performance and that can gracefully adapt tovarying performance in the network. In particular, best e�ort QoS is a good match for data that comesin interactive bursts, interactive bulk transfer, and asynchronous bulk transfer. However, the best e�ortmodel makes the implementation of real-time applications challenging. The inherent impairments andrandom variations of the wireless channel make it di�cult to provide anything other than best e�ortservice in wireless networks. This di�culty is the main challenge in supporting high-speed real-timeapplications like video teleconferencing over these networks. One method to compensate for the lack ofQOS guarantees is to adapt at the application layer to the variable QOS o�ered by the network. Thistechnique is described in more detail in Section 1.5.6.
1.5.4 InternetworkingIn order to connect wired and wireless networks together they must share a common networking protocol.The two network protocols emerging today as standards are TCP/IP and ATM (Section 1.3). TCP/IP iscompatible with most existing wired networks and has proven to work well over a range of wired subnetswith vastly di�erent performance. However, TCP has problems operating over wireless links, mainly dueto its use of congestion control in response to packet delays. Speci�cally, in TCP a packet timeout occurswhenever a packet is delayed by more than a given threshold. In this case the packet is retransmitted,and the ow control window size is reduced. The window size is gradually increased if no more timeoutsoccur. This control mechanism works well when packet delays are due to congestion, since reducing thewindow size reduces ow. However, wireless links can experience large and variable delays, sporadicerror bursts, and intermittent connectivity due to hando�s. Large and variable link delays cause largeoscillations in the TCP sending rate, resulting in large and variable end-to-end delays. Error bursts canresult in unnecessary retransmissions by TCP, since these errors are usually corrected at the link layer,and also cause signi�cant throughput degradation, since ow is reduced in response to every error burst.The e�ect of intermittent connectivity on TCP is similar to that of error bursts, resulting in unnecessaryretransmissions and throughput reduction. Various modi�cations to TCP have been proposed to addressthis issue, but none have emerged as a clear solution [9]. ATM is emerging as a standard for multimediasystems due to its QoS guarantees, which are required for these applications. However, ATM su�ers fromhigh overhead in its packet structure, and its not clear that the QoS guarantees inherent to ATM can beachieved in a wireless network. Eventually a dominant protocol will emerge for internetworking betweenwireless and wired networks. This protocol may be a modi�cation to TCP/IP or ATM, a merging ofthese two protocols (e.g. TCP/IP over ATM), or something completely di�erent.



1.5. NETWORK DESIGN 251.5.5 SecurityWireless communication systems are inherently less private than wireline systems because the wireless linkcan be intercepted without any physical tap, and this interception cannot be detected by the transmitteror the receiver. This lack of link security also makes wireless networks more subject to usage fraud andactivity monitoring than their wireline counterparts. Opportunities for fraudulent attacks will increase asservices like wireless banking and commerce become available. Thus, security technology is an importantchallenge. Security issues can be broken down into three categories: network security, radio link security,and hardware security. Network security includes countermeasures to fraudulent access and monitoringof network activity, and end-to- end encryption. Radio link security entails preventing interception of theradio signal, ensuring privacy of user location information and, for military applications, anti-jam andlow probability of interception and detection capabilities. Hardware security should prevent fraudulentuse of the mobile terminal in the event of theft or loss, and user databases should also be secure againstunauthorized access.
1.5.6 A New Paradigm for Wireless Network DesignNetwork design using the layered OSI architecture has worked fairly well for wired networks, especially asthe communication links evolved to provide gigabit-per-second data rates and BERs of 10�12. However,wireless channels typically have much lower data rates (tens or hundreds of Kbps for typical channelswith high user mobility) and higher BERs (10�2-10�6) than wired channels, and also exhibit sporadicerror bursts and intermittent connectivity. These performance characteristics also vary over time, as doesthe network topology and user tra�c. This variability, coupled with the weak performance of wirelesslinks in general, implies that good end-to-end wireless network performance will not be possible withouta truly optimized, integrated, and adaptive network design.The need for an integrated protocol design is most evident from the characteristics of the wirelesslink itself. The wireless link characteristics impact not only the link data rate, BER, and delay, but alsouser connectivity, multiple access, the overall network topology, and end-to-end delay and throughput.In other words, the wireless link characteristics impact all levels of the network protocol stack. Moreover,in order to optimize network performance each level in the protocol stack should adapt to wireless linkvariations in an appropriate manner, taking into account the adaptive strategies at the other layers.Therefore, an integrated adaptive design across all levels of the protocol stack is needed to best exploitinterdependencies between protocol layers.This integrated approach to adaptive protocol design entails two related questions: what performancemetrics should be measured at each layer of the protocol stack, and what adaptive strategies should bedeveloped for each layer of the protocol stack to best respond to variations in these local performancemetrics. Network design based on the OSI model has looked at these two questions in isolation for eachlayer. But the best answer to both questions at a particular layer depends to a large extent on how andto what the network adapts at other layers of the protocol stack. In other words, the best overall networkdesign requires that these questions be addressed at all layers of the protocol stack simultaneously.The integrated adaptive protocol design should still be based on a hierarchical approach, sincenetwork variations take place on di�erent time scales. Speci�cally, variations in link SNR (i.e. BER andconnectivity) can be very fast, on the order of microseconds for vehicle-based users. Network topologychanges more slowly, on the order of seconds, while variations of user tra�c may change over tensto hundreds of seconds (although this may change as networks support more applications with shortmessaging). The di�erent time scales of the network variations suggest a hierarchical approach forprotocol design, since the rate at which a protocol can adapt to overall network changes is, to a large



26 CHAPTER 1. WIRELESS NETWORKSextent, determined by its location in the protocol stack. For example, suppose the link connectivity (linkSNR) in the wireless link of an end-to-end network connection is weak. By the time this connectivityinformation is relayed to a higher level of the protocol stack (i.e. the network layer for rerouting or theapplication layer for reduced-rate compression), the link SNR may change. Therefore, it makes sensefor each protocol layer to adapt to variations that are local to that layer. If this local adaptation isinsu�cient to compensate for the local performance degradation then the performance metrics at thenext layer of the protocol stack will degrade as a result. Adaptation at this next layer may then corrector at least mitigate the problem that could not be �xed through local adaptation. For example, considerthe weak link scenario. Link connectivity can be measured quite accurately and quickly at the link level.The link protocol can therefore respond to weak connectivity by increasing its transmit power or itserror correction coding. This will correct for variations in connectivity due to, for example, multipathat-fading. However, if the weak link is caused by something di�cult to correct for at the link layer, e.g.the mobile unit is inside a tunnel, then it is better for a higher layer of the network protocol stack torespond by, for example, delaying packet transmissions until the mobile leaves the tunnel. However, real-time applications may not be able to tolerate an increase in packet delay, in which case the applicationcan adapt by reducing its rate of packet transmission. This may entail using a lower rate compressionscheme or sending only priority data (e.g. the voice component of a video stream or the low resolutioncomponents of an image). It is this integrated approach to adaptive networking - how each layer ofthe protocol stack should respond to local variations given adaptation at higher layers - that should beconsidered as a new paradigm in wireless network design.
1.6 Wireless Networks TodayIn this section we give a brief overview of wireless networks in operation today, including cellular systems,cordless phones, wireless LANs, wide area wireless data systems, paging systems, and satellite systems.These systems are mainly di�erentiated by their application (voice or data), support for user mobility,and coverage areas.
1.6.1 Cellular Telephone SystemsCellular telephone systems, also referred to as Personal Communication Systems (PCS), are extremelypopular and lucrative worldwide: these systems have sparked much of the optimism about the futureof wireless networks. Cellular telephone systems are designed to provide two-way voice communicationat vehicle speeds with regional or national coverage. Cellular systems were initially designed for mobileterminals inside vehicles with antennas mounted on the vehicle roof. Today these systems have evolved tosupport lightweight handheld mobile terminals operating inside and outside buildings at both pedestrianand vehicle speeds.The basic premise behind cellular system design is frequency reuse, which exploits path loss to reusethe same frequency spectrum at spatially-separated locations. Speci�cally, the coverage area of a cellularsystem is divided into nonoverlapping cells where some set of channels is assigned to each cell. This samechannel set is used in another cell some distance away, as shown in Figure 8, where the shaded cells usethe same channel set. Operation within a cell is controlled by a centralized base station, as described inmore detail below. The interference caused by users in di�erent cells operating on the same channel setis called intercell interference. The spatial separation of cells that reuse the same channel set, the reusedistance, should be as small as possible to maximize the spectral e�ciency obtained by frequency reuse.However, as the reuse distance decreases, intercell interference increases, due to the smaller propagation



1.6. WIRELESS NETWORKS TODAY 27distance between interfering cells. Since intercell interference must remain below a given threshold foracceptable system performance, reuse distance cannot be reduced below some minimum value. In practiceit is quite di�cult to determine this minimum value since both the transmitting and interfering signalsexperience random power variations due to path loss, shadowing, and multipath. In order to determinethe best reuse distance and base station placement, an accurate characterization of signal propagationwithin the cells is needed. This characterization is usually obtained using detailed analytical models,sophisticated computer-aided modeling, or empirical measurements [44].Initial cellular system designs were mainly driven by the high cost of base stations, approximationone million dollars apiece. For this reason early cellular systems used a relatively small number of cellsto cover an entire city or region. The cell base stations were placed on tall buildings or mountains andtransmitted at very high power with cell coverage areas of several square miles. These large cells are calledmacrocells. Signals propagated out from base stations uniformly in all directions, so a mobile moving in acircle around the base station would have approximately constant received power. This circular contourof constant power yields a hexagonal cell shape for the system, since a hexagon is the closest shape to acircle that can cover a given area with multiple nonoverlapping cells.Cellular telephone systems are now evolving to smaller cells with base stations close to street level orinside buildings transmitting at much lower power. These smaller cells are called microcells or picocells,depending on their size. This evolution is driven by two factors: the need for higher capacity in areas withhigh user density and the reduced size and cost of base station electronics. A cell of any size can supportroughly the same number of users if the system is scaled accordingly. Thus, for a given coverage area asystem with many microcells has a higher number of users per unit area than a system with just a fewmacrocells. Small cells also have better propagation conditions since the lower base stations have reducedshadowing and multipath. In addition, less power is required at the mobile terminals in microcellularsystems, since the terminals are closer to the base stations. However, the evolution to smaller cells hascomplicated network design. Mobiles traverse a small cell more quickly than a large cell, and thereforehando�s must be processed more quickly. In addition, location management becomes more complicated,since there are more cells within a given city where a mobile may be located. It is also harder to developgeneral propagation models for small cells, since signal propagation in these cells is highly dependent onbase station placement and the geometry of the surrounding reectors. In particular, a hexagonal cellshape is not a good approximation to signal propagation in microcells. Microcellular systems are oftendesigned using square or triangular cell shapes, but these shapes have a large margin of error in theirapproximation to microcell signal propagation [24].All base stations in a city are connected via a high-speed communications link to a mobile telephoneswitching o�ce (MTSO). The MTSO acts as a central controller for the network, allocating channelswithin each cell, coordinating hando�s between cells when a mobile traverses a cell boundary, and routingcalls to and from mobile users in conjunction with the public switched telephone network (PSTN). A newuser located in a given cell requests a channel by sending a call request to the cell's base station over aseparate control channel. The request is relayed to the MTSO, which accepts the call request if a channelis available in that cell. If no channels are available then the call request is rejected. A call hando� isinitiated when the base station or the mobile in a given cell detects that the received signal power forthat call is approaching a given minimum threshold. In this case the base station informs the MTSO thatthe mobile requires a hando�, and the MTSO then queries surrounding base stations to determine if oneof these stations can detect that mobile's signal. If so then the MTSO coordinates a hando� between theoriginal base station and the new base station. If no channels are available in the cell with the new basestation then the hando� fails and the call is terminated. False hando�s may also be initiated if a mobileis in a deep fade, causing its received signal power to drop below the minimum threshold even though it



28 CHAPTER 1. WIRELESS NETWORKSmay be nowhere near a cell boundary. User location management, authentication, and routing in cellularsystems were described in Section 1.5.2.Cellular telephone systems have also moved from analog to digital technology. Digital technology hasmany advantages over analog. The components are cheaper, faster, smaller, and require less power. Voicequality is improved due to error correction coding. Digital systems also have higher capacity than analogsystems since they are not limited to FDMA multiple access, and they can take advantage of advancedcompression techniques and voice activity factors. In addition, encryption techniques can be used tosecure digital signals against eavesdropping. All cellular systems being deployed today are digital, andthese systems provide voice mail, paging, and email services in addition to voice. Due to their lower costand higher e�ciency, service providers have used aggressive pricing tactics to encourage user migrationfrom analog to digital systems. Since they are relatively new, digital systems do not always work as wellas the old analog ones. Users experience poor voice quality, frequent call dropping, short battery life,and spotty coverage in certain areas. System performance will certainly improve as the technology andnetworks mature. However, it is unlikely that cellular phones will provide the same quality as wirelineservice any time soon. The great popularity of cellular systems indicates that users are willing to tolerateinferior voice communications in exchange for mobility.Digital cellular systems can use any of the multiple access techniques described in Section 1.4.1to divide up the signal bandwidth in a given cell. In the U.S. the standards activities surroundingthe current generation of digital cellular systems provoked a raging debate on multiple access for thesesystems, resulting in several incompatible standards. In particular, there are two standards in the 900MHz (cellular) frequency band: IS-54, which uses a combination of TDMA and FDMA, and IS-95, whichuses semi-orthogonal CDMA. The spectrum for digital cellular in the 2 GHz (PCS) frequency band wasauctioned o�, so service providers could use an existing standard or develop proprietary systems for theirpurchased spectrum. The end result has been three di�erent digital cellular standards for this frequencyband: IS-136 (which is basically the same as IS-54 at a higher frequency), IS-95, and the European digitalcellular standard GSM, which uses a combination of TDMA and slow frequency-hopping. The digitalcellular standard in Japan in similar to IS-54 and IS-136 but in a di�erent frequency band, and the GSMsystem in Europe is at a di�erent frequency than the GSM systems in the U.S. This proliferation ofincompatible standards in the U.S. and abroad makes it impossible to roam between systems nationwideor globally without using multiple phones (and phone numbers).E�cient cellular system designs are interference-limited, i.e. the interference dominates the noiseoor since otherwise more users could be added to the system. As a result, any technique to reduceinterference in cellular systems leads directly to an increase in system capacity and performance. Somemethods for interference reduction in use today or proposed for future systems include cell sectorization[44], directional and smart antennas [2], multiuser detection [55], and dynamic channel and resourceallocation [31, 39].
1.6.2 Cordless PhonesCordless telephones �rst appeared in the late 1970's and have experienced spectacular growth ever since.Roughly half of the phones in U.S. homes today are cordless. Cordless phones were originally designedto provide a low-cost low-mobility wireless connection to the PSTN, i.e. a short wireless link to replacethe cord connecting a telephone base unit and its handset. Since cordless phones compete with wiredhandsets, their voice quality must be similar: initial cordless phones had poor voice quality and werequickly discarded by users. The �rst cordless systems allowed only one phone handset to connect to eachbase unit, and coverage was limited to a few rooms of a house or o�ce. This is still the main premisebehind cordless telephones in the U.S. today, although these phones now use digital technology instead



1.6. WIRELESS NETWORKS TODAY 29of analog. In Europe and the Far East digital cordless phone systems have evolved to provide coverageover much wider areas, both in and away from home, and are similar in many ways to today's cellulartelephone systems.Digital cordless phone systems in the U.S. today consist of a wireless handset connected to a singlebase unit which in turn is connected to the PSTN. These cordless phones impose no added complexityon the telephone network, since the cordless base unit acts just like a wireline telephone for networkingpurposes. The movement of these cordless handsets is extremely limited: a handset must remain withinrange of its base unit. There is no coordination with other cordless phone systems, so a high density ofthese systems in a small area, e.g. an apartment building, can result in signi�cant interference betweensystems. For this reason cordless phones today have multiple voice channels and scan between thesechannels to �nd the one with minimal interference. Spread spectrum cordless phones have also beenintroduced to reduce interference from other systems and narrowband interference.In Europe and the Far East the second generation of digital cordless phones (CT-2, for cordlesstelephone, second generation) have an extended range of use beyond a single residence or o�ce. Withina home these systems operate as conventional cordless phones. To extend the range beyond the homebase stations, also called phone-points or telepoints, are mounted in places where people congregate, likeshopping malls, busy streets, train stations, and airports. Cordless phones registered with the telepointprovider can place calls whenever they are in range of a telepoint. Calls cannot be received from thetelepoint since the network has no routing support for mobile users, although some newer CT-2 handsetshave built-in pagers to compensate for this de�ciency. These systems also do not hando� calls if a usermoves between di�erent telepoints, so a user must remain within range of the telepoint where his callwas initiated for the duration of the call. Telepoint service was introduced twice in the United Kingdomand failed both times, but these systems grew rapidly in Hong Kong and Singapore through the mid1990's. This rapid growth deteriorated quickly after the �rst few years, as cellular phone operators cutprices to compete with telepoint service. The main complaint about telepoint service was the incompleteradio coverage and lack of hando�. Since cellular systems avoid these problems, as long as prices werecompetitive there was little reason for people to use telepoint services. Most of these services have nowdisappeared.Another evolution of the cordless telephone designed primarily for o�ce buildings is the EuropeanDECT system. The main function of DECT is to provide local mobility support for users in an in-buildingprivate branch exchange (PBX). In DECT systems base units are mounted throughout a building, andeach base station is attached through a controller to the PBX of the building. Handsets communicate tothe nearest base station in the building, and calls are handed o� as a user walks between base stations.DECT can also ring handsets from the closest base station. The DECT standard also supports telepointservices, although this application has not received much attention, probably due to the failure of CT-2services. There are currently around 7 million DECT users in Europe, but the standard has not yetspread to other countries.The most recent advance in cordless telephone system design is the Personal Handyphone System(PHS) in Japan. The PHS system is quite similar to a cellular system, with widespread base stationdeployment supporting hando� and call routing between base stations. With these capabilities PHS doesnot su�er from the main limitations of the CT-2 system. Initially PHS systems enjoyed one of the fastestgrowth rates ever for a new technology. In 1997, two years after its introduction, PHS subscribers peakedat about 7 million users, and has declined slightly since then due mainly to sharp price cutting by cellularproviders. The main di�erence between a PHS system and a cellular system is that PHS cannot supportcall hando� at vehicle speeds. This de�ciency is mainly due to the dynamic channel allocation procedureused in PHS. Dynamic channel allocation greatly increases the number of handsets that can be serviced



30 CHAPTER 1. WIRELESS NETWORKSby a single base station, thereby lowering the system cost, but it also complicates the hando� procedure.It is too soon to tell if PHS systems will go the same route as CT-2. However, it is clear from the recenthistory of cordless phone systems that to extend the range of these systems beyond the home requireseither the same functionality as cellular systems or a signi�cantly reduced cost.
1.6.3 Wireless LANsWireless LANs provide high-speed data within a small region, e.g. a campus or small building, as usersmove from place to place. Wireless devices that access these LANs are typically stationary or moving atpedestrian speeds. Nearly all wireless LANs in the United States use one of the ISM frequency bands.The appeal of these frequency bands, located at 900 MHz, 2.4 GHz, and 5.8 GHz, is that an FCC licenseis not required to operate in these bands. However, this advantage is a double-edged sword, since manyother systems operate in these bands for the same reason, causing a great deal of interference betweensystems. The FCC mitigates this interference problem by setting a stringent limit on the power per unitbandwidth for ISM-band systems. To satisfy this requirement wireless LANs use either direct sequence orfrequency hopping spread spectrum so that their total power is spread over a wide bandwidth. WirelessLANs can have either a star architecture, with wireless access points or hubs placed throughout thecoverage region, or a peer-to-peer architecture, where the wireless terminals self-con�gure into a network.Dozens of wireless LAN companies and products appeared the early 1990's to capitalize on the\pent-up demand" for high-speed wireless data. These �rst wireless LANs were based on proprietaryand incompatible protocols, although most operated in the 900 MHz ISM band using direct sequencespread spectrum with data rates on the order of 1-2 Mbps. Both star and peer-to-peer architectureswere used. The lack of standardization for these products led to high development costs, low-volumeproduction, and small markets for each individual product. Of these original products only a handfulremain, including Proxim's RangeLAN, Lucent's WaveLAN, and Windata's FreePort. Only one of the�rst generation wireless LANs, Motorola's Altair, operated outside the 900 MHz ISM band. This system,operating in the licensed 18 GHz band, had data rates on the order of 6 Mbps. However, performance ofAltair was hampered by the high cost of components and the increased path loss at 18 GHz. As a resultAltair was recently discontinued.The 900 MHz ISM band is not available in most parts of the world, so the new generation of wirelessLANs operate in the 2.4 GHz ISM band, which is available worldwide. A wireless LAN standard forthis frequency band, the IEEE 802.11 standard, was recently completed to avoid some of the problemswith the proprietary �rst generation systems. The standard speci�es frequency hopped spread spectrumwith data rates of 1.6 Mbps and a range of approximately 500 ft. The network architecture can be eitherstar or peer-to-peer. Many companies have developed products based on the 802.11 standard, and theseproducts are constantly evolving to provide higher data rates and better coverage. Cabletron's Freelinkis the only existing wireless LAN in the 5.8 GHz range: this system has slightly higher data rates andslightly lower range than the 802.11 systems. Because data rates are low and coverage is limited, themarket for all wireless LANs has remained relatively at (around $200 million, far below the billion dollarmarket of today's cellular systems.) Optimism remains high that the wireless LAN market is poised totake o�, although this prediction has been made every year since the inception of wireless LANs yet themarket has so far failed to materialize.
1.6.4 Wide Area Wireless Data ServicesWide area wireless data services in the U.S. provide low rate wireless data to high-mobility users overa very large coverage area. In this section we briey describe a few of these services: a more in-depth



1.6. WIRELESS NETWORKS TODAY 31discussion can be found in [37]. The initial two service providers for wireless data were the ARDISnetwork run by Motorola and RAM Mobile Data, which uses Ericcson's Mobitex technology. ARDIS andRAM Mobile Data provide service to most metropolitan areas within the U.S. In these systems a largegeographical region is serviced by a few base stations mounted on towers, rooftops, or mountains andtransmitting at high power. In ARDIS the base stations are connected to network controllers attached toa backbone network, whereas in RAM Mobile Data the base stations are at the bottom of a hierarchicalnetwork architecture. Both systems use a form of the ALOHA protocol for random access with collisionreduction through either a busy tone transmission or carrier sensing. Initial data rates for these systemswere low, 4.8 Kbps for ARDIS and 8 Kbps for RAM, but these rates have now increased to 19.2 Kbpsfor both systems.Another wide area wireless data provider is Metricom, with systems operating in the San FranciscoBay Area, Seattle, andWashington D.C. The Metricom architecture is similar to that of microcell systems:a large network of small inexpensive base stations with small coverage areas are mounted close to streetlevel. The increased e�ciency of microcells allows for higher data rates in Metricom, 76 Kbps, than inthe other wide-area wireless data systems. Metricom uses frequency hopped spread spectrum in the 900MHz ISM band, with power control to minimize interference and improve battery life.The cellular digital packet data (CDPD) system is a wide area wireless data service overlayed on theanalog cellular telephone network. CDPD shares the FDMA voice channels of the analog systems, sincemany of these channels are idle due to the growth of digital cellular. The CDPD service provides packetdata transmission at rates of 19.2 Kbps, and is available throughout the U.S.All of these wireless data services have failed to grow as rapidly or to attract as many subscribers asinitially predicted, especially in comparison with the rousing success of wireless voice systems. There isdisagreement on why these systems have experienced such anemic growth. Data rates for these systemsare clearly low, especially in comparison with their wireline counterparts. Pricing for these services alsoremains high. There is a perceived lack of \killer applications" for wireless data: while voice communi-cation on the move seems essential for a large part of the population, most people can wait until theyhave access to a phone line or wired network for data exchange. This may change with the proliferationof laptop and palmtop computers and the explosive demand for constant Internet access and email ex-change. Optimists point to these factors as the drivers for wireless data but, as with wireless LANs, widearea wireless data services have been the pot of gold around the corner for many years yet have so farfailed to deliver on these high expectations.
1.6.5 Paging SystemsPaging systems provide very low rate one-way data services to highly mobile users over a very widecoverage area. Paging systems have experienced steady growth for many years and currently serve about56 million customers in the United States. However, the popularity of paging systems is declining ascellular systems become cheaper and more ubiquitous. In order to remain competitive paging companieshave slashed prices, and few of these companies are currently pro�table. To reverse their decliningfortunes, a consortium of paging service providers have recently teamed up with Microsoft and Compaqto incorporate paging functionality and Internet access into palmtop computers [48].Paging systems broadcast a short paging message simultaneously from many tall base stations orsatellites transmitting at very high power (hundreds of watts to kilowatts). Systems with terrestrialtransmitters are typically localized to a particular geographic area, such as a city or metropolitan region,while geosynchronous satellite transmitters provide national or international coverage. In both types ofsystems no location management or routing functions are needed, since the paging message is broad-cast over the entire coverage area. The high complexity and power of the paging transmitters allows



32 CHAPTER 1. WIRELESS NETWORKSlow-complexity, low-power, pocket paging receivers with a long usage time from small and lightweightbatteries. In addition, the high transmit power allows paging signals to easily penetrate building walls.Paging service also costs less than cellular service, both for the initial device and for the monthly usagecharge, although this price advantage has declined considerably in recent years. The low cost, small andlightweight handsets, long battery life, and ability of paging devices to work almost anywhere indoors oroutdoors are the main reasons for their appeal.Some paging services today o�er rudimentary (1 bit) answer-back capabilities from the handheldpaging device. However, the requirement for two-way communication destroys the asymmetrical linkadvantage so well exploited in paging system design. A paging handset with answer-back capabilityrequires a modulator and transmitter with su�cient power to reach the distant base station. Theserequirements signi�cantly increase the size and weight and reduce the usage time of the handheld pager.This is especially true for paging systems with satellite base stations, unless terrestrial relays are used.
1.6.6 Satellite NetworksSatellite systems provide voice, data, and broadcast services with widespread, often global, coverage tohigh-mobility users as well as to �xed sites. Satellite systems have the same basic architecture as cellularsystems, except that the cell base-stations are satellites orbiting the earth. Satellites are characterizedby their orbit distance from the earth. There are three main types of satellite orbits: low-earth orbit(LEOs) at 500-2000 Kms, medium-earth orbit (MEO) at 10,000 Kms, and geosynchronous orbit (GEO)at 35,800 Kms. A geosynchronous satellite has a large coverage area that is stationary over time, sincethe earth and satellite orbits are synchronous. Satellites with lower orbits have smaller coverage areas,and these coverage areas change over time so that satellite hando� is needed for stationary users or �xedpoint service.Since geosynchronous satellites have such large coverage areas just a handful of satellites are neededfor global coverage. However, geosynchronous systems have several disadvantages for two-way communi-cation. It takes a great deal of power to reach these satellites, so handsets are typically large and bulky.In addition, there is a large round-trip propagation delay: this delay is quite noticeable in two-way voicecommunication. Recall also from Section 1.6.1 that high-capacity cellular systems require small cell sizes.Since geosynchronous satellites have very large cells, these systems have small capacity, high cost, andlow data rates, less than 10 Kbps. The main geosynchronous systems in operation today are the globalInmarsat system, MSAT in North America, Mobilesat in Australia, and EMS and LLM in Europe.The trend in current satellite systems is to use the lower LEO orbits so that lightweight handhelddevices can communicate with the satellites and propagation delay does not degrade voice quality. Thebest known of these new LEO systems are Globalstar, Iridium, and Teledesic. Both Globalstar andIridium provide voice and data services to globally-roaming mobile users at data rates under 10 Kbps.These systems require roughly 50 satellites to maintain global coverage. Teledesic uses 288 satellites toprovide global coverage to �xed-point users at data rates up to 2 Mbps. The cell size for each satellite ina LEO system is much larger than terrestrial macrocells or microcells, with the corresponding decreasein capacity associated with large cells. Cost of these satellites, to build, to launch, and to maintain, isalso much higher than that of terrestrial base stations, so these new LEO systems are unlikely to becost-competitive with terrestrial cellular and wireless data services. Although these LEO systems cancertainly complement these terrestrial systems in low-population areas, and are also appealing to travelersdesiring just one handset and phone number for global roaming, it remains to be seen if there are enoughsuch users willing to pay the high cost of satellite services to make these systems economically viable.



1.7. FUTURE SYSTEMS AND STANDARDS 331.6.7 Other Wireless Systems and ApplicationsMany other commercial systems using wireless technology are on the market today. Remote sensor net-works which collect data from unattended sensors and transmit this data back to a central processinglocation are being used for both indoor (equipment monitoring, climate control) and outdoor (earth-quake sensing, remote data collection) applications. Satellite systems that provide vehicle tracking anddispatching (OMNITRACs) are very successful. Satellite navigation systems (the Global Positioning Sys-tem or GPS) are also widely used for both military and commercial purposes. A new wireless system forDigital Audio Broadcasting (DAB) has recently been introduced in Europe. New systems and standardsthat will become operational within the next few years are also emerging, as we discuss in more detail inthe next section.
1.7 Future Systems and StandardsIn this section we describe some of the wireless systems and standards that will emerge over the next fewyears. The wide range of activity described in this section indicates that today's systems are far fromadequate to meet the expected demand for wireless, and that the capabilities and technologies for futurewireless systems will continue to evolve and develop. The interest and activity in wireless networking isso intense that it is impossible to predict what systems will emerge more than a year or two into thefuture.
1.7.1 Wireless LANsThere are two major activities in future wireless LAN development: HIPERLAN Type 1 and WirelessATM. HIPERLAN (for high performance radio LAN), being developed in Europe, is a family of wirelessLAN standards tailored to di�erent kinds of users [7]. The four members of the HIPERLAN family areclassi�ed as Types 1-4. HIPERLAN Type 1 is similar in terms of protocol support to the IEEE 802.11wireless LAN standard, while HIPERLAN Types 1-3 support Wireless ATM. HIPERLAN Type 1 operatesin the 5 GHz frequency band with data rates of 23 Mbps at a range of 150 feet. The network architectureis peer-to-peer, and the channel access mechanism uses a variation of ALOHA with prioritization basedon the lifetime of packets. HIPERLAN Type 1 promises an order of magnitude data rate improvementover today's technology, making it competitive with 100 Mbps wired Ethernets.Wireless ATM [7, 1] is a standard to extend ATM capabilities to wireless local access as well as wirelessbroadband services, a signi�cant challenge given the di�cultly of supporting ATM's QoS guarantees overa wireless medium. The standardization process for Wireless ATM is ongoing and involves, among others,the Wireless ATM working group of the ATM Forum and the Broadband Radio Access Networks groupof ETSI. The Wireless ATM standard developed by this latter group will become the HIPERLAN Type2 standard. Development of HIPERLAN standards for Types 2 and 3 has not yet started. The wirelessATM standard has two components: the radio access technology and enhancements to the existing ATMprotocol for support of mobile terminals. There are di�erent technologies and protocols currently underconsideration for both of these components. A major factor in the eventual success of wireless ATM willbe independent of its technological success: if wired networks of the future use ATM only for long-haulnetworks then wireless ATM cannot be supported at the local access point, however if these networkssupport end-to-end ATM then wireless access to these networks must also support the ATM protocol.The FCC recently set aside 300 MHz of unlicensed spectrum around 5 GHz called the NationalInformation Infrastructure (NII) frequency band. This allocation frees up a large amount of unlicensedspectrum for wireless LAN applications with data rates up to several tens of megabits per second. The NII



34 CHAPTER 1. WIRELESS NETWORKSband is divided into three 100 MHz blocks with di�erent power restrictions (and corresponding coverageareas) in each block. The middle block is designated for campus-area wireless LANs and is compatiblewith the 5 GHz HIPERLAN spectral allocation in Europe so that products developed in both places canbe used interchangeably. The lower block is restricted to indoor use and the higher block is designated forcommunity networks. In all three blocks the FCC has imposed minimal technical restrictions to providemaximum exibility in system design. There is currently much ongoing activity to develop standardsand products for these frequency bands, but no consensus has yet emerged on the best choice of systemdesign.1.7.2 Ad-Hoc Wireless NetworksAn ad-hoc wireless network is a collection of wireless mobile hosts forming a temporary network withoutthe aid of any established infrastructure or centralized control. Ad-hoc wireless networks were tradition-ally of interest to the military, since these networks can be rapidly deployed and recon�gured, and donot have single points-of-failure due to their lack of infrastructure and decentralized control. Throughoutthe 70s and 80s DARPA funded much work in the design of ad-hoc packet radio networks, however theperformance of these networks was somewhat disappointing [32]. Ad-hoc wireless networking is currentlyexperiencing a resurgence of interest due to new applications and improved technology. These networksare now being considered for many commercial applications, including in-home networking, wirelessLANs, nomadic computing, and short-term networking for disaster relief, public events, and temporaryo�ces. Both the IEEE 802.11 and HIPERLAN Type 1 wireless LAN standards support ad-hoc wirelessnetworking within a small area, and wider area networks are currently under development.Ad-hoc networks require a peer-to-peer architecture, and the topology of the network depends onthe location of the di�erent users, which changes over time. In addition, since the propagation range of agiven mobile is limited, the mobile may need to to enlist the aid of other mobiles in forwarding a packetto its �nal destination. Thus, the end-to-end connection between any two mobile hosts may consist ofmultiple wireless hops. It is a signi�cant technical challenge to provide reliable high-speed end-to-endcommunications in ad-hoc wireless networks given their dynamic network topology, decentralized control,and multihop connections.Much of the current research in ad-hoc wireless network design is focused on distributed routing.Every mobile host in a wireless ad-hoc network must operate as a router in order to maintain connectivityinformation and forward packets from other mobiles. Routing protocols designed for wired networks arenot appropriate for this task, since they either lack the ability to quickly reect the changing topology,or may require excessive overhead. Proposed approaches to distributed routing that quickly adapt tochanging network topology without excessive overhead include dynamic source and associativity-basedrouting [29, 52]. Other protocols that address some of the di�culties in supporting multimedia appli-cations over ad-hoc wireless networks include rate-adaptive compression, power control, and resourceallocation through radio clustering [5].1.7.3 IMT-2000International Mobile Telecommunications 2000 (IMT-2000) is a worldwide standard sponsored by theInternational Telecommunications Union (ITU), a United Nations organization responsible for developingglobal telecommunication standards2. In 1992 the ITU set aside 230 MHz of global spectrum in the 2GHz frequency band to provide wireless access to the global telecommunications infrastructure throughboth satellite and land-based systems. The initial goal of this spectral allocation was to facilitate a move2The standard was initial called the Future Public Land Mobile Telecommunications (FPLMTS) standard.



1.7. FUTURE SYSTEMS AND STANDARDS 35from the worldwide collection of di�erent second-generation wireless systems, each with its own set ofstandards, services, coverage areas, and spectral allocations, to a worldwide standard serving �xed andmobile users in both public and private networks.IMT-2000 is designed to support a wide range of services including voice, high-rate and variable-ratedata, and multimedia in both indoor and outdoor environments. A family of radio protocols suitable fora range of environments and applications is being developed to support these requirements. The goal forthe protocol family is to maximize commonality within the family while maintaining exibility to adaptto the di�erent environments and applications.The IMT-2000 standard speci�es data rates of 2 Mbps for local coverage and 384 Kbps for wide-areacoverage, and these rates can be variable depending on link and network conditions. It also supports bothcontinuous stream and packet data. The requirement for packet data support is the main di�erentiatorbetween IMT-2000 and digital cellular systems. IMT-2000 does not require backward compatibility withcurrent wireless systems, so the design of the radio access and networking protocols can incorporate newtechnologies and innovations. A high majority of the proposals for the IMT-2000 radio transmissiontechnology submitted from Asia, Europe, and North America, are based on wideband CDMA technology[36], and it appears that some form of this technology will be adopted as the radio access standard.Advantages of wideband CDMA include its capacity and coverage gain from frequency diversity, its easeof use in packet data transfer, its exibility for di�erent services, its asynchronous operation, and its built-in support for adaptive antenna arrays, multiuser detection, hierarchical cell structures, and transmitterdiversity. Standardization of the IMT-2000 networking protocol is still several years away.
1.7.4 High Speed Digital CellularAll of the digital cellular standards are undergoing enhancements to support high rate packet datatransmission. The goal of these enhancements is for these systems to support the IMT-2000 data ratespeci�cation of 384 Kbps over wide areas. In the near term, GSM systems will provide data rates of upto 100 Kbps by aggregating all timeslots together for a single user. The enhancement to support 384Kbps, called Enhanced Data Services for GSM Evolution (EDGE), increases the data rate further byusing a high-level modulation format combined with FEC coding. This modulation is more sensitive tofading e�ects, and EDGE uses adaptive modulation and coding to mitigate this problem. Speci�cally,EDGE de�nes six di�erent modulation and coding combinations, each optimized to a di�erent value ofreceived SNR. The received SNR is measured at the receiver and fed back to the transmitter, and thebest modulation and coding combination for this SNR value is used.The IS-54 and IS-136 systems currently provide data rates of 40-60 Kbps by aggregating time slotsand using high-level modulation. These TDMA standards will support 384 Kbps by migrating to the GSMEDGE standard. This new TDMA standard is referred to as IS-136HS (high-speed). The IS-95 systemswill support higher data rates by evolving to the wideband CDMA standard in IMT-2000, however it isnot yet clear if that standard will be backward compatible with the IS-95 systems.
1.7.5 Fixed Wireless AccessFixed wireless access provides wireless communications between a �xed access point and multiple ter-minals. These systems were initially proposed to support interactive video service to the home, but theapplication emphasis has now shifted to providing high speed data access (tens of Mbps) to the Internet,the WWW, and to high speed data networks for both homes and businesses. In the U.S. two frequencybands have been set aside for these systems: part of the 28 GHz spectrum is allocated for local distri-bution systems (local multipoint distribution systems or LMDS) and a band in the 2 GHz spectrum is



36 CHAPTER 1. WIRELESS NETWORKSallocated for metropolitan distribution systems (multichannel multipoint distribution services or MMDS).LMDS represents a quick means for new service providers to enter the already sti� competition amongwireless and wireline broadband service providers. MMDS is a television and telecommunication deliverysystem with transmission ranges of 30-50 km. MMDS has the capability to deliver over one hundreddigital video TV channels along with telephony and access to emerging interactive services such as theInternet. MMDS will mainly compete with existing cable and satellite systems.
1.7.6 HomeRF and BluetoothHomeRF is an RF standard in the 2 GHz frequency band for wireless home networking. The standard wasinitiated by Intel, HP, Microsoft, Compaq, and IBM to enable communications and Internet connectivityamong di�erent electronic devices in and around the home, including PCs, laptops, smart pads, andintelligent home appliances. The data rate for HomeRF is speci�ed as 2 Mbps, with simultaneous supportfor voice and data, at a range of 50 meters. The HomeRF standard is expected to be �nalized sometimein 1999, with products incorporating the standard introduced sometime in the year 2000.Bluetooth is a cable-replacement RF technology for short range connections (less than 10 meters)between wireless devices. Its main application is to connect digital cellular phones, laptop and palmtopcomputers, portable printers and projectors, network access points, and other portable devices without theneed to carry or connect cables. The Bluetooth standard was initiated by Ericsson, IBM, Intel, Nokia,and Toshiba, and has since been adopted by over 200 telecommunications and computer companies.Products compatible with Bluetooth should appear in late 1999. The system operates in the 2.4 GHzfrequency band with data rates of 700 Kbps for data and up to three voice connections at 64 Kbps.
1.8 SummaryA desire for mobility coupled with the demand for voice, Internet, and multimedia services indicates abright future for wireless networks. Digital cellular and paging systems have enjoyed enormous growth,yet current products and services for wireless data have not lived up to expectations. This is due mainlyto their high cost and poor performance. New standards and systems are emerging worldwide to addressthese performance and cost issues. These system support a wide range of voice, data, and multimediaservices for �xed and mobile users both indoors and out, in citys, rural areas, and remote regions.There are many technical challenges to overcome in building high-performance wireless networks. Thewireless channel is a di�cult communications medium. Sophisticated techniques exist to compensate formany of the channel impairments, but these can entail signi�cant cost and complexity. The spectrummust also be used extremely e�ciently through advanced link layer, access, and cellular system design.Networking protocols to support roaming users and end-to-end QoS guarantees also pose a signi�canttechnical challenge. The limited size and battery life of mobile terminals impose signi�cant complexityconstraints, so complexity must be distributed throughout the network to compensate for this limitation.Finally, the unpredictable nature of the wireless channel requires adaptation across all levels of thewireless network design: the link layer, network layer, transport layer, and application layer. This requiresinteraction between these layers, which violates the traditional network design paradigm of designing eachlayer in the OSI model independently from the others. While this paradigm has worked well on wirednetworks, especially as wired technology has evolved to the high performance of today's networks, high-performance wireless networks will not possible without signi�cant technical breakthroughs at all levelsof the system design as well as an integrated and adaptable design for the overall network.



1.9. NOTES 371.9 NotesThe wireless channel has been characterized in many books and articles over the last 30 years: [44, 38]and the references therein describe the basic models for both indoor and outdoor systems. A tutorial onwireless infrared communication systems can be found in [30]. Recent work on the capacity of wirelesschannels is summarized in [14]. Link level design for wireless channels is treated in many textbooks,including [40, 44, 51]. Spread spectrum for both ISI mitigation and multiple access is described in[17, 56]. A special issue of the IEEE Personal Communications Magazine is devoted to smart antennasand their use in wireless systems [2]. Several textbooks provide additional details on multiple and randomaccess for wireless networks [44, 51, 37, 13]. Wireless network design is still an active area of research,and there is no de�nitive reference for this �eld. More details on the cellular phone systems and wide areawireless data services can be found in [37]. Emerging satellite systems are described in [4]. Future systemsand standards are continually evolving: the best source of information in this area is the standards bodiesand companies building the systems.
1.10 Problems1. Consider a path loss model PrPt = �d0d ��� ;where Pr is the received signal power, Pt is the transmitted signal power, d0 = 100 meters is apropagation constant, d is the propagation distance, and � is the path loss exponent. If Pt = 100milliwatts and Pr = 1 milliwatt is required for acceptable performance, what is the maximumtransmission range of our system for a path loss exponent � = 2? By how much would thetransmission range decrease if the path loss exponent was � = 4?2. Shadow fading often follows a log-normal distribution, which means that the dB value of the receivedpower 10 log10(Pr) follows a Gaussian distribution. Suppose the received signal power follows thislog-normal distribution. Assume the average value of 10 log10(Pr=N) equals 10 dB and its varianceequals 4 dB, where N is assumed to be constant. What is the probability that the received SNR isless than 5 dB.3. Consider a channel with a multipath delay spread of 10 microseconds. Suppose a voice signal witha signal bandwidth of 30 KHz is transmitted over this channel. Will the channel exhibit at orfrequency-selective fading? How about for a data signal with a 1 MHz signal bandwidth?4. The BER of binary phase-shift-keying with di�erential detection in white Gaussian noise (i.e. nofading, shadowing, or ISI) is :5e�, where  is the average received SNR. If there is also Rayleighfading then the BER becomes [2(1 + )]�1. Consider a data system with a required BER of 10�6.What average SNR is required to achieve this target BER both with and without Rayleigh fading?5. The error oor due to channel Doppler for binary phase-shift-keying with di�erential detection is:5(�fDTb)2, where fD is the channel Doppler and Tb is the bit time (the inverse of the data rate).For fD = 80 Hz and a data rate of 20 Kbps what is the error oor? How about for fD = 80 Hz anda data rate of 1 Mbps? Why does the error oor decrease as the data rate increases?6. How many independent diversity paths can be obtained using an antenna array mounted on a laptopof length .1 meter, assuming a carrier frequency of 5 GHz?



38 CHAPTER 1. WIRELESS NETWORKS7. Consider a wireless system with total bandwidth of 3 MHz. How many users can share this channelusing FDMA, where each user is assigned a 30 KHz channel? Suppose instead we use semi-orthgonalCDMA for multiple access. If each user has a received signal power of P and the interference powercaused by that user to other users is :01P , for a required signal-to-interference power ratio of 10how many users can be accommodated in this system?8. Radio signals travel at the speed of light, equal to 3�108 meters per second. What is the maximumorbit distance of a satellite such that the round trip propagation delay of a signal does not exceedthe 100 microsecond delay constraint of voice systems. Based on this calculation determine whichof the three satellite orbit distances, GEO, LEO, and MEO, can support voice services.9. The IEEE 802.11 wireless LAN standard supports both star and peer-to-peer architectures. De-scribe a wireless LAN application that is well-suited to each type of architecture.10. Discuss the di�erences between ad-hoc wireless networks and cellular networks in terms of networkarchitecture and mobility management. What are the advantages and disadvantages of each networkdesign? What applications are best suited to each type of network?11. Spectrum for new wireless systems is being allocated by the FCC at higher frequencies (e.g. 5 GHzand 28 GHz) than in existing systems. What are the advantages and disadvantages of buildingsystems at these higher frequencies?
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