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ABSTRACT
Face authentication is one of promising biometrics-based user au-
thentication mechanisms that have been widely available in this era
of mobile computing. With built-in camera capability on smart
phones, tablets, and laptops, face authentication provides an attrac-
tive alternative of legacy passwords for its memory-less authentica-
tion process. Although it has inherent vulnerability against spoof-
ing attacks, it is generally considered sufficiently secure as an au-
thentication factor for common access protection. However, this
belief becomes questionable since image sharing has been popular
in online social networks (OSNs). A huge number of personal im-
ages are shared every day and accessible to potential adversaries.
This OSN-based facial disclosure (OSNFD) creates a significant
threat against face authentication.

In this paper, we make the first attempt to quantitatively measure
the threat of OSNFD. We examine real-world face-authentication
systems designed for both smartphones, tablets, and laptops. Inter-
estingly, our results find that the percentage of vulnerable images
that can used for spoofing attacks is moderate, but the percentage
of vulnerable users that are subject to spoofing attacks is high. The
difference between systems designed for smartphones/tablets and
laptops is also significant. In our user study, the average percentage
of vulnerable users is 64% for laptop-based systems, and 93% for
smartphone/tablet-based systems. This evidence suggests that face
authentication may not be suitable to use as an authentication fac-
tor, as its confidentiality has been significantly compromised due
to OSNFD. In order to understand more detailed characteristics of
OSNFD, we further develop a risk estimation tool based on logis-
tic regression to extract key attributes affecting the success rate of
spoofing attacks. The OSN users can use this tool to calculate risk
scores for their shared images so as to increase their awareness of
OSNFD.

Categories and Subject Descriptors
K.6.5 [Management of Computing and Information Systems]:
Security and Protection—Authentication; I.4.9 [Image Processing
and Computer Vision]: Applications
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1. INTRODUCTION
Online social networks (OSNs) have been an essential part of

modern social life. As the platforms for experience sharing and
social interaction, numerous personal data including personal im-
ages are being published in OSNs such as Facebook, Google+, and
Instagram at every moment. According to a recent report by Face-
book, 350 million personal images are published by users on Face-
book every day [40]. It is very likely that these images contain
facial images where the users’ faces can be clearly seen. The large
base number indicates that these shared personal images could be-
come an abundant resource for potential attackers to exploit, which
introduces the threat of OSN-based facial disclosure (OSNFD).

OSNFD may have a significant impact on the current face
authentication systems, which is one of promising biometrics-
based user authentication mechanisms. Face authentication have
been widely available on all kinds of consumer-level computing
devices such as smartphones, tablets, and laptops with built-in
camera capability. Popular face authentication systems include
Face Unlock [10], Facelock Pro [8], and Visidon [38] on smart-
phones/tablets, Veriface [24], Luxand Blink [25], and FastAc-
cess [39] on laptops. These systems provide attractive alternatives
of legacy passwords, as face authentication requires zero memory
efforts from users and usually has higher entropy than legacy pass-
word as users tend to choose easy-to-guess passwords [28]. Previ-
ously, the major obstacle for an adversary to compromise face au-
thentication is that physical proximity is required to capture a vic-
tim’s facial images. However, this is no longer necessary since the
appearance of OSNFD. OSNFD provides abundant exploitable re-
sources affecting the applicability of face authentication as it com-
promises its confidentiality, which is one of fundamental require-
ments for authentication [14, 18]. The facial images used for face
authentication are no longer secrets and can be disclosed in large
scale due to OSNFD.

In this paper, we make the first attempt to provide a quantitative
measurement on the threat of OSNFD against face authentication.
We investigate real-world face-authentication systems designed for
both smartphones, tablets, and laptops. These systems recognize
users by analyzing facial images captured by built-in cameras. Our
study collects users’ facial images published in OSNs and uses
them to simulate the spoofing attacks against these systems. Since
all target systems including Google’s Face Unlock [10, 8, 38, 24,
25, 39] are closed-source and do not provide any programmable
testing interfaces, enormous efforts are made for image collection
and testing. We also build a dataset containing important image at-
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tributes that are common in real-life photos but rarely used in prior
controlled study on face authentication [6, 13].

Our study reveals interesting results indicating that face authen-
tication may not be suitable to use as an authentication factor. Al-
though the percentage of vulnerable images that can be used for
spoofing attacks is moderate, the percentage of vulnerable users
that are subject to spoofing attacks is high. On average, the per-
centage of vulnerable users is 64% for laptop-based systems, and
93% for smartphone/tablet-based systems. Our results also show
the difference between systems designed for smartphones/tablets
and laptops, as smartphones/tablets have to be accessible in more
varied environments. Further investigation shows the quality of im-
ages is a more important factor affecting the success rate of spoof-
ing attacks compared to quantity. A user who uploads a few clear
facial images is more vulnerable than another user who uploads
much more facial images of lower quality due to makeup, illumina-
tion, or other negative effects. All these findings show that OSNFD
has significantly compromised the confidentiality of face authenti-
cation.

In order to understand more detailed characteristics of OSNFD,
we further develop a risk estimation tool based on our dataset. Lo-
gistic regression is used to extract key attributes affecting the suc-
cess rate of spoofing attacks. It achieves a precision of 81%, a
recall of 83%, and an F1 score of 82% on average. It can help users
evaluate the risk of uploading an image by calculating a risk score
based on the extracted attributes, which makes them aware of the
threat of OSNFD.

The contributions of this paper are summarized as follows:

• We investigate the threat of OSN-based face disclosure (OS-
NFD) against face authentication. Our results suggest that
face authentication may not be suitable to use as an authen-
tication factor, as its confidentiality has been significantly
compromised by OSNFD.

• We make the first attempt to quantitatively measure the threat
of OSNFD by testing real-world face authentication systems
designed for smartphones, tablets, and laptops. We also build
a dataset containing important image attributes that signif-
icantly affect the success rate of spoofing attacks. These
attributes are common in real-life photos but rarely used in
prior controlled study on face authentication [6, 13].

• We use logistic regression to extract key attributes that af-
fect the success rate of spoofing attacks. These attributes are
further used to develop a risk estimation tool to help users
measure the risk score of uploading images to OSNs.

2. PRELIMINARIES

2.1 Face Authentication
Face authentication is a biometrics-based user authentication

mechanism, which verifies a user’s identity by using information
extracted from the user’s facial features. As illustrated in Figure 1,
a typical face authentication system uses a camera to capture the
user’s facial image/video as input, and then verifies it with enrolled
biometric information for the claimed identity. The objective of a
face authentication system is to recognize a user as long as the in-
put is collected from the legitimate user, while rejecting the inputs
from all other users.

Two key modules are involved in this verification process. The
first module is the face detection module, which identifies the face
region and removes irrelevant information of an image. The pro-
cessed image is then passed to the next module named face match-
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Figure 1: Work flow of a typical face authentication system

ing. This module computes a similarity score for the input image
based on an enrolled face template containing key features which
can be used to distinguish a user from other users and imposters.
Different algorithms may be used for these two modules, but all
face authentication systems generally have these two modules and
follow this work flow. In the end, a face authentication system out-
puts the final decision (i.e. accepting or rejecting a claim) accord-
ing to whether or not the similarity score is higher than a match-
ing threshold. This threshold is carefully chosen so as to achieve
a proper balance between false rejection rate and false acceptance
rate.

2.2 OSN-based Facial Disclosure and Threat
Model

The OSN-based facial disclosure (OSNFD) addresses the issue
when users’ face biometrics are involuntarily disclosed by sharing
personal images in OSNs. These disclosed face biometrics would
raise security risks against face authentication systems.

It is a well-known limitation of face authentication that it is sub-
ject to spoofing attacks based on captured face biometrics, where
an adversary attempts to circumvent user authentication by replay-
ing a victim’s facial images/videos collected at an early time. As
shown in Figure 1, a face authentication system is not expected to
tell whether an input image is from a live user or from a captured
image/video, as they are all valid inputs from a legitimate user col-
lected at different times. Nevertheless, the impact of these attacks
was believed to be limited due to the requirement that an adversary
had to be physically close to a victim in order to collect the required
information. Therefore, it is generally considered sufficiently se-
cure as an authentication factor for common access protection [5],
as we observe that many face authentication systems [10, 8, 38,
24, 25, 39] such as Google’s Face Unlock and Lenovo’s Veriface,
are widely available on all kinds of consumer-level computing de-
vices. Considering its zero-memory requirement, it does provide
an attractive alternative for legacy passwords.

However, this belief may be questionable since OSNFD becomes
a common phenomenon. OSNFD supplies an adversary with abun-
dant facial images to exploit and makes large-scale identity theft
possible for those who use face authentication. Our work inves-
tigates the OSNFD threat and quantitatively measures its impacts.
We consider OSNFD-based attacks where an adversary attempts to
forge a valid input from image resources disclosed from OSNFD so
as to pass face authentication. Our study focuses on image-based
attacks unless explicitly mentioned.

The OSNFD threat may be mitigated with liveness detection
technologies, which rely on extra information sources or heuristic
algorithms to distinguish a live user from a captured image/video.
All the existing sophisticated liveness detection technologies asso-
ciate with considerable costs, which will be explained later in Sec-
tion 5.2. This may explain that only weak liveness detection tech-
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nologies are currently deployed on the face authentication systems
designed for consumer-level computing devices [29, 19]. For ex-
ample, eye blinking detection is a common heuristic used by many
face authentication systems [10, 38, 29] including Google’s Face
Unlock; however, it can be easily bypassed using two facial im-
ages as demonstrated in [31]. Similar tricks can also apply to other
weak liveness detection mechanisms such as head rotation detec-
tion [29, 31]. Even worse is that the existing liveness detection
mechanisms are disabled by default in most popular face authenti-
cation systems [10, 8, 38, 24, 25, 39], as they may have negative
impacts on accessibility.

3. DATA COLLECTION AND EMPIRICAL
ANALYSIS

In order to quantitatively measure the impacts of OSNFD, we
conduct a user study to collect real personal images that have been
shared in OSNs. The collected images are used to test against real-
world face-authentication systems chosen from the most popular
face authentication products in terms of user base [37, 11]. This
section describes the detailed process of data collection and the re-
sults of our empirical analysis. We use the following classifications
in our discussion.

First, we classify the security settings of a face authentication
system into low and high. Most of face authentication products [10,
8, 38, 24, 25, 39] provide very limited choices on security set-
tings that generally affect the recognition threshold used in the face
matching module. For example, Google’s Face Unlock [10] does
not provide any option for users to adjust its security strength. Most
of our tested products [8, 38, 24, 25, 39] only have two options
for users, labeled as “high accessibility” (i.e. low security) and
“high security”. Only Lenovo’s Veriface [24] provides a scroll-
bar for users to adjust its security strength from the lowest to the
highest. Therefore, we use “low” to indicate that a target system
enforces the weakest security protection, and use “high” to indicate
the strongest security protection achievable to the system.

Second, we classify face authentication systems into mobile and
traditional. A system is labeled as mobile if it is used for smart-
phones or tablets, while a traditional system is used for laptops or
desktops. A mobile system is usually more tolerant to varied en-
vironments, as it should be accessible no matter where a user uses
the device. Laptops is considered as traditional as it is not expected
to be used from anywhere at any time like what users expect smart-
phones and tablets.

Third, we classify users into different groups according to the
pattern of their sharing behaviors. As observed in our study, it is
quite common that a user tends to upload edited images where fa-
cial landmarks are significant changed to create better visual ap-
peal. Therefore, it is also an important factor that needs to be con-
sidered.

These classifications represent three major factors that affect the
effectiveness of OSNFD-based attacks, which are security settings,
target platforms, and user behaviors, respectively. We use them as
controlled parameters to evaluate the severity of OSNFD, and more
sophisticated statistical analysis will be given in the next section to
identify the key attributes that can be used to mitigate the OSNFD
threat.

3.1 Data Collection
There are 74 participants involved in our study including 36

males and 38 females with age range between 19 and 35. Most
of these participants are students in our university. Each participant
is paid with 10 dollars as compensation. The study is conducted in

a quiet room. The study consists of three parts. In the first part,
we ask each participant to select and download 20 facial images
published within the last 12 months in popular OSNs such as Face-
book, Google+, Instagram, etc. A facial image is defined as an
image where a participant’s face can be seen. But the participant’s
face may be affected by many negative effects such as blur, occlu-
sion (e.g. covered by a sunglasses), head rotation (e.g. non-frontal
head pose). All these effects will be examined in our study.

In the second part, we capture the participant’s facial images with
35 controlled head poses and 5 facial expressions using a Canon
EOS 60D (18.0-megapixel DSLR CMOS camera). The resulting
images are 5184 × 3456 in size with inner pupil distance of the
subjects typically exceeding 400 pixels. 35 controlled head poses
are specified by both horizontal and vertical rotation. Rotation an-
gles are represented as (rotH , rotV ) where rotH corresponds to
the angle of horizontal rotation while rotV corresponds to the an-
gle of vertical rotation. The value range of rotH contains 0◦, 10◦

to left/right, 20◦ to left/right, 30◦ to left/right while the value range
of rotV contains 0◦, 10◦ to up/down, 20◦ to up/down. We choose
these boundary values according to the common restriction of ex-
isting face authentication systems [1], where a participant should
not pass user authentication if rotH exceeds 30◦ or rotV exceeds
20◦ degrees. On the other hand, 5 facial expressions include neu-
tral expression, smile without showing teeth, smile showing teeth,
closed eyes, and open mouth. Continuous lighting system is used
to eliminate the shadow on the participants’ faces.

We use a helmet equipped wit a gyroscope to control head rota-
tion of the participants. The use of gyroscope has advantages over
the other approaches, which includes attaining theoretical accuracy
of less than 1 degree, ignoring the head position, measuring only
orientation, not affected by metallic interference [27]. For each
head pose, we firstly ask the participants to face to the DSLR cam-
era and help them adjust their heads to frontal position in the way
similar to [13]. Then the participants rotate their heads to the re-
quired angles with help of the gyroscope. The gyroscope generates
real-time rotation angles and broadcasts them via WiFi. This rota-
tion information will be received and displayed on an iPad screen,
and shown to the participants. Thirdly, we ask the participants to
hold their head poses and one of our researchers then removes the
helmet gently and quickly in order to avoid movement of the heads
during helmet removal. After that, the images of each head pose
are captured immediately.

In the final part, the participant will be asked to fill in a question-
naire for collecting the participant’s attitudes towards usage of face
authentication systems and sharing behaviors in OSNs.

3.2 Empirical Results
Based on the collected images, we inspect the realistic threat of

OSNFD against the latest version of popular real-world face au-
thentication systems. We use the common experiment procedure
similar to prior work [22, 6], which is described as follows: The
frontal image is first used to enroll each participant into a face au-
thentication system. Then we use a participant’s own OSN images
to test whether it can be used to log in a target face authentication
system for his/her own account. The participant’s OSN images are
displayed on an LCD screen with resolution 1600×900 pixels, and
the result whether a target system can be spoofed by an OSN image
will be recorded for each system and each image.

Our analysis uses two basic metrics, namely vulnerable images
and vulnerable users. A vulnerable image, denoted by V ulImage,
is defined as a facial image which is wrongly accepted as a genuine
user by a face authentication system during user authentication and
therefore enables an adversary to circumvent the face authentica-
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tion system. A vulnerable user, denoted by V ulUser, is a user
enrolled in a face authentication system who has at least one vul-
nerable image published in OSNs.

Table 1 shows that the face authentication systems are vulnerable
to the OSNFD in general. On average, 39% of the OSN images
and 77% of the participants are vulnerable. Among popular face
authentication systems, Visidon is more vulnerable in low security
level, for which 68% of the images and 97% of the participants
are vulnerable. Especially for Google’s Face Unlock that comes
as a built-in feature of all Android-based systems whose version
is higher than 4.0 [10], 45% of the OSN images and 86% of the
participants are vulnerable.

Table 1: Overall percentage of V ulImage and V ulUser
V ulImage% V ulUser%

Face Unlock 45% 86%
Facelock Pro 46% 96%

Visidon 68% 97%
Veriface 27% 73%

Luxand Blink 20% 41%
FastAccess 33% 80%

Average 39% 77%

Although the percentage of vulnerable images is moderate, the
quantity of the vulnerable images is large due to the huge amount
of images in OSNs. These large amount of vulnerable images cre-
ate resources online for potential attacks. Even worse, users share
their personal images with their friends in OSNs, most of them tend
to publish the images where the users’ faces can be clearly viewed
for easier recognition. Consequently, the percentage of vulnerable
users would be high as observed in our study. The following sub-
sections will further analyze the detailed characteristics of these
vulnerable images and users from three major perspectives, secu-
rity settings, target platforms, and user behaviors.

3.2.1 Impacts of Security Settings
Security settings specify the security strength of a face authen-

tication system against potential attacks. As previously explained,
most of face authentication products [10, 8, 34, 23, 24, 35] provide
very limited choices on security level. So we focus our analysis
on lowest and highest security level that can be provided by each
system, which are denoted as low security and high security, re-
spectively. Since there is only one security level in Face Unlock
and the observed security strength of Face Unlock is comparable
to the other systems in low security level, we classify its security
level as low. As expected, Figure 2 shows that the face authentica-
tion systems in low security level are facing more severe OSNFD
threat than those in high security level. On average, 40% of the
images and 79% of the participants are vulnerable for the face au-
thentication systems in low security level while 8% of the images
and 30% of the participants are vulnerable for the face authentica-
tion systems in high security level.

The change of security settings generally affects the recognition
threshold in the face matching module. As the security level is
raised, the recognition threshold becomes higher which imposes
more restrictions for matching between login facial image and pre-
stored facial image. Therefore the face authentication imposes
more rigid restrictions on the login facial image. The major restric-
tions observed in our study are head pose and lighting condition.

For head pose, we use acceptable head pose range to measure
the tolerance of a face authentication system on head pose varia-
tions. It describes the head rotation range of head poses with which
at least 50% of the participants successfully log in the face authen-
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Figure 2: Percentage of V ulImage and V ulUser in different
security levels

tication systems. In these tests, we use participant’s frontal image
for enrollment and use the images collected with controlled head
poses as test inputs (i.e. login images). Figure 3 shows the average
results computed from all tested systems, where each closed curve
corresponds to the acceptable head pose range. The results for each
individual system that indicate the difference between high security
and low security are similar to Figure 3, which are not shown.
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Figure 3: Tolerance of the rotation range of head pose

For lighting condition, we further classify it into different types
of illumination and low lighting [9, 43, 20]. The face authentication
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systems in low security level are observed to have higher tolerance
for variation of lighting conditions than the systems in high security
level. In our study, illumination is observed in 27% (394 out of
1440) of the OSN images while low lighting is observed in 18%
(266 out of 1440) of the OSN images. On average, 81% of the OSN
images with illumination and 79% of the OSN images with low
lighting cannot be used to log in the face authentication systems in
low security level while 96% of the OSN images with illumination
and 94% of the OSN images with low lighting cannot be used to
log in the systems in high security level.

On the other hand, a face authentication system in low security
level has higher tolerance for varied login environments, which is
necessary for the system to be usable in the complex environments.
As a tradeoff for higher security strength, the false rejection rates in
high security level may be significantly increased. As shown in the
follow-up experiment described in Section 5.1, the false rejection
rate could be as high as 85%. This will cause a significant concern
on the accessibility. From our questionnaire on user perception,
70% of the participants think it is important to successfully log in
their smartphones, tablets, or laptops at the time they want to use.
If the face authentication system is not always functional, 67% of
the participants give up using the system which causes the serious
accessibility problem to their devices. This may also explain why
the popular face authentication systems always use low security
level by default.

3.2.2 Impacts of Target Platforms
The target platform of a face authentication system imposes the

platform-specific requirements on both security and usability. In
our tested systems, Face Unlock, Facelock Pro, and Visidon are
targeting for mobile platform, while Veriface, Luxand Blink, and
FastAccess are targeting for traditional platform.

Figure 4 shows that the OSNFD threat for mobile platform is
generally more severe than the OSNFD threat for traditional plat-
form. On average, in low security level, 53% of the images and
93% of the participants are vulnerable for the face authentication
systems on mobile platform while 27% of the images and 64% of
the participants are vulnerable for the systems on traditional plat-
form. In high security level, 10% of the images and 43% of the
participants are vulnerable for the face authentication systems on
mobile platform while 7% of the images and 22% of the partici-
pants are vulnerable for the face authentication systems on tradi-
tional platform.

These results clearly show the difference caused by platform-
specific requirements. Compared to a traditional system, a mobile
system is usually designed to be more robust and more tolerant to
varied environments such as outdoor environment in order to meet
accessibility expectation by users. Meanwhile it leads to the more
severe OSNFD threat for mobile platform based systems. This
difference is confirmed by the results of our questionnaire, which
shows that 91% of the participants believe that it is important to log
in smartphones or tablets in both indoor and outdoor environment
while only 36% of the participants think it is important to log in
laptops in both indoor and outdoor environment.

This difference is also revealed in our tests on head pose and
lighting condition. Figure 5 shows the face authentication systems
targeting for mobile platform have higher tolerance for variations of
the head poses than the systems targeting for traditional platform.

Our tests on lighting conditions further show the face authenti-
cation systems targeting for mobile platform are more tolerant to
variations of the lighting conditions. In our study, 81% of the OSN
images with illumination and 77% of the OSN images with low
lighting cannot be used to log in the face authentication systems
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targeting for mobile platform, while these rates increase to 96%
for the images with illumination and 96% for the images with low
lighting on traditional platform.

3.2.3 Impacts of User Behaviors
The difference in user behavior is another major factor influenc-

ing the quality of shared images that decides whether these im-
ages can be eventually used for successful OSNFD-based attacks.
Our study reveals that the participants who publish more facial im-
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ages in OSNs are not necessarily more vulnerable than those who
publish less facial images in OSNs. In fact, the OSNFD threat is
more severe among the participants who publish facial images with
higher quality in OSNs.

To illustrate the impact of user behaviors, we use the different
sharing behaviors and the different OSNFD threat between females
and males as example. In our study, female participants are re-
ported to publish facial images in OSNs more frequently than male
participants in general. On average, each of the female participants
publishes 65 facial images per year while each of the male partic-
ipants publishes 34 facial images per year. However, the OSNFD
threat for the females is less severe than that for the males, as shown
in Figure 6.

This can be explained by the lower quality of the OSN images
published by the females. We find that the female participants are
more likely to publish blurred images, edited images, or images
with their makeup. The blur, edit, and makeup can degrade the
quality of an image and therefore lead to the difficulty in face recog-
nition [16, 7]. In our study, 12% of the OSN images suffer from
these negative effects. Among these low quality images, 61% are
published by the females while only 39% of the images are pub-
lished by the males. All of these blurred, makeup, or edited images
fail to pass at least one face authentication system.

4. STATISTICAL ANALYSIS AND RISK
ESTIMATION

Although the OSNFD threat is significant as shown in the previ-
ous section, we observe the effectiveness of OSNFD-based attacks
may be significantly reduced by manipulating certain attributes of
facial images. In this section, we extract these key attributes via
statistical analysis and use them to develop an estimation tool for
end users to calculate the risk of their shared images.

4.1 Key Attributes Affecting OSNFD-based
Attacks

From the theoretical perspective, there are still many challenges
for face recognition algorithms. These challenges also become key
attributes that limit the effectiveness of OSNFD-based attacks. The
common attributes addressed in the prior study [1] include head
pose, lighting condition, facial expression, facial occlusion, and im-
age resolution. Beside these traditional attributes, we also observe
blur, facial makeup, and editing (using Photoshop-like software) as
the extra key attributes which often appear in the real world im-
ages shared in OSNs, though they are usually not considered in the
controlled settings of traditional study on face authentication. We
describe the details of these key attributes as follows.

Head pose is a prominent challenge to face recognition. The
performance of face recognition algorithms in face authentication
can be significantly affected if the head pose in a login image and
the head pose in the pre-stored facial image are different [43]. The
affecting variations of a head pose mainly include two out-of-plane
rotations, namely horizontal rotation and vertical rotation [27].

Lighting condition is another prominent challenge in the realm
of face recognition. The variation of lighting conditions mainly in-
cludes illumination and low lighting [9, 43, 20]. The illumination is
mainly caused when direct light shoots on the 3D structure of a face
and strong shadows can be casted which diminish facial features [9,
43]. The illumination can be classified into side illumination and
top/bottom illumination [9]. Low lighting is another negative light-
ing condition, which usually happens when a facial image is taken
in dim environment or with extreme bright background. The low

lighting may diminish facial features since the luminance in face
region is too low for face recognition algorithms to recognize [20].

Facial expression such as smile, surprise, etc, can change face
geometry and therefore affect the performance of face recognition
algorithms [1]. The common facial expressions include neutral ex-
pression, smile without showing teeth, smile showing teeth, closed
eyes, open mouth, and other expressions.

Facial occlusion often happens in real world due to additional
accessories on face, such as sunglasses, scarf, hands on face, etc.
The occlusion can result in the failure of face appearance repre-
sentation or imprecise facial feature searching and localization, and
therefore have negative influence on the performance of face recog-
nition algorithms. The common facial occlusions include forehead
occlusion, eyebrow occlusion, eye occlusion, cheek occlusion, and
mouth occlusion [1].

The resolution of an image can affect accuracy of facial land-
mark localization and therefore influence the performance of face
recognition algorithms. As the resolution of face images decreases,
the performance of the face recognition algorithms drops [43].

The blur in a facial image causes difficulty in accurate localiza-
tion of edges of facial region and facial landmarks (i.e. eyes, nose,
mouth, etc) by face recognition algorithms and therefore harms the
performance of the algorithms.

Facial makeup can substantially change the appearance of a face
and facial landmarks, such as the alternations of perceived facial
shape, nose shape, location of eyebrows, etc. These alternations
by the facial makeup, especially by non-permanent facial makeup,
challenge face recognition significantly [7].

The editing of an image introduces noise pixels and change the
appearance of the face in the image [2, 7]. Face recognition algo-
rithms can be affected by these noises and appearance changes due
to the edited image.

All these attributes significantly degrade the image quality and
therefore lead to the failure of OSNFD-based attacks. They are
used as input parameters to build our risk estimation tool in the
next section.

4.2 Risk Estimation Model
We use binomial logistic regression [15] to model the im-

pact of the key attributes introduced in the previous sub-
section. The notions of these attributes are defined in Ta-
ble 2. Then the key attributes of each image can be rep-
resented by an input parameter vector, denoted as V =
(rotH , rotV , illsd, illtb, dm, bg, FExn, FExs, FExst, FExce,
FExm, FExother, Occfh, Occeb, Occeye, Occchk, Occmh, res,
blur,mk, ed).

For the output, we assign an OSN image to either a positive class
or a negative class. The positive class means the image can be used
to pass the login of a specific face authentication system, otherwise
the image will be in the negative class.

Binomial logistic regression is a classic probabilistic classifica-
tion model [15], which accepts multiple predictor variables as in-
puts, and predicts the outcome for a dependent variable which has
only two possible types, such as “positive” vs “negative”. Thus it
is a proper tool to calculate the probability of an image assigned to
the positive class based on the key attributes extracted from an OSN
image. Given a parameter vector Vi of a facial image i and a face
authentication system in a security level, the regression function is

ln (pi/(1− pi)) = β0 + β1v1 + · · ·+ βmvm (1)

where pi is the probability that an image i is assigned to the positive
class, v is a parameter in Vi, and β is a regression coefficient. The
risk score of the facial image i is the value of pi. The facial image
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Figure 6: Difference in V ulImage and V ulUser between females and males

Table 2: Parameters related to the key attributes
Attribute Parameter Notation

Head pose
Horizontal rotation rotH

Vertical rotation rotV

Lighting condition

Side illumination illsd
Top/bottom illumination illtb

Dimness dm

Bright background bg

Facial expression

Neutral FExn

Smile without showing teeth FExs

Smile showing teeth FExst

Closed eyes FExce

Open mouth FExm

Other expressions FExother

Facial occlusion

Occluded forehead Occfh

Occluded eyebrow Occeb
Occluded eye Occeye

Occluded cheek Occchk

Occluded mouth Occmh

Resolution Resolution res

Blur Blur blur

Facial makeup Makeup mk

Edit Edit ed

i is assigned to the positive class if pi ≥ 0.5. Otherwise, i is
assigned to the negative class. The correctness of these assignments
is verified with the ground truth data collected from the previous
empirical analysis.

For each combination of face authentication system and its se-
curity level, we examine the model fitting of binomial logistic re-
gression and the significance of the parameters by using the real
world OSN images and run binomial logistic regression on SAS
software [33]. The likelihood ratio test and wald statistic [15] for
all the face authentication systems are smaller than 0.0001.

Our statistical analysis shows the most influential attributes are
resolution res, occluded eye Occeye, makeup mk, and illumina-
tion illsd. Resolution res has positive impact on the risk of OS-
NFD. It is because higher resolution contributes to more accurate
facial landmark localization and results in better performance of
face recognition and increases the risk of OSNFD. The occluded
eye Occeye, makeup mk, and illumination illsd have negative im-
pact and lower the risk of OSNFD. In particular, the occluded eye
leads to decrease in the performance of face recognition algorithms,
as accurate localization of eyes is important for the alignment pro-
cess in all major face recognition algorithms [1]. Makeup can sig-
nificantly change the appearance of the face and the facial land-
marks and therefore lowers the performance of face recognition.
The illumination is a prominent attribute which causes difficulty in
face recognition since it diminishes facial features.

The parameters related to other attributes, including head pose
and facial expression, are generally not statistically significant.
Among the collected OSN images, the variations of head pose
and facial expression are limited since users are usually coopera-
tive when these images are captured and tend to publish the im-
ages from which they are easily recognized. As observed in our
study, the head poses in most OSN images are within the accept-
able head pose ranges of the face authentication systems, which
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causes the insignificance due to lack of samples with extreme head
pose. On the other hand, facial expressions observed in most OSN
images are only mild-mannered expressions including neutral ex-
pression, smile without showing teeth, smile showing teeth, closed
eyes, open mouth. These common expressions do not have signif-
icant impact as they have been well handled in current face recog-
nition algorithms [1]. Other extreme facial expressions, such as
making faces, do significantly affect the face recognition, but they
are observed in only 5% of the OSN images.

4.3 Model Evaluation
To evaluate the performance of the proposed risk estimation tool,

we use cross-validation method. In each round, for each of the face
authentication systems in a specific security level, we randomly
choose 80% of the OSN images to train the model and use the
risk estimation tool to automatically classify the rest of the images.
The above process is repeated by 10 rounds. The performance is
measured by standard classification evaluation metrics, including
precision, recall, and F1 score [32].

Precision is defined as the percentage of the true positive im-
ages among the images assigned to the positive class by the risk
estimation tool, which can be calculated by tp/(tp + fp) where
tp is the number of true positive images and fp is the number of
false positive images. Recall is defined as the percentage of the
true positive images detected by the risk estimation tool among
the positive images in ground truth, which can be calculated by
tp/(tp + fn) where tp is the number of true positive images
and fn is the number of false negative images. F1 score consid-
ers both the precision and the recall, which can be calculated by
F1 = 2× precision× recall/(precision+ recall).

Table 3 shows the performance evaluation metrics of the risk
estimation tool. On average, the risk estimation tool achieves a
precision of 81%, a recall of 83%, and an F1 score of 82%. The
performance evaluation indicates that the risk estimation tool de-
tects most of the vulnerable images which can lead to successful
OSNFD-based attacks if these images are published in OSNs.

Table 3: Effectiveness of our risk estimation tool
System Security level Precision Recall F1 score

Face Unlock N/A 73% 77% 75%

Facelock Pro
Low 70% 69% 69%
High 81% 75% 78%

Visidon
Low 79% 90% 84%
High 86% 92% 89%

Veriface
Low 79% 68% 73%
High 90% 98% 94%

Luxand Blink
Low 84% 87% 85%
High 87% 90% 88%

FastAccess
Low 77% 67% 72%
High 89% 95% 92%

Average N/A 81% 83% 82%

5. DISCUSSION

5.1 Tradeoff between Security and
Accessibil-ity

Clear tradeoffs between security and accessibility can be ob-
served in our tested systems, which are decided by security settings
and target platforms as analyzed in Section 3.2. The increasing se-
curity strength inevitably decreases the accessibility. We conduct
a follow-up experiment to collect quantitative evidence for the im-
pact of these tradeoffs.

20 participants from the main user study are invited for this
follow-up study. The participants need to enroll their faces in the 6
face authentication systems in low/high security level in a meeting
room with normal lighting, respectively. To mimic the different lo-
gin environment, the experiments are conducted between 2pm-4pm
in a sunny day at four fixed indoor/outdoor locations, including 1)
a meeting room with normal lighting condition, 2) a meeting room
with dim lighting condition, 3) outdoor ground in the sunshine, and
4) shelter of building. This setting simulates a situation when a user
registers in one place, but tries to access the system in many other
places. The participants are asked to login by using each face au-
thentication systems. In this experiment, there are no OSN images,
but only live legitimate users who attempt to access a face authenti-
cation system. Each participant has at most three attempts for each
login before we record it as a false rejection.

Table 4 shows the false rejection rates of the face authentica-
tion systems in low security level are lower than those of the face
authentication systems in high security level in overall. Moreover,
the face authentication systems on mobile platform have lower false
rejection rates than those on traditional platform. The highest ob-
served false rejection rate is 85% for Veriface in high security level.
This accessibility degradation could be a disaster for end users. In
our questionnaire, 91% of the participants believe that it is impor-
tant to log in smartphones and tablets in both indoor and outdoor
environments, while 36% of the participants think that it is impor-
tant to log in laptops in both indoor and outdoor environments. If
a face authentication system is set to high security level in order
to mitigate the OSNFD threat, the system will be less tolerant for
complex environments and violate the users’ need of accessibility.

Table 4: Significant increase in false rejection rates when using
high security level settings. The increments of false rejection
rates are more significant for traditional platform-based sys-
tems (the last three systems).

System Security
level

Room+
normal
lighting

Room+
dim
lighting

Outdoor
ground

Shelter

Face Unlock N/A 0% 5% 10% 0%

Facelock Pro
Low 0% 10% 10% 0%
High 0% 45% 60% 25%

Visidon
Low 0% 5% 5% 0%
High 5% 55% 65% 50%

Veriface
Low 0% 25% 35% 20%
High 10% 60% 85% 60%

Luxand Blink
Low 0% 30% 50% 45%
High 5% 55% 70% 55%

FastAccess
Low 0% 15% 30% 15%
High 5% 55% 65% 55%

5.2 Costs of Liveness Detection
Liveness detection could be a mitigation for OSNFD-based at-

tacks, which is designed to distinguish between a live face and a
facial image in front of the camera. The most common liveness de-
tection mechanisms deployed on popular face authentication sys-
tems are eye-blinking and head rotation detection, as they have
the advantages of no additional hardware support, requiring moder-
ate image quality, and involving relatively low usability cost. This
is important to all consumer-level products that are price-sensitive
and accessibility-first. However, these two mechanisms can be eas-
ily bypassed with one or two pre-catched images as shown in [31].
The practicality of these attacks is also verified by our experiments.

Besides these two simple mechanisms, several sophisticated live-
ness detection techniques have been proposed for face authentica-

420



tion. However, all of them are associated with considerable costs
as shown in Table 5 [29]. Their costs include requiring additional
hardware, high quality images, ideal environment that are usually
not universally available, and high user collaborations that may
cause inconvenience. This indicates they may not be suitable for
consumer-level face authentication systems. It still remains a chal-
lenge to deploy reliable and practical liveness detection in face au-
thentication systems that can be used by the public.

Table 5: Costs associated with existing liveness detection mech-
anisms for face authentication. * sign indicates a requirement
involves a significant cost for end users or device manufactur-
ers.

Liveness detection Image quality Additional hardware Usability cost
Eye blinking Low No Low

Mouth movement Middle No Middle
Degradation High* No Low

Head movement High* No Middle
Facial expressions High* No Middle
Facial thermogram N/A Yes* Low

Multi-modal N/A Yes* Middle/High*
Facial vein map N/A Yes* Middle

Interactive response N/A Yes* High*

5.3 Implications of Our Findings
Face authentication does provide an attractive alternative of user

authentication for its non-intrusive and zero-memory procedure.
However, the appearance of OSNFD brings a significant threat to
question the practicality of face authentication as a usable authen-
tication factor. Nowadays, a huge amount of personal facial im-
ages/videos have been published in OSNs that can be accessible to
potential adversaries without the previously required physical prox-
imity. Therefore, face biometrics can now be disclosed in large
scale and acquired by adversaries remotely. Face biometrics are no
longer secrets only owned by the users and can be disclosed to any-
one who has access to victim’s personal images shared in OSNs.

Raising the security level of face authentication systems could
mitigate the OSNFD threat by scarifying the accessibility, which
leads to the inconvenience for legitimate users. Liveness detec-
tion is another major countermeasure to mitigate the spoofing at-
tack against the face authentication systems. Unfortunately, exist-
ing liveness detection techniques available on consumer-level com-
puting devices can be easily circumvented by one or two images.
More reliable liveness detection like multi-modal mechanisms usu-
ally relies on using additional authentication factor (e.g. another
biometrics such as voice and fingerprint). This introduces another
liveness detection problem for the additional authentication factor,
which may not be reliable. For example, voice and fingerprint can
also be spoofed. Even worse, more serious privacy concerns will
rise if a system requires to collect many biometrics information
from a user [42], which may eventually cause the rejection of the
liveness detection mechanism.

As the emergence of OSNFD, the face biometrics is losing con-
fidentiality which is one of the fundamental requirements for a us-
able authentication factor. Moreover, the existing liveness detection
techniques are either too weak to defend against the OSNFD or too
difficult to be deployed on the consumer-level devices. All these
findings suggest that face authentication may not be a proper au-
thentication factor unless we can resolve the discovered problems.

5.4 Limitations
Ecological validity is a challenge to any user study. Like most

prior research [12, 35, 3], our study only recruits students in uni-
versity. These participants are more active in using consumer-level
computing devices and sharing images in OSNs. Thus the evalua-
tion of the OSNFD may vary with other populations.

In the user study design, it is still a challenge to collect facial im-
ages with precisely controlled head poses [27]. Like the prior head
pose data sets [13, 23, 34], the accuracy of the head poses in our
data set may be affected by the poor ability of the participant to ac-
curately direct his/her head, the unconscious movement of human
beings and limit of resources. In another experiment of examin-
ing the false rejection rates of the face authentication systems, we
choose 4 locations to mimic different login environments in daily
life. Since it is impossible for all the participants to do the tests at
the same time and at the same physical positions, the background
of image inputs captured by the camera may change.

Another challenge in our study is to accurately estimate param-
eters [21] such as head pose, illumination, and makeup in our col-
lected OSN dataset. Since the accuracy of automatic labeling tools
is limited [1, 30], we manually label the OSN images with the help
of automatic tools and follow the similar validating methodology
used in prior study [21, 17, 41]. For each OSN image, we esti-
mate the head pose with typical head pose estimation algorithms
including POSIT and LGBP [27]. And we manually validate the
estimation of the head pose by comparison between the OSN image
and the participant’s images with controlled head poses. We manu-
ally label the parameters related to lighting conditions according to
the shadow and histogram of face region similar to the approaches
in [21, 17]. The parameters related to facial expressions are label
by comparing the OSN image with the images captured in our user
study, which is similar to [21, 17]. We use popular face detection
software Picasa to mark the face region with a rectangle in the im-
age and calculate the resolution of the face region. The parameters
related to the attributes of blur, makeup, and edit are labeled in the
way similar to [21, 17, 41].

It is also possible to further improve our risk estimation tool.
To our best knowledge, our work is the first attempt to semi-
automatically detect the vulnerable images that can be used to at-
tack face authentication. Our current risk estimation tool can serve
as a baseline for future improvement by refining the key parameters
and the statistical model. It is also valuable to incorporate auto-
matic high accuracy labeling for those hard-to-label attributes like
illumination and facial makeup, once the ongoing research [27, 9,
7] resolves these challenges.

6. RELATED WORK
In this section, we summarize the closely related work in terms

of face recognition, spoofing attack, and liveness detection.
In face recognition, holistic approaches and local landmark

based approaches are the two major types of popular face recog-
nition algorithms [1, 43]. The holistic approaches, such as PCA-
based algorithms and LDA-based algorithms, use the whole face
region as input. Local landmark based approaches extract local fa-
cial landmarks such as eyes, nose, mouth, etc and feed locations
and local statistics of these local facial landmarks into a structure
classifier.

Face authentication is an important application of face recogni-
tion, which validates a claimed identity based on comparison be-
tween a facial image and an enrolled facial image and determines
either accepting or rejecting the claimed identity [26]. Trewin et
al. [36] show that the face authentication is faster and causes lower
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interruption of user memory recall task than voice, gesture, and
typical password entry. Another advantage of face authentication
is that it provides stronger defense against repudiation than token
based authentication and password based authentication [28]. Be-
sides face authentication, face identification is another application
of face recognition, which compare a facial image with multiple
registered users and identifies the user in the facial images. The
face identification can cause privacy leakage in OSNs due to the
identifiable personal images published in OSNs [3, 12]. Compared
to their work, our study focuses on investigating the impact of the
shared personal images that can be used to attack face authentica-
tion systems.

It is a well-known fact that face authentication is subject to
spoofing attacks. An attacker can pass the authentication by dis-
playing images or videos of a legitimate user in hard copy or on
the screen [5]. But it is generally believed sufficiently secure as an
authentication factor for common access protection, as an adver-
sary usually has to be physically proximate to a victim in order to
collected required face biometrics. Our findings indicate that this
belief is not valid as the emergence of OSNFD. Face biometrics can
now be disclosed in large scale and acquired by a remote adversary.

Liveness detection is the major countermeasure designed to miti-
gate the risk of spoofing attacks. Interaction based approach, multi-
modal based approach, and motion based approach are three pop-
ular types of liveness detection [29, 19, 4]. Interaction based ap-
proaches require real-time responses from claimants, including eye
blink, head rotation, facial expression, etc. However, these ap-
proaches can be bypassed with one or two images [31]. Multi-
modal based approaches take face biometric and other biomet-
rics into consideration together such as voice, facial thermogram,
etc [29]. The multi-modal based approaches require additional
hardware and specific environment. Motion based approaches are
based on the detection of involuntary motions of a 3D face, such
as involuntary rotation of head [19]. The approaches require high
quality images captured with ideal lighting condition. Compared to
these approaches, our estimation tool addresses this problem from
a different perspective. Since OSNFD significantly compromise
the confidentiality of face authentication, our tool is designed to in-
crease the users’ awareness before they publish their personal im-
ages so as to reduce the number of exploitable images available to
an adversary.

7. CONCLUSION
In this paper, we investigated the threat of OSN-based facial dis-

closure (OSNFD) against some real-world face authentication sys-
tems. Our results show that the face authentication systems are
vulnerable to OSNFD-based attacks. We analyzed the characteris-
tics of these attacks from three major perspectives including secu-
rity settings, target platforms and user behavior. The key attributes
of the OSNFD were further extracted to develop a risk estimation
tool that can help users understand the risks associated with their
personal images shared in OSNs. Our work made the first step
in systematically understanding the OSNFD. Quantitative evidence
indicates that face authentication may not be a proper authentica-
tion factor as the confidentiality of face biometrics has been signif-
icantly compromised by OSNFD.
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