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Abstract 

The use of incremental relevance feedback and docu- 
ment clustering were investigated in an relevance feed- 
back environment in which the number of relevance judge- 
ments was quite small. Through experiments on the 
TREC collection, the incremental relevance feedback 
approach was found not to improve the overall search 
effectiveness. The clustering approach was found to be 
promising, although it sometimes over-focuses on a par- 
ticular topic in a query and ignores the others. To over- 
come this problem, a query-biased clustering algorithm 
was developed and shown to be effective. 

1 Introduction 

In a relevance feedback environment, a system retrieves 
documents that may be relevant to a user's query. The 
user judges the relevance of one or more of the retrieved 
documents and these judgements are fed back to the 
system to improve the initial search result. This cycle 
of relevance feedback can be iterated until  the user is 
satisfied with the retrieved documents. 

One straightforward assumption we can make here 
is that the greater the amount of feedback from the user 
to the system, the better the search effectiveness of the 
system. Buckley et al. experimentally verified that the 
recall-precision effectiveness is roughly proportional to 
the log of the number of known relevant documents [5]. 
Users consequently are expected to make as many rel- 
evance judgements as are needed to obtain satisfactory 
search effectiveness. However, this expectation is often 
not met in a highly interactive situation like Internet 
surfing. In the case of document routing (i.e., document 
filtering), each query lives a long time and the number 
of relevance judgements per query can be sufficiently 
large. This leads to the recent emphasis on massive rel- 
evance feedback [4, 14, 11], the main target of which is 
document routing. 
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In this paper, we focus on the other extreme case of 
relevance feedback, in which the number of relevance 
judgements is quite small, for example, less than 10 
or 20 per query. This might be the dominant  situa- 
tion in searching on the Internet because general users 
are not patient enough to provide hundreds of relevance 
judgements. In the case of document routing with a 
large number of avMlable relevance judgements, Allan 
found that a drop in the number of judgements from 
thousands to only 10 to 30 decreased effectiveness only 
about 10% [2]. This indicates that seaxch effectiveness 
increases greatly when the number of relevance judge- 
ments is less than 10 to 30. Our research objective is 
thus to improve search effectiveness quickly as the num- 
ber of relevance judgements increases. 

For this purpose, we compared two approaches: in- 
crementM relevance feedback and document clustering. 
Both try to help users find many relevant documents 
having useful feedback information. The incremental 
relevance feedback approach incrementally reflects the 
user's relevance judgements, rather than pooling the 
judgements, and feeding them back M1 at once. In the 
ultimate situation, as soon as the user judges one doc- 
ument, the system updates its search criteria based on 
that judgement. This greedy strategy could boost the 
number of relevant documents found in the top-ranked 
portion of a search result. Incremental relevance feed- 
back was originally proposed by Aalbersberg [1] and 
intensively investigated by Allan for document rout- 
ing [2]. For a situation with few available relevance 
judgements, we examined whether this approach can 
reduce the number of relevance judgements while mMn- 
taining high search effectiveness. 

The second approach, document clustering, displays 
retrieved documents in a clustered form rather than in 
the conventional ranked form. Clustering is applied here 
aiming to separate the retrieved documents into rel- 
evant and non-relevant clusters automatically, expect- 
ing the the relevant clusters to be selected satisfactory 
by users. The clustering approach is widely used in 
document-browsing interfaces [6, 8]; it helps users to 
collect relevant documents efficiently [7]. Clustering of 
retrieved documents also enhances the use of automatic 
relevance feedback (pseudo feedback) [3]. We systemat- 
ically evaluated the effect of clustering in our relevance 
feedback environment, focusing on the relationship be- 
tween search effectiveness and the number of relevance 
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Figure 1: Reference models: search effectiveness (left) and number of relevant documents found (right) 

judgements. Because clustering sometimes divided the 
retrieved documents independently of the user's query, 
we modified the original clustering algorithm to incor- 
porate the query bias and investigated the effect of this 
query-biased clustering. 

2 Reference Models 

We used the TREC collection in our experiments. Doc- 
uments were taken from T R E C  Disks l&2, which con- 
tain 742,709 documents. Fifty initial queries were con- 
structed from topics 101 through 150 by extracting only 
the "title" and "desc(description)" fields for each topic. 
The relevance judgements in the T R E C  collection were 
used to approximate users relevance judgements. 

The retrieval model used was the well-known vec- 
tor space model. We used the Lt.Lnc term weighting 
formula developed by Singhal et al. [13]. 

The following modified Rocchio formula was used to 
update the term weight of a query. 

1 
Q ~  = °~Q'°td + fllrel does[ ~ wt, 

rel does 
1 

- 7[nonrel docs[ 2.~ wt, 
nonrel docs 

Updated weight Q n¢~, was calculated from original weight 
Q old and the weights in judged documents. Parameters 
o~, fl, and 7 were 8, 16, and 4, respectively, which is the 
most often used combination in this collection. Because 
the preliminary experiments did not show any signifi- 
cant improvement by using non-relevant judgements in 
the formula 1 , we used only the relevant ones. 

We assumed two reference models, the baseline model 
and the upper-bound model, to obtain the reference per- 
formances. Each of the reference models first retrieves 
a ranked list of documents for an initial query. The 

1 A l t h o u g h  n o n - r e l e v a n t  j u d g e m e n t s  i m p r o v e d  t h e  s e a r c h  ef- 
f e c t i v e n e s s  in  a l m o s t  all  t h e  r u n s ,  t h e  a m o u n t  o f  i m p r o v e m e n t  
w a s  s m a l l  e n o u g h  c o m p a r e d  t o  t h a t  d u e  t o  t h e  r e l e v a n t  j u d g e -  
m e n t s  t o  be  i g n o r e d .  N o t e  t h a t  o u r  e x p e r i m e n t s  w e r e  n o t  fo r  
m a s s i v e  r e l e v a n c e  f e e d b a c k ,  in  w h i c h  n o n - r e l e v a n t  j u d g e m e n t s  
e o n t m b u t e  m u c h  m o r e  t o  i m p r o v i n g  s e a r c h  e f f e c t i v e n e s s .  

baseline model investigates the top N documents and 
extracts those marked as relevant. These relevant doc- 
uments are fed back to the system to construct a new 
query. The upper-bound model looks through the same 
ranked list from top to bot tom until finding the N rele- 
vant documents which are fed back to the system. The 
reason we call this model an "upper-bound" model is 
that  it is based on the assumption that  the list is per- 
fectly ranked, that  is, only relevant documents come at 
the beginning of the list so that  users always encounter 
relevant documents first. In the baseline model, on 
the other hand, users may encounter non-relevant doc- 
uments (as in actual situations), the number depending 
on the quality of the initial ranking. New queries are 
constructed using the two reference models and used to 
generate new ranked lists of documents. The average 
recall-precision was calculated against these new rank- 
ings 2 . 

Figure 1 (left) plots the overall average recall-precision 
for all 50 queries at various points of N. Because the fo- 
cus here is on a small number of relevance judgements, 
we only investigated the cases where N was less than 
30. Figure 1 (right) plots the number of relevant docu- 
ments found in the two listings. Using these results, we 
attempted to approach the upper-bound performance 
starting from the baseline performance. 

3 Incremental Relevance Feedback Approach 

3.1 Method 

In the original incremental relevance feedback environ- 
ment proposed by Aalbersberg [1], a system provides 
a user the single supposedly most relevant document to 
the present query, and once the user judges the relevance 
on the document, the system uses the judgement to up- 
date the query and recalculates the relevance scores of 
all the documents based on the updated query. Con- 
sequently, the retrieved documents are always ranked 

2 T h i s  e v a l u a t i o n  m e t h o d  is r e t r o s p e c t i v e ,  t h a t  is t h e  p e r -  
f o r m a n c e  is e v a l u a t e d  on  t h e  s a m e  s e t  o f  d o c u m e n t s  w h i c h  is 
u s e d  fo r  r e l e v a n c e  j u d g e m e n t s .  B e c a u s e  t h i s  is  t h e  r ea l  s i t u a -  
t i o n  of  i n t e r a c t i v e  r e l e v a n c e  f e e d b a c k ,  w e  s i m p l y  u s e d  t h e  c lo sed  
se t  o f  d o c u m e n t s  a n d  d i d  n o t  u s e  a n o t h e r  s e t  o f  d o c u m e n t s  f o r  
e v a l u a t i o n  

l l  
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Figure 2: Incremental relevance feedback approach: search effectiveness (left) and number of relevant documents 
found (right) 

.S' 

es 

>. 
es 

0.52 

0.5 

0.48 

0.46 

0.44 

0.42 

0.4 

0.38 

0.36 

high-quality query set 

5 10 15 20 25 30 
N (total number of judgements) 

i 

| 

low-quality query set 

0.3 I ~  . . . . . .  
~ o ~ °  

. . . . . . . . .  

0 5 10 15 20 25 30 
N (total number of judgements) 

Figure 3: Incremental relevance feedback approach: search effectiveness for high/low-quality query set 

based on the user's judgements so far. This greedy strat- 
egy can find more relevant documents compared to the 
case without incremental updating. 

Consider the situation where the user finds a relevant 
document in a ranked list. There are two possibilities 
for the next step: one is to keep the original ranking 
and find the next relevant document (i.e., the baseline 
model) and the other is to update the original ranking 
by feeding back the relevant document just found and 
find the next one from the updated ranking (i.e., the 
incremental relevance feedback approach). Because the 
system improves the search effectiveness as the number 
of provided judgements grows, as we can see in Figure 
1, the user will likely find more relevant documents in 
the updated ranking than in the original ranking. 

Aalbersberg did not experimentally verify this as- 
sumption [l] 3 . Allan intensively analyzed the incre- 
mental relevance feedback approach [2], but the task 
was batched document routing, in which judgements are 
incrementally provided to the system from a static set 
of judgements. We are interested in the original situa- 

s i l l s  e x p e m m e n t s  were  c o n d u c t e d  u m n g  s i n g l e - f e e d b a c k  
i t e r a t i o n  

tion proposed by Aalbersberg: the source of judgements 
is incrementally updated based on the latest query. 

3 . 2  Resu l ts  a n d  D iscuss ion  

In Figure 2 (left), the results for the incremental rele- 
vance feedback approach are shown along with those for 
the reference models. The N is the cumulative number 
of judgements incrementally provided to the system. In 
addition to the original incremental feedback approach, 
we also ran it with buffering, in which judgements were 
pooled temporally and fed back to the system all at 
once. The buffering was done at factors of 3 and 5. 

Unfortunately, the results were disappointing. The 
average recall-precision of all these runs was greatly infe- 
rior to that of the baseline model. In the run with buffer 
size 1, only the first few feedback cycles were effective. 
In the runs with buffer sizes of 3 and 5, all feedback cy- 
cles did not improve the rankings for each. This is not 
because of a small number of relevant documents found. 
Figure 2 (right) shows that the incremental relevance 
feedback approach found more relevant documents than 
the baseline model, as expected. 
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It sounds strange that the incremental relevance feed- 
back approach cannot outperform the baseline model 
despite finding more relevant documents. One possible 
reason is that,  in the incremental feedback approach, 
most of the relevant documents newly found in each 
feedback cycle are duplicates of previously found rel- 
evant documents or are related to a sub-topic of the 
present query. This is because the judgements in each 
feedback cycle are made for only the top-ranked doc- 
uments. In the baseline model, the judged documents 
came from a static set linked to the initial query only, 
and they may be related to a greater variety of topics as 
N grows, including more marginal ones. We can glimpse 
this phenomenon in Figure 2 (left): the buffered runs 
with the buffer sizes of 3 and 5 did not improve their 
initial rankings from the standpoint of the overall search 
effectiveness. 

To clarify this effect, we divided the 50 initial queries 
into two sets and investigated the search effectiveness for 
each. The first query set, a "high-quality" query set con- 
tained queries that retrieved many relevant documents 
in the top ranking (more than 15 relevant documents in 
the top 30 documents). These queries should contain 
most of the topics in the information need. The other 
set, a "low-quality" query set, contained queries having 
poorer retrieval power (15 or fewer relevant documents 
in the top 30 documents). Topic id's in each query set 
are listed as follows. 

• J , , l [ l •  I ! ~ q I IIII',II,:~ i llel','lZ e ll~'ll I~I',II-~" l 

106,107, 108, 109, 110, 
111, 112, 115, 118, 123, 
130, 132, 133, 134, 135, 
136,137, 142, 145, 146, 
148, 150 

101,102, 103, 104, 105, 
113,114, 116,117, 119, 
120,121,122,124, 125, 
126, 127, 128, 129, 131, 
138,139, 140,141, 143, 
144, 147, 149 

The average precision for the top 30 documents was 
0.7500 for the high-quality query set and 0.2345 for the 
low-quality one. 

Figure 3 shows that the incremental updating for 
the low-quality set improved the ranking incrementally, 
but the search effectiveness was still less than that of 
the baseline model. On the other case, for the high- 
quality set, the performance at every feedback cycle, 
except for the first few ones for buffer size 1, steeply fell 
after the initial search, although the number of provided 
judgements increased. 

Based on these results, the incremental relevance 
feedback approach is not appropriate for increasing over- 
all search effectiveness; however, it might be useful for 
finding similar documents on a more specific topic be- 
cause of its greedy hill-dimbing algorithm. We also 
found that simply feeding a large number of relevant 
documents back to a system is not enough for the sys- 
tem to cover all the topics for the required information. 
The overall performance depends on the variety of rel- 
evant documents provided, and this research issue is 
closely related to the sampling issue discussed by Lewis 
and Gale [10]. 

4 Clustering Approach 

4.1 Method 

The clustering approach is based on the "cluster hy- 
pothesis" [16], which assumes that the documents rele- 
vant to an information need are similar to each other. 
If this assumption is correct, clustering can be used to 
separate the set of retrieved documents into relevant 
and non-relevant clusters. Through successive selection 
of relevant clusters, users can find many relevant docu- 
ments at little cost because they do not have to consider 
the non-relevant documents located in the unselected 
clusters. 

Following this line, many researchers have applied 
clustering to the set of retrieved documents. The "Scat- 
ter/Gather" method focuses on relevant topics efficiently 
by iteratively applying clustering/selection to the re- 
trieved documents [6]. Clustering of the initial search 
results was reported to be effective for subsequent pseudo 
relevance feedback [3]. Evans et al. showed the useful- 
ness of clustering in a relevance feedback environment 
through a user study. They found that the clustered 
representation of retrieved documents to users resulted 
in improved search effectiveness [7]. Following these re- 
suits, especially those of Evans et al., we systematically 
investigated the relationship between search effective- 
ness and the number of relevance judgements fed back 
to the system. It is useful to investigate this relation- 
ship because, as we saw in the previous section, a larger 
number of relevant documents does not always improve 
the overall search effectiveness. 

In the experiments, we first retrieved the top 150 
documents from each of the 50 initial queries. These 150 
documents were grouped into 5 dusters. While any clus- 
tering algorithm can be used, we used the probabilis- 
tic algorithm proposed by Iwayama and Tokunaga [9]. 
To select the best dusters, we used the "DENSITY" 
strategy [12], in which the clusters are sorted by the 
proportion of relevant documents they contain. Within 
each cluster, the documents are sorted by their relevance 
score for the initial query. From the top ranked cluster, 
we extracted the top N documents and those marked 
relevant were fed back to the system. If N exceeded 
the number of documents in the top ranked cluster, we 
moved to the second ranked cluster, and so on. 

There remains room for discussion of the cluster se- 
lection method. Using the "DENSITY" strategy as- 
sumes that users can select clusters containing many 
relevant documents. This would be a rather strong as- 
sumption, or it would cost much effort for users to select 
such clusters. Although there is preliminary evidence 
that "users can select the cluster with the largest num- 
ber of relevant documents in most cases" [8], this issue 
requires more investigation. 

4.2 Results and Discussion 

Figure 4 (left) shows the search effectiveness for all 50 
queries. Unlike the incremental relevance feedback ap- 
proach, the clustering approach gradually improved the 
search effectiveness as N grew, and it always outper- 
formed the baseline model. Figure 4 (right) shows that 
the selected best clusters contained more relevant docu- 
ments than the original ranked hst (the baseline model). 
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Figure 4: Clustering approach: search effectiveness (left) and number of relevant documents found(right) 
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This fact confirms the effectiveness of the "cluster hy- 
potheses" in the clustering approach, the reason for the 
superiority of the clustering approach over the baseline 
model. 

The clustering approach significantly outperformed 
the incremental relevance feedbax:k approach, although 
both approaches found almost the same number of rel- 
evant documents for the same number of judgements 
(as seen in Figure 4 (right)). This implies that the two 
approaches find very different kinds of relevant docu- 
ments. 

As in the case of the incremental relevance feedback 
approach, we investigated the search effectiveness for 
two query sets: the high-quality one and the low-quality 
one. As shown in Figure 5, for the high-quality set, 
the clustering approach did not outperform the base- 
line model for most values of N. This is because cluster- 
ing divides retrieved documents, most of which are rel- 
evant in this case, into several clusters and selects only 
one or two of these clusters. It thus focuses too much 
on a particular topic of relevance. This reduces the 
overall search effectiveness. For the low-quality query 
set, on the other hand, the set of retrieved documents 
has a relatively small number of relevant documents, so 

clustering and successive cluster selection finds the best 
and only topic of relevance, which makes the clustering 
approach superior to the baseline model, as shown in 
Figure 5. Although there are several remedies for the 
over-focusing problem, such as skimming off the best 
documents from the best clusters, we consider another 
approach in the next section. 

5 Query-biased Clustering 

The experimental results for the high-quality query set 
revealed the importance of the query, especially those 
queries that retrieve many relevant documents. The 
clustering approach is no more effective in this case than 
the baseline model, which primarily uses the document 
set retrieved from the initial query. In this section, we 
modify the clustering algorithm to consider this query 
effect and try to improve its performance, especially for 
the high-quality query set. 

In the original clustering approach, the query deter- 
mines the scope of documents for clustering, but the 
clustering algorithm itself is independent of the query. 
We incorporate the effect of the query directly into the 
clustering algorithm in the following way. Our cluster- 
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ing algorithm calculates P(GId), the probability of clus- 
ter C given the information of document d, and agglom- 
eratively constructs the set of clusters that maximizes 
I~c YIaec P(Cld)" We add the information of query q 
to the conditional part of P(CId) and obtain P(CId, q). 
More precisely, the conditional part of P(C]d, q) is cal- 
culated by adding the term weights for q to the corre- 
sponding term weights for d. This simple method of 
raising the importance of terms occurring in a query 
can be applied to any conventional clustering algorithm, 
making it a query-biased one. 

In the experiments, we only replaced the original 
clustering algorithm with the query-biased one. Figure 
6 (left) shows that the query-biased clustering improves 
the original clustering approach significantly. The amount 
of improvement against the baseline model is also signif- 
icant. These improvements are mainly due to large im- 
provements for the high-quality query set (see Figure 7), 
where the use of query-biased clustering had a compar- 
ative advantage over the baseline model, which uses the 
initial query at most. Even with only a few judgements, 
the query-biased one was better than the baseline• For 
the low-quality set, the query-biased approach outper- 

formed the original clustering approach, especially for 
small N. This confirms that the "clustering hypothe- 
ses" works effectively in query-biased clustering. Figure 
6 (right) shows that both clustering approaches found 
about the same number of relevant documents with the 
same number of judgements. 

In summary, the use of query-biased clustering avoids 
the over-focusing problem seen in the original cluster- 
ing approach while keeping the advantage of the "cluster 
hypothesis." 

6 Conclusion 

We have discussed the use of incremental relevance feed- 
back and document clustering in a relevance feedback 
environment in which the number of relevance judge- 
ments was quite small. Through experiments on the 
TREC collection, we showed that the incremental rel- 
evance feedback approach does not improve the overall 
search effectiveness. The clustering approach was shown 
to be promising, although it sometimes over-focuses on 
a particular topic in a query and ignores the others. To 
overcome this problem, we introduced a query-biased 

15 



clustering algorithm and demonstrated its usefulness. 
While the results for the incremental relevance feed- 

back approach were disappointing, this approach might 
be useful for quickly focusing on a particular aspect of 
the information need. We did not verify this advantage 
quantitatively, but only observed its effect in the ex- 
periments. More intensive investigation of this issue is 
necessary. 

Studies are needed to determine whether actual users 
can find the best clusters easily in the clustering ap- 
proach. Although a preliminary study by Hearst and 
Pedersen confirmed this assumption [8], there is no ex- 
perimental support for query-biased clustering. Through 
personal observation in the experiments, we believe that 
query-biased clustering can separate the relevant from 
the non-relevant documents more clearly than the orig- 
inal clustering, and this should make cluster selection 
by actual users easier. 

Lastly, query-biased clustering can be applied to other 
search environments, Scatter/Gather-style search inter- 
face [6], query-biased summarization [15], etc. Query- 
biased clustering would be effective because it can pro- 
duce different sets of clusters according to the bias given 
by the user. This enables a user to obtain a tailored set 
of clusters that reflects his/her information needs more 
precisely. 
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