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Abstract. This paper proposes a system of interactive multimedia contents that 
allows multiple users to participate in a face-to-face manner and share the same 
time and space. It provides an interactive environment where multiple users can 
see and manipulate stereoscopic animation with individual sound. Two applica-
tion examples are implemented; one is location-based content design and the 
other is user-based content design. Both effectively use a unique feature of the 
IllusionHole, i.e., a location-sensitive display device that provides a stereo-
scopic image with multiple users around the table. 
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1   Introduction 

Interactive multimedia contents combined with images and sounds have become 
widespread in various fields. These contents allow for abundant expression by users. 
For example, using virtual reality technologies, we can enjoy rich high-immersion 
experiences using multimodal interactions with various information channels such as 
visual, auditory, or tactile perception. Moreover, we can easily communicate at re-
mote locations through networks and simultaneously share images and sounds in a 
huge virtual environment. There are, however, some limitations; for example, each of 
multiple users will not be able to get such rich high-immersion experiences simulta-
neously because communication channels through the network are not sufficient to 
convey non-verbal information that is important for natural communications. 

In order to achieve natural interactions or collaborations for multiple users, table-
top approaches have been focused on. These approaches can provide a common 
workspace where multiple users may interact with each other and maintain awareness 
of what the others are doing. Based on this idea, many researchers explore the role of 
novel interfaces and interaction paradigms in the context of applications for enter-
tainment. There is, however, little reported in the literature about tabletop displays 
that allow multiple users to enjoy stereoscopic animation with individual sound. 

In this paper, we propose a multimedia content display system for co-located mul-
tiple users with which they can enjoy interactive multimedia content (such as a game) 
or work cooperatively through natural face-to-face communications while sharing the 
same time and space. The system is based on the IllusionHole [7]. It provides an 
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interactive environment where multiple users can see and manipulate stereoscopic 
animation with individual sound. The content is basically common to all users; how-
ever, it is slightly varied or personalized, such as direction of animations or volume of 
sounds, according to the user’s interactions or dynamically changing positional rela-
tionships with other users. Two types of application examples are implemented. Both 
provide individual animation and sound with a corresponding user, as well as the 
location-based content design and the user-based content design.  

2   Related Work 

Recently, some studies have shown that the combination of visual and auditory cues 
enhances the sense of immersion in virtual reality or interactive entertainment appli-
cations. This section outlines a variety of interactive stereoscopic displays and inter-
faces using auditory feedback.  

To view objects from different angles by moving one’s head provides humans with 
important clues for spatial cognition. One of the most reasonable ways to create a 
multi-user interactive stereoscopic display is to install a horizontal screen in a table 
[1]. This is the most effective way to view stereoscopic images from the vantage point 
of individuals standing around a table. And to use optical equipment that includes a 
parallax barrier [4], mirror [2, 11] and revolving screen [5] allows multiple users to 
observe the stereoscopic images with motion parallax in any direction. In addition, 
multiple users are able to directly point to a particular part of the stereoscopic images 
in the IllusionHole [7]. 

Many co-located collaborative applications often present information to users 
through auditory channels as well as through visual feedback. For providing aware-
ness of the users’ actions, large-screen tiled displays use auditory information when 
users perform gestures or move objects [10]. Morris et al. found that increasing col-
laboration can result when individual, rather than public, auditory feedback is pro-
vided [9]. For music tabletops, the reacTable uses physical objects to represent parts 
of a modular synthesizer [6], and the Audiopad is a composition and performance 
instrument for electronic music that tracks the positions of objects on a tabletop [12]. 
Jam-O-Drum allows users to collaboratively create music around a circular tabletop 
[3], and with Multi-Audible [8], multiple users have a portable device to hear differ-
ent audio information during the interaction. 

3   System Configuration 

In this section, we detail the configuration of an interactive multimedia content sys-
tem that allows multiple users to see and manipulate stereoscopic animation with 
individual sound. 

3.1   Overview 

Our proposed multimedia content system allows multiple users standing around a 
table to interact with position-specific stereoscopic animation with individual sound. 
The content itself is basically common to all users; however, it is slightly varied or 
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Fig. 1. System configuration 

personalized according to users’ interactions. We have implemented two different 
types of content design frameworks; i.e., location-based content design and user-
based content design. In the former framework, stereoscopic animation and sound 
changes interactively according to the location where a user stands. The environment 
around the table is divided into an adequate number of domains. If a user comes into 
one domain from another, the content that is currently displayed to the user changes 
according to the domain. On the other hand, in the user-based content design, the 
multimedia content changes according to the user’s positional relationships with other 
users. In this case, each user is also provided with interactive animation and sound, 
and they are changed when the surrounding environment changes, such as when an-
other user comes closer or moves away. 

3.2   Implementation 

A prototype system was established using 
the IllusionHole with polarization filters 
(see [7] for more details). Based on the 
IllusionHole, the prototype system allows 
multiple users to see interactive stereoscopic 
animations with adequate motion parallax. 
In addition, Bluetooth-enabled wireless 
headphones are installed to provide indi-
vidual sound for corresponding users. The 
system configuration is shown in Figure 1. 
The viewing position of each user is 
detected using a 3D tracker device (IS-600 
Mark 2 ultrasonic beacon, made by Intersense) and stereoscopic images are displayed 
using parallax images for both eyes, which are calculated for corresponding display 
regions. The display regions of multiple users may overlap each other if the number of 
users increases and neighboring users stand too close to one another. So, the prototype 
system is designed for three users. Each user wears a pair of circularly polarized 
glasses and a wireless headphone corresponding to an output sound channel. 

A direct graphics library is used to manage and show stereoscopic animations of 
3D characters. In addition, a direct sound library is used for generating multi-channel 
sound for individual sound. Figure 2 shows the output flow of individual sound. The 
direct sound library supports multiple buffers of multi-channel sound, and also sup-
ports the mixing of multiple sound buffers to play these sounds. Multiple buffers are 
assigned to each individual user, and these buffers have some slots for writing sound 
data which output from each channel (ch1 to ch8). The first slot “H” includes a header 
for the buffer. The sound data for only a particular user is written at the output chan-
nel assigned to her/him (e.g., user A is assigned ch1 and ch4, and user C is assigned 
ch3 and ch6), and null data is written in the remaining channel for silent output. By 
mixing the buffers in which sound data is written for each user, and controlling sound 
volume and the starting or stopping of sound, we manage the individual sounds. 
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Fig. 2. Output flow of individual sound 

4   Application Examples  

We introduce two application examples that allow multiple users to communicate 
interactively in the same place at the same time using this configuration. “Onstage 
Demo of the IllusionHole” is an example of the location-based content design, and 
“Baa Baa White Sheep” is an example of the user-based content design. 

4.1   Onstage Demo of the IllusionHole 

In this application, the character shown at 
the center of the IllusionHole talks about 
functions and features of the IllusionHole 
itself. Figure 3 shows a snapshot of this 
application experienced by three users and 
different stereoscopic animations observed 
by individual users standing to the left, 
center, and right of the IllusionHole. The 
particular moment of Figure 3 shows that 
the 3D character faces to the left; therefore, 
only the left user (user B) hears the indi-
vidual announcement as “Raise your hand” 
by the character; however, the other users 
(users A and C) cannot hear anything. In this application example, the character turns 
to other directions and talks about the IllusionHole similarly. The IllusionHole is a 
location-sensitive display device that provides a stereoscopic image with multiple 
users around the table, and each of the users can observe the same virtual object from 
a different direction. Therefore, this application example effectively uses this feature 
of the IllusionHole. 

4.2   Baa Baa White Sheep 

This application is designed so that a character in the IllusionHole corresponds to a 
user’s actual position and movements in the physical world. A snapshot of users en-
joying this application is shown in Figure 4. By simply moving around the display, 
each user can manipulate his/her own character without using devices such as game  
 

 

Fig. 3. Snapshot of Onstage Demo of the 
IllusionHole experienced by three users 
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Fig. 4. Snapshot of users enjoying Baa Baa 
White Sheep 

Fig. 5. Correspondence between users and 
characters 

controllers or mice. In the scenario of this application, users have to cooperatively 
drive sheep into the fold taking into consideration the relative positions of other users, 
while the sheep tries to escape from the users. Figure 5 shows the correspondence 
between users and characters. If a user starts moving, the system detects his/her mo-
tion and changes the animation of the corresponding character to “walking” from 
“standing.” At the same time, the user can hear the sound of footsteps fitting the 
“walking” animations. Moreover, the other users can also hear the sounds of footsteps 
according to the relative position with the user. And if a user comes closer to the 
sheep, only he/she hears the sound of the bleat. In this way, users enjoy interactions 
with a virtual world using physical movements and the relative positions to others, 
while the user feels the character as another human being. The video figure shows 
details of this application. 

5   Conclusions 

In this paper, we proposed a system for multiple co-located users to enjoy interactive 
multimedia contents while sharing the same time and space. We described the design 
approach and implementation of the system followed by two application examples. In 
the future, we are planning to explore new content suitable for stereoscopic animation 
with individual sound using physical body gestures or utterances as well as using 
physical movements and relative positions to others. Moreover, we also plan to look 
into studying how users perform and cooperate with a variety of personalities and 
leadership qualities in these environments. 
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