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Abstract
With the advent of artificial intelligence, machine learning has been well explored and extensively applied into numerous
fields, such as pattern recognition, image processing and cloud computing. Very recently, machine learning hosted in a cloud
service has gained more attentions due to the benefits from the outsourcing paradigm. Based on cloud-aided computation
techniques, the heavy computation tasks involved in machine learning process can be off-loaded into the cloud server in a
pay-per-use manner, whereas outsourcing large-scale collection of sensitive data risks privacy leakage since the cloud server
is semi-honest. Therefore, privacy preservation for the client and verification for the returned results become two challenges to
be dealt with. In this paper, we focus on designing a novel privacy-preserving single-layer perceptron training scheme which
supports batch patterns training and verification for the training results on the client side. In addition, adopting classical secure
two-party computation method, we design a novel lightweight privacy-preserving predictive algorithm. Both two participants
learns nothing about other’s inputs, and the calculation result is only known by one party. Detailed security analysis shows
that the proposed scheme can achieve the desired security properties. We also demonstrate the efficiency of our scheme by
providing the experimental evaluation on two different real datasets.
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1 Introduction

According to the report that the quantity of available data gen-
erated will be exceed 15 zettabytes by 2020 compared with
0.9 zettabytes in 2013 Adshead (2014). With the increasing
amount of data generated by various equipments, machine
learning techniques have been drawing more attentions. As
we all known, machine learning is used to process abun-
dant data and produce predictive models. Very recently,
machine learning has been extensively applied in plenty of
research fields (Chang et al. 2017a, b; Chang and Yang 2017;
Chang et al. 2017), such as spam classification Yu and Xu
(2008), disease diagnosis Fakoor et al. (2013), credit-risk
assessment Yu et al. (2008). Generally speaking, machine
learning techniques consist of two stages, i.e., training and
prediction. Given a set of training data records and desired
outputs, a predictive model can be finally derived after a
series of iteration. In prediction paradigm, taking some new
data as inputs the trained model can predict the classi-
fication or a certain continuous value. Especially, among
numerous machine learning frameworks, neural network
has gained much popularity due to its nice performance
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in many research goals. As one of the most simplest neu-
ral network tools, single-layer perceptron (SLP) Shynk
(1990) has been successfully used to predict classifica-
tion.

Due to the limited local storage and computing resources,
cloud-basedmachine learning paradigm is becoming a newly
developing research area. Cloud computingmakes it possible
to view computing as a kind of resource (Chen and Zhong
2009; Chen et al. 2016, 2015a, b, 2014a, b). In addition, the
client can off-load their heavy computational tasks to the
cloud server in a pay-per-use manner (Gao et al. 2018; Jiang
et al. 2017, 2016, 2018; Li et al. 2015a, b, 2017a, b, 2016;
Wang et al. 2015;Wen et al. 2014).Although there existmany
benefits in cloud computing, this outsourcing paradigm may
result in privacy leakage issue (Zhang et al. 2017a, b). Inmost
cases, the inputs of the clients may contain some sensitive
information and the cloud server is honest but curious. There-
fore, considering the privacy protection into SLP training
process in cloud computing is a significant challenge to deal
with. Moreover, for some reasons such as hardware failures,
software bugs or even malicious attacks, the cloud server
may return a computationally indistinguishable result. In this
case, the client should have the ability to check the validity
of the returned result, which is a necessity in cloud-based
SLP training process. Otherwise, outsourcing the complex-
ity training task will become an impossible and meaningless
issue.

Considering privacy protection in SLP training, tradi-
tional cryptographic primitives such as fully homomorphic
encryption (FHE) can make it possible. However, the exist-
ing FHE schemes are not practical and efficient Wang et al.
(2015). Recently, Zhang et al. (2018) proposed an efficient
and privacy-preserving disease prediction scheme using SLP
learning algorithm, namedPPDP. In training stage, eachmed-
ical sample is encrypted before uploading to the cloud server,
which costs O(n3) on the hospital (client) side. It implies that
if the number of iterative round is exactly equals to the num-
ber of training samples, it will make no sense to resort to the
cloud server. The reason is that the most complicated calcu-
lation involved in SLP training stage costs O(n3) in Zhang
et al. (2018). Besides, the verification mechanism is not con-
sidered in Zhang et al. (2018), and then the cloud server can
deceive the hospital (client) by sending back an invalid result.
Apart from that, the predictive model trained by the client,
to some extent, should be regarded as the client’s own asset
and well protected during predictive stage. Moreover, since a
new record is submitted by the requester, the predictive result
should be protected and only be known by itself. Therefore, it
is urgent and necessary to design an efficient and secure SLP
training scheme which satisfies the aforementioned require-
ments.

1.1 Contributions

In order to address the issues mentioned above, we propose a
verifiable privacy-preserving SLP training scheme (VPSPT)
with the aid of the cloud server. Our contributions are sum-
marized as follows.

– We propose a novel SLP training scheme, which can
derive s predictive models for s different patterns simul-
taneously. Furthermore, based on the technique of mini-
batch Mohassel and Zhang (2017), the trained model w
can smoothly and rapidly converge to the optimum value.
Compared with the scheme in Zhang et al. (2018), the
computational complexity can be dramatically reduced
from O(n3) to O(n2).

– We first introduce the verification mechanism into SLP
training scheme. If the cloud server cheats the client by
returning an incorrect value, the dishonest behavior will
be detected by the client definitely.

– We design a lightweight privacy-preserving predictive
algorithm based on secure two-party computation Malek
and Miri (2006). With this method, both the predictive
model w and the new data record can be well protected.
Moreover, the final classification result is only privately
hold by the requester.

The rest of this paper is organized as follows: Sect. 2
presents some basic notations and concepts involved in our
scheme. The system and security models are given in Sect. 3.
In the following, we propose a concrete scheme containing
training and predictive stages in Sect. 4, followed by security
and efficiency analysis in Sect. 5. Experimental evaluation is
given in Sect. 6. Finally, conclusions will be made in Sect. 7.

1.2 Related work

Differing from traditional machine learning methods, cloud-
aided privacy-preserving machine learning has been well
explored and drawnmore attentions. Clifton et al. (2002) pre-
sented a survey on some basic tools for privacy-preserving
distributed data mining. As a toolkit, these techniques can
be used to solve some privacy-preserving machine learn-
ing problems. Graepel et al. (2012) proposed a new class
of machine learning algorithms where the predictions can
be expressed as polynomials of bounded degree. Nikolaenko
et al. (2013) designed a privacy-preserving ridge regression
on hundreds of data records, which can be regard as a build-
ing block formanymachine learning operations. Raymond et
al. Tai et al. (2017) studied privacy-preserving decision trees
evaluation via linear functions, and more. Generally speak-
ing, privacy-preserving machine learning can be roughly
divided into two research goals, data perturbation and cryp-
tographic tools. The first method can be represented by
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differential privacy, which has been successfully applied into
protecting the privacy of statistical database (Li et al. 2016;
Zhang and Zhu 2017; Abadi et al. 2016). What we have to
emphasize is that the first method is orthogonal to our work,
and the readers can refer to related papers for further study.

The second research area is supported by cryptographic
methods.Gupta et al. (2016) identified emergent research and
techniques being utilized in the field of cryptology and cyber
threat prevention. Zheng et al. (2017) proposed a lightweight
authenticated encryption scheme based on chaotic SCML for
railway cloud service. Ibtihal and Naanani (2017) focused on
secure outsourcing of images by using homomorphic encryp-
tion in mobile cloud computing environment. Bhushan and
Gupta (2018) proposed a flow confidence-based discrimina-
tion algorithm to distinguish between flash crowd event and
DDoS attack. By incorporating Shamir’s secret sharing and
quantumbyzantine agreement,AlZain et al. (2015) presented
a practical data management model in a public and private
multi-cloud environment. Lin et al. (2018) constructed a
new ID-based linear homomorphic signature scheme, which
avoided the shortcomings of the use of public-key certifi-
cates. Gao et al. (2018) proposed a privacy-preserving Naive
Bayes classifier that is resistant to an easy-to-perform, but
difficult-to-detect attack. Li et al. (2018) proposed a novel
privacy-preserving Naive Bayes learning scheme with mul-
tiple data sources.

Based on the computational ability of participants, the
second research field, cryptographic methods, can be split
into two categories. The first scenario is training without the
cloud server. That implies that all the participants are equal to
each other in computational ability aspect. So far, plenty of
works focus on this setting. Chen and Zhong (2009) pro-
posed privacy-preserving backpropagation neural network
learning scheme which allowed two parties jointly to train
model over vertically partitioned data. In the following, based
on their aforementioned work, Bansal et al. (2001) proposed
a training scheme over arbitrarily partitioned data, which can
be applied into more common scenes. In both two schemes
(Bansal et al. 2001; Chen and Zhong 2009), the privacy of
client can be guaranteed by using ElGamal scheme. Com-
bined with several data-oblivious algorithms, Ohrimenko
et al. (2016) designed a method to enable multiple parities to
cooperatively conduct training program while each parties’
privacy can be well protected. Very recently, based on the
two servers model, Mohassel and Zhang (2017) proposed a
system for scalable privacy-preserving machine learning. In
this model, the data owners randomly distribute data to two
non-conclude servers to train several models. Among them,
they focused on training neural networks by using secure
two-party or multiparty computation theory.

Obviously, the second scenario is where the training pro-
cess involves in the cloud server. This implies that the
resource-constrained client relies on the powerful cloud

server to train models. Li et al. (2017) proposed multi-
key privacy-preserving deep learning schemes. Liu et al.
(2017) only explored the privacy-preserving predictive pro-
cess, which requires no change to how models are trained.
After prediction, the server learns nothing about client’s
inputs while the client learns nothing about the model. Very
recently, considering the privacy protection of training stage,
Wang et al. (2015) proposed a SLP learning scheme for
e-healthcare. However, this scheme adopted Paillier homo-
morphic cryptosystem, which is time-consuming. In Zhang
et al. (2018), a privacy-preserving disease prediction scheme
in cloud-based e-healthcare system are proposed. Although
this scheme provided the hospital (client) privacy protection
in predictive stage, the privacy of patients (potential patients)
was not considered, whereas in some specific scenarios it is
necessary to design privacy-preserving algorithm in predic-
tive stage.Besides, randommatrices inZhang et al. (2018) are
utilized to encrypt training samples as we mentioned before,
it is not efficient and practical.

2 Preliminaries

In this section, wewill present some basic notations,machine
learning andmathematical tools. Firstly, we briefly revisit the
classical SLP learning algorithm which can be referred to in
many standard machine learning textbooks Michalski et al.
(2013). Furthermore, based on the basic idea in Mohassel
and Zhang (2017), we propose a mini-batch SLP training
scheme. In the following, we will introduce the privacy-
preserving method for large-scale matrix multiplication in
cloud computing Lei et al. (2014). Finally, we will give a
secure dot-secure technique by using trace functions Malek
and Miri (2006).

2.1 Mini-batch SLP training algorithm

In this section, we will recall the principles and some main
properties of SLP. As one of the most important and simplest
neural network architectures, SLP can be used as a powerful
classifier whose output belongs to one class or another. Given
a set of training data samples X = {x1, x2, . . . , xn} with
associated desired output {o1, o2, . . . , on} (oi ∈ {1,−1}), the
goal of the SLP training algorithm is to obtain a prediction
model. In most cases, when a new data record is submitted
to this prediction model, it can give an accurate classification
result t . The basic framework of SLP is depicted in Fig. 1.
And in the following, let’s look the SLP training algorithm
in detail.

As we can see from Fig. 1, the SLP consists of two layer
neuron cells, input nodes and output node. Among these
nodes, the input nodes are denoted as

{
xi,1, xi,2, . . . , xi,n

}

whichmeans each piece of sample xi has n features. The out-
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Fig. 1 Model of single-layer perceptron

put layer is a linear combination of input nodes and weight
vector w = {w1, w2, . . . , wn}. After that, a specific activa-
tion function is acted on the output node, and then it outputs
the classification result ti ∈ {1,−1}. In this paper, we select
the sign function as the activation function since its simplicity
and popularity.

ti = sign(wT xi )

If oi �= ti , the weight parameter w will be updated according
to the following equation:

w = w + ηxi oi

Different from traditional SLP training algorithm, based on
the intuition presented inMohassel andZhang (2017)we ran-
domly select a small batch m of samples instead of a piece
of sample per iteration, because the overwhelming advan-
tage of mini-batch method is that it can be used to speed up
the computation. Besides, with this method, the weight vec-
tor w can converge faster to the minimum value. Therefore,
the weight vector w can be updated by averaging the partial
derivatives of m samples on the current w. For some ti �= oi ,
the updating formula for weight w can be adapted as:

w = w + η

m

∑

ti �=oi

xi oi

If it meets one of the two requirements, the number of
iterations more than the preset threshold or the prediction
model converges to a constant, the SLP training algorithm
will be terminated. Furthermore, the elaborate mini-batch
SLP training algorithm is described in Algorithm 1.

2.2 Privacy-preservingmethod for outsourcing
matrix multiplication

Securely outsourcing large-scale matrix multiplication has
been researched for many years (Atallah et al. 2002; Lei
et al. 2014), which is commonly used as the building block
in scientific and engineering fields. Next, we will introduce a

Algorithm 1Mini-batch SLP training algorithm
Input:

– A set of training samples X = {x1, x2, . . . , xn} with associated
desired output {o1, o2, . . . , on} (oi ∈ {1,−1}).

– Learning rate η.
– The size of mini-batch m.
– Preset iteration threshold p.

Output:

– Prediction model: w.

1: Randomly select a weight vector w = {w1, w2, . . . , wn}.
2: for i teration = 1, 2, . . . , p do
3: for 1 ≤ i ≤ m do
4: Compute the sign function:

ti = sign(wT xi )
5: end for
6: For some oi �= ti , the client will update:

w = w + η
m

∑

ti �=oi

xi oi

7: end for
8: Return: Prediction model w.

completed protocol for securely outsourcingmatrixmultipli-
cation which consists of five algorithms (KeyGen,MMEnc,
Compute,MMDec, Verify) as follows.

– KeyGen: On input the security parameterλ, the client ran-
domly chooses three sets {α1, α2, . . . , αn}, {β1, β2, . . . ,

βn} and {γ1, γ2, . . . , γn} from specific key space. By
using the samemethod in Lei et al. (2014), the client gen-
erates three random permutations, π1, π2, π3. Similarly,
the client generates three sparse matrices, F1(i, j) =
αiδπ1(i), j ,F2(i, j) = βiδπ2(i), j ,F3(i, j) = γiδπ3(i), j ,
where the formula of the Kronecker delta function δx,y
is as follows.

δx,y =
{
1, x = y

0, x �= y

– MMEnc: Given two large-scale matrices X,Y, the
resource-constrained client needs to calculate matrix
multiplication. In order to protect his own private infor-
mation, the clientwill encrypt his inputs before uploading
them to the cloud server to compute with. Therefore, by
using the matrix blinding technique the client computes
X̂ = F1XF

−1
2 and Ŷ = F2XF3 locally and sends the

blinding inputs X̂, Ŷ to the cloud server.
– Compute: After receiving two matrices X̂, Ŷ from the

client, the cloud server conducts this algorithm to com-
pute T̂ = X̂Ŷ. Subsequently, the cloud server sends the
blinding result T̂ to the client.

– MMDec: On input the returned result T̂, the client will
decrypt it, T = F−1

1 T̂F−1
3 = XY. Therefore, the client

will obtain the final result.
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Fig. 2 Model of our VPSPT scheme

– Verify: Considering the cloud server is honest but curi-
ous, after decrypting the result the client should check the
correctness of the calculation result T. The client firstly
selects a vector r = {r1, r2, . . . , rn} and checks the equa-
tion Tr ?= XYr. If yes, the resultTwill pass verification;
otherwise, this algorithm will output ⊥.

2.3 Secure dot-product protocol

Definition 1 A trace function is a linear mapping from Fpn

over Fpq , where q can divide n. Let’s denote that α ∈ Fpn =
F and α ∈ Fpq = K , then the trace of element α over K is:

TF/K (α) = α + α p + α p2 + · · · + α pq−1

To simplify the representation, we denote the trace function
by T . Furthermore, the above trace function has the four
following properties:

– For α, β ∈ Fpn , T (α + β) = T (α) + T (β);
– For α ∈ Fpn , c ∈ Fp, T (cα) = cT (α);
– For a ∈ Fp, T (a) = na;
– For α,∈ Fpn , T (α p) = T (α).

Suppose that {α1, α2, . . . , αn} is a basis of Fpn over Fp,
and {β1, β2, . . . , βn} is its dual basis that satisfies the follow-
ing equation.

T (αiβ j ) =
{
1, f or i �= j;
0, f or i = j .

Then, for some xi , yi ∈ Fp, X,Y ∈ Fpn can be repre-
sented as

X = x1α1 + x2α2 + · · · + xnαn

Y = y1β1 + y2β2 + · · · + ynβn

Most important of all, we have the following equation
holds.

T (XY) = x · y

3 System and security models

In this section, we focus on formalizing the system model
and security model.

3.1 Systemmodel

In this paper, we propose an efficient and secure VPSPT
scheme, which consists of three entities, the client, the cloud
server and the requester. Furthermore, the system model of
VPSPT scheme is described as Fig. 2.

– The client The main task of the client is to train s predic-
tion models for s different patterns. The client takes the
training cases

{
xi, j

}
(1 ≤ i ≤ n, 1 ≤ j ≤ m), random

weight
{
w j,k

}
(1 ≤ j ≤ m, 1 ≤ k ≤ s), learning rate

η, the size of mini-batch n and the predetermined itera-
tion round p as inputs. And the client takes a final weight
matrixW for s different patterns as its output.

– The cloud server A cloud server possesses substantial
computation and storage resources. With the help of the
cloud server, the client can outsource the heavy compu-
tational operations in order to save the local resources
by pay-per-use manner. Generally speaking, the cloud
server is curious but honest. That is, the cloud server can
follow the protocol honestly, but he will try his best to
dig up some sensitive information beyond what he has
known.

– The requester A requester who owns a new data record
wants to know the classification result under a specific
prediction model. On the one hand, the new data record
is privately held by the requester. On the other hand, the
specific predictionmodel belongs to the client’s ownasset
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which costs the client substantial resources to obtain.
Therefore, the requester should learn nothing about the
prediction model other than the final result.

3.2 Security model

In training stage, we consider that the adversary is an
untrusted server in honest but curious model Goldreich et al.
(1987) (also called “semi-honest"). That is, the cloud server
will faithfully follow the protocol, but he may try to learn
additional information by analyzing the messages that he
receives during the execution. In predictive process, we
assume that both the client and the requester are honest but
curious. On the one hand, the query record submitted by the
requester may contain some private information and should
not be leaked to others. On the other hand, the malicious
requester may want to know the training model which is the
client’s own asset. Therefore, in our threat model, it must
be ensured that each party learns nothing beyond what they
should know.

In this paper, our aim is to propose an efficient and veri-
fiable SLP training scheme which can produce s prediction
models for different patterns. In the meanwhile, we aim at
guaranteeing the privacy protection both in training and pre-
dictive stages. Besides, the following properties should be
satisfied.

– Privacy In training stage, we require that the client’s data
are secure against the cloud server. Given the encrypted
sample cases, the cloud server cannot get the client’s orig-
inal data. Furthermore, the result is also hidden from the
server. In predictive stage, both the new query record and
prediction model should be well protected. That is, the
two participants cannot learn nothing beyond what they
have known.

– Verifiability Since the cloud server is semi-honest, the
client should have the ability to detect errors. That is to
say, any error result from a cheating cloud server cannot
pass the verification.

– Efficiency In training process, for the client, the com-
putation cost for preparing outsourcing calculation task
to the cloud server and extracting the results from the
returned values should be less than that of computing the
computation task by its own.

4 The proposed VPSPT scheme

4.1 High description

In this section, we will outline the training process for s dif-
ferent models from a set of training sample cases. On the one
hand, we adopt the main idea in Mohassel and Zhang (2017)

to choose mini-batch cases instead of a piece of case per iter-
ation. That is to say, using the stochastic gradient descent
method we expand the sample vector x = {x1, x2, . . .xn}
into the matrix X = {

xi, j
}
(1 ≤ i ≤ n, 1 ≤ j ≤ m)

to improve the iteration speed. On the other hand, since
the same batch of cases can be used to train for different
models, then we can train s different models W = {

w j,k
}

(1 ≤ j ≤ m, 1 ≤ k ≤ s) simultaneously. In the training
process, the client off-loads the heavy computation task to
the cloud server with the help of the cloud computing archi-
tectures. Since the cloud servers are semi-honest, the client
should conduct some blinding operations to encrypt input
matrices X andW before uploading them. By using the ran-
dom permutations and sparse matrix techniques which were
firstly proposed by Atallah et al. (2002), we can achieve the
aim of protecting privacy of the client.

Due to some financial reasons or hardware failures in
cloud computing, the client must have the ability to detect
errors in each iteration process. Compared to the existing
works, we propose an efficient and verifiable SLP training
algorithm. After decrypting the results returned by the cloud
server Y, the client randomly selects a vector r and checks
whether the equation XWr = Yr holds. If yes, the calcula-
tion result Y will pass the verification.

Next, for some misclassification cases, the client will
update theweight parameterwk following to the updating for-
mula wementioned before. If the training algorithm achieves
the iteration termination condition, this algorithm will out-
put s different models for s different patterns. Otherwise, the
client will continue to conduct the training scheme for next
round.

For a new coming case, based on trace functionMalek and
Miri (2006), we propose a lightweight privacy-preserving
predictive algorithm. At the end of this algorithm, only will
the requester know the prediction result. Besides, consider-
ing that the inputs of the requester contain some sensitive
personal information, and the trained model wk is owned by
the client, it is essential to design a privacy-preserving pre-
dictive algorithm. By this way, the client learns nothing about
the inputs of the requester, and vice versa.

4.2 Verifiable privacy-preserving SLP training
scheme

In this section, we propose the VPSPT scheme, which is
composed of three stages, initialization, training stage and
predictive stage.Moreover, the elaborate training process and
predictive stage are described in Algorithm 2 and Algorithm
3, respectively.

– Initialization Firstly, in order to protect the client’s sen-
sitive information, it is necessary to encrypt the input
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information before uploading them to the cloud server.
Therefore, the client conducts KeyGen algorithm to gen-
erate three secret sparse matrices F1 ∈ R

n×n,F2 ∈
R
m×m and F3 ∈ R

s×s , which are used to blind input
matrices. Secondly, the client randomly selects a weight
matrixW ∈ R

m×s where all elements are equal to small
random numbers.

– Training stage In the following, the completed protocol
will be depicted. The privacy-preserving and verifiable
SLP training scheme is described by Algorithm 2.

– Step 1 Based on the mini-batch idea in Mohassel
and Zhang (2017), the client randomly selects a
small batch of samples instead of a piece of data
per iteration. The client chooses n pieces of training
data {x1, x2, . . . xn} with associated desired outputs
{o1, o2, . . . on}, and each piece of training data has
m feature values. Hence, we denote these training
data as matrix X ∈ R

n×m . In order to protect the
sensitive information of the client X and the training
models W, the client needs to conduct the MMEnc
algorithm to obtain X̂ = F1XF2 and Ŵ = F−1

2 WF3,

and then uploads the ciphertext tuple
〈
X̂, Ŵ

〉
to the

cloud server.
– Step 2 Upon receiving the ciphertext tuple

〈
X̂, Ŵ

〉

from the client, the cloud server executes the matrix
multiplication function, i.e., Ŷ = X̂ × Ŵ. In the fol-
lowing, the cloud server sends the blinding training
result Ŷ to the client.

– Step 3 In this step, the client conducts the decryp-
tion operation as Y = F−1

1 ŶF−1
3 and derives the

final result matrix Y. Furthermore, in order to build
confidence of the outsourcer, the client will check
the correctness of the computation result Y which is
returned by the cloud server. Firstly, the client ran-
domly selects a vector r = {r1, r2, . . .rs} where not
all elements are equal to zero. Secondly, the client
locally calculates Yr and XWr, respectively, and
checks whether they are equal to each other. If yes,
the computation result Y will pass the verification.
Otherwise, the client will terminate this algorithm.

– Step 4 To simplify the representation, we select one
column of matrixY and denoted by yk . It implies that
we just elaborately discuss the training process of a
specific model and other models are trained by the
same method. Later, for each element of the vector
yk , the client executes the sign function as

ti,k = sign(yi,k)( f or1 ≤ i ≤ n)

and then the client compares each element of the{
ti,k

}
with the desired classification results

{
oi,k

}

detailedly. For some ti,k �= oi,k (for 1 ≤ i ≤ n),

the client updates the weight vector wk as

wk = wk + η

n

∑

ti,k �=oi,k

xi oi,k

If the weight vectorwk satisfies one of the two termi-
nating conditions, i.e., the number of iteration round
exceeds the preset value or all classification results
for this model are correct, the SLP training algorithm
will be terminated and go to step 5. Otherwise, the
client will repeat the steps from step 1 with the help
of the cloud server.

– Step 5 In this paper, we assume that these s models
synchronously achieve the convergence condition or
theyhave the samepreset threshold.After several iter-
ations by conducting above training process, finally,
the client obtains s prediction models from a set of
samples for s different patterns.

– Predictive stage To predict a new data record for the
requester, based on the main idea in Malek and Miri
(2006) we design a lightweight privacy-preserving pre-
dictive algorithm to obtain the classification result.
The requester who owns the new data tuple x =
{x1, x2, . . .xn} will cooperate with the client owned the
predictive model w = {w1, w2, . . .wn} to conduct the
predictive algorithm.
Finally, only will the requester know the final classifica-
tion result. What’s more, the client learns nothing about
the requester’s input and the requester learns nothing
about the model within the whole process. Especially,
the predictive algorithm consists of the following three
steps.

– Step 1 Assume that {α1, α2, . . . αn} is a basis of Fpn

over F�, and {β1, β2, . . . βn} is its dual basis. There-
fore, the two vectors X andW can be presented over
Fpn as

X = x1α1 + x2α2 + · · · + xnαn

W = w1β1 + w2β2 + · · · + wnβn

The requester randomly chooses Z ∈ Fpn , and
a, b, c, d ∈ Fp, s.t. (ad−bc) �= 0.Next, the requester
locally computes the two following messages

M = aX + bZ

N = cX + dZ.

Then, the requester sends the ciphertext tuple 〈M,N〉
to the client for prediction.

– Step 2On receiving the ciphertext tuple 〈M,N〉 from
the requester, the client who owns the model w will
compute

123



X. Zhang et al.

WM = W(aX + bZ)

WN = W(cX + dZ).

In the meanwhile, the client computes the trace
function T (WM), T (WN) and sends them to the
requester.

– Step 3 After receiving the trace functions from the
client, the requester who owns the random numbers
a, b, c, d will compute the message

o = (ad − bc)−1(d T (WM) − b T (WN)).

Subsequently, the requester conducts the activation
function, i.e., t = sign(o). Therefore, the requester
can obtain the final classification result t in secure
manner without privacy information leakage. The
detailed predictive algorithm is depicted in Algo-
rithm 3.

4.3 Correctness

In this section, we will present the correctness of VPSPT
scheme both in training stage and predictive stage, respec-
tively.

– Training stage In step 2 and step 3, on receiving the blind-
ing result Ŷ, the client who possesses the secret keys F−1

1
and F−1

3 will conduct the following decryption opera-
tions.

F−1
1 ŶF−1

3 = F−1
1 X̂ŴF−1

3

= F−1
1 F1XF2F

−1
2 WF3F

−1
3

= XW = Y

By selecting a random vector r, the client checks Yr ?=
XWr. If the result passes verification, that means the
client can derive a series of correct computational results.
In addition, the rest of training tasks per round are con-
ducted by the client locally.

– Predictive stageNext, wewill illustrate the correctness of
the predictive algorithm. After receiving two trace func-
tions T (WM) and T (WN) from the client, the requester
privately computes

o = (ad − bc)−1(d T (WM) − b T (WN))

= (ad − bc)−1(d T (W(aX + bZ))

− b T (W(cX + dZ)))

= (ad − bc)−1(ad − bc)T (XW)

Algorithm 2 Verifiable privacy-preserving SLP training
algorithm
Input:

– Blinding matrices F1,F2,F3.
– Training data

{
xi, j

}
( 1 ≤ i ≤ n, 1 ≤ j ≤ m) with desired

outputs
{
oi,k

}
( 1 ≤ i ≤ n, 1 ≤ k ≤ s).

– Learning rate η.
– The size of mini-batch n.
– Preset iteration threshold p.

Output:

– Weight matrixW

1: Randomly select the initial values of the weight matrix
{
w j,k

}
(1 ≤

j ≤ m, 1 ≤ k ≤ s).
2: for i teration = 1, 2, . . . , p do
3: The client randomly selects a mini-batch of training data X ∈

R
n×m and computes X̂ = F1XF2, Ŵ = F−1

2 WF3

4: The cloud server calculates Ŷ = X̂Ŵ and returns Y to the client.

5: The client decrypts the final result Y = F−1
1

ˆYF−1
3 . To verify

the correctness of the result, the client generates a random vector
r = {r1, r2, . . . , rs} and checks whether the equationYr = XWr
holds.

6: if Yes, then
7: The result will pass the verification and the algorithm will

continue;
8: else
9: Break;
10: end if
11: for 1 ≤ k ≤ s do
12: for 1 ≤ i ≤ n do
13: The client computes

ti,k = sign(yi,k)
14: end for
15: For some oi,k �= ti,k , the client will update:

wk = wk + η
n

∑

ti,k �=oi,k

xi oi,k

16: end for
17: if the predictive modelwk satisfies the iterative terminating con-

dition then
18: this algorithm will be terminated.
19: else
20: The algorithm will jump to line 3.
21: end if
22: end for
23: Return: s prediction models W.

= T (XW) mod p

= x · w

Later, the requester carries out the sign function to
achieve the final classification result t = sign(o).

5 Security and efficiency analysis

In this section, we will present the security and efficiency
analysis for our proposed VPSPT scheme.
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Algorithm 3 Lightweight privacy-preserving predictive
algorithm
Input:

– A new data tuple x = {x1, x2, . . .xn}.
– Predictive model w = {w1, w2, . . .wn}.

Output:

– Classification result t .

1: The requester randomly chooses Z ∈ Fpn , and a, b, c, d ∈ Fp , s.t.
(ad − bc) �= 0. And the requester locally computes:

M = aX + bZ
N = cx + dZ

2: The requester sends the ciphertext tuple 〈M,N〉 to the client for
prediction.

3: The client computes:
WM = W(aX + bZ)

WN = W(cX + dZ).
4: In the meanwhile, the client computes the trace functions T (WM),

T (WN) and sends them to the requester.
5: Then, the requester computes

o = (ad − bc)−1(d T (WM) − b T (WN))

6: Finally, the requester conducts the sign function
t = sign(o)

7: return t ;

5.1 Security analysis

In training and predictive stages, the training sample cases
contain some private information.And the training process of
the prediction models also requires substantial resources. In
other words, these trained models are valuable assets owned
by the client. In addition, the query record submitted by the
requester contains some personal private information. There-
fore, the training sample cases, prediction models and the
query record should be well protected. That is, the cloud
server, the client and the requester cannot learn anythingother
than what they have known.

In fact, in VPSPT scheme, most of the training process
are carried out on the client side only apart from the process
of outsourcing complicated computation. Therefore, we will
elaborately present the security analysis for thewhole process
of outsourcing computation.

Theorem 1 The proposed training algorithm can ensure the
input and output privacy of the client.

Proof Considering that the client encrypts two input matri-
ces X and W, the semi-honest cloud server cannot recover
the original matrices. Concretely, the client’s samples matrix
X is multiplied by two sparse matrices F1 and F2. In other
words, each element in matrixX is rearranged under both the
row and column permutations. In addition, each element is
further blinded by multiplying a factor, i.e., (αi/βk). These
entries both in matrices F1 and F2 are all not zero, and
there exists exactly one nonzero value in each row or col-
umn. That implies that if an attacker launches a brute-force

attack to obtain the two secret key sets {α1, α2, . . . , αn} and
{β1, β2, . . . , βn}, the success probability is 1

|Kα |n |Kβ |n . And
furthermore, the success probability of recovering the orig-
inal position in matrix X is ((n!)2). Obviously, the security
level for input privacy depends on the size of key space. A
choice of enough large key spaces |Kα| and |Kβ | can threat
this attack effectively. Likewise, the input privacy of weight
matrix W can be guaranteed in the same way. Similarly, the
semi-honest cloud server cannot recover the final result Y
from the blinded result Ŷ. In this paper, we will omit the
security analysis for output privacy since it can be analyzed
in the same way with that of input privacy. Supposed that
even the cloud server know the final result Y for some other
reasons, it does not make any sense for the cloud server.
Because the desired output for training sets is privately held
by the client, and the iterative process of weight matrixW is
also conducted on the client side. �	
Theorem 2 The privacy of requester can be guaranteed in
the proposed predictive algorithm.

Proof Given the ciphertext tuple 〈M,N〉, for some random
number a, b, c, d and suitable choice of Z, there exist many
X ∈ Fpn that can ensure the followingmatrix equation holds.

(
a b
c d

) (
X
Z

)
=

(
M
N

)

The process of guessing the true value for X can be consid-
ered as solving the above equations. We use the symbol S for
marking the set of allX’swhengiven the same 〈M,N〉. There-
fore, the success probability of the client (adversary) is 1

|S| .
In order to make the right guess for X, the client has to have
the ability to find all invertible matrices of two multiplied by
two over Fp. The number of invertible 2-by-2 matrices over
Fp is (p2 − 1)(p2 − 1) = O(p4). Without any doubt, the
number of invertible 2-by-2 matrices represents the size of S.
This implies that we can reduce the success probability of the
adversary by increasing the size of S. For the convenience
of understanding, we assume that the requester’s inputs are
selected from Fpm instead of Fp. Similar to above analysis,
the size of S is changed into (p2m−1)(p2m−pm) = O(p4m).
Therefore, we have

Advclient = 1

p4m
<

1

poly(m)
(for m > m0).

In practice, 280 can be considered to resist brute-force attack.
At least, we choose p = 2 and m0 = 20 in this paper. The
requester’s choice is evenly distributed over S ⊂ Fpn . So far,
we have presented the security analysis for the requester. �	

In the following, we will present the security analysis for
the client. The reason is that the predictive model is the
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client’s own asset. The predictive model w should be pri-
vately held by the client, and the requester learns nothing
about w in the execution of the predictive algorithm.

Theorem 3 The privacy of client can be guaranteed in the
proposed predictive algorithm.

Proof On receiving the trace functions T (WM) and T (WN),
the aim of malicious requester is to find the predictive model
w.Asmentioned earlier, the trace function is a linearmapping

from Fpn onto Fp. Then there are
|Fpn |
p = pn−1 elements in

Fpn which have the same trace function values as T (WM),
where we denote the size of field Fpn by |Fpn |. And then the
malicious requester can further increase the probability of
guessing the correctw by using the secondmessage T (WN).
More specifically, there are pn−2 elements in Fpn that meet
the both requirements.

{
T (W∗M) = T (WM)

T (W∗N) = T (WN)

It’s obvious that the advantage of a malicious requester
successfully guessing the predictive model can bemade arbi-
trarily small by increasing n. Furthermore, we let n = km,
we can achieve the desired security by increasing m. The
security parameter m satisfies the following:

Advrequester = 1

pkm−2 <
1

poly(m)
( f or m > m0).

�	

5.2 Efficiency analysis

In this section, wewill present the computation overhead and
communication costs of the VPSPT scheme in one round as
well as the process of the predictive stage. Before terminat-
ing, the VPSPT scheme will be conducted one round by one
round. In this paper, we only consider the scenario where
the amount of predetermined iterative rounds for s different
models are identical to each other. In other words, we preset
a constant threshold for s different models before conducting
the VPSPT scheme.

– Computation overhead We will illustrate the computa-
tion cost containing three phases, initialization, training
and prediction in Table 1. In the following, we will
present the detailed efficiency analysis. In addition, we
denoted by G an operation of generating a random num-
ber, M an operation of multiplication, E an operation of
exponentiation, I an operation of inversion over finite
field. In initialization phase, we call the KeyGen algo-
rithm to generate three secret sparsematricesF1 ∈ R

n×n ,

F2 ∈ R
m×m and F3 ∈ R

s×s , which cost (n +m + s)G in
total.
In Step 1, in order to protect the sensitive informa-
tion in training samples X and s training models W,
the client conducts encryption operations, which costs
(nm+ms)M. In step 2, after receiving the blinding inputs,
the cloud server conducts the computation task accord-
ing to the protocol. In fact, the cloud server multiplies X̂
with Ŵ and achieves the blinding result Ŷ, which costs
(nms)M. In Step 3, the client extracts the final result
Y from the blinding result Ŷ by computing F−1

1 ŶF−1
3 ,

which costs (2ns)M. Since the cloud server is always
semi-honest, it is necessary for the client to build the
verification mechanism and check whether the returned
result is correct or not. Therefore, the client conducts
verification algorithm which costs (3ns)M to verify the
result of decryptionY. In Step 4, the client conducts sign
function to achieve the classification result ti,k for train-
ing model k. For some incorrect classification results,
the client updates the values of current model k. Espe-
cially, the computational overhead in this step is ranging
from 0 to nM corresponding to the number of incorrect
classification result ranging from 0 to n. So far, we have
presented the detailed efficiency analysis for training pro-
cess in each round. Besides, the rest of training process
before arriving at the terminating condition is identical
to the mentioned process.
Next, we will introduce the efficiency analysis for our
privacy-preserving predictive algorithm. Before submit-
ting the data record to the client, the requester need to
dealwith someencryption operations,which costs (4n)M
computational complexity. In the following, the client
multiplies his own predictive model W with the coming
data record 〈M,N〉, which costs (2n)M. In addition, in
order to assist the requester with computing the classifi-
cation result, the client needs to spend (2n)E to compute
two trace functions T (WM) and T (WN). Finally, the
requester computes the final result locally, which costs
(5M+1I).

– Communication overhead The communication overhead
in three stages is also described in Table 1. As we can
see from this table, both in training stage and predictive
stage are only involved in one interaction by come-and-
go manner. In training process, the client off-loads the
complicated computation task to the cloud server by
uploading the blinding inputs matrices X̂ and Ŵ, which
costs (nm +ms). The cloud server calculates the matrix
multiplication and sends back the blinding result Ŷ to
the client, costing (ns). In predictive stage, the requester
submits his data to predict the result with the cost of
(2n). Subsequently, the client returns the two messages
T (WM) and T (WN) to the requester with the cost of 2.
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Table 1 Efficiency analysis for
VPSPT scheme per round

Phase Step Entity Computation cost Communication cost

Initialization – Client n + m + sG –

Training Step 1 Client nm + msM nm + ms

Step 2 Server nmsM ns

Step 3 Client 5nsM –

Step 4 Client ≤ nM –

Prediction Step 1 Requester 4nM 2n

Step 2 Client 2nM+2nE 2

Step 3 Requester 5M+1I –

Table 2 Efficiency comparison
for two schemes per round

Party Scheme in Zhang et al. (2018) Our scheme

Computation (initialization) Hospital (client) n3M (n + m + s)G

Computation(training) Hospital (client) n3M (nm + ms + 5ns)M

Cloud server n4M nmsM

Verification – No Yes

Privacy in prediction – No Yes

Firstly, compared to the scheme in Zhang et al. (2018),
our VPSPT scheme has plenty of advantages in computa-
tional cost among three phases. InTable 2,wewill present
the computation comparison between two schemes. We
have analyzed the entire computational overhead in our
scheme above, and the readers can refer to Zhang et al.
(2018) for more details. We remark that the dimension
of the training sample vector in Zhang et al. (2018) is
also denoted by n. Secondly, in VPSPT scheme, the
result returned by the cloud server can be checked by the
client in order to avoid cheating by themalicious attacker.
Finally, in predictive stage, both two participants’ privacy
protection are considered in our scheme.

6 Performance evaluation

In this section, we provide an experimental evaluation of the
proposed VPSPT scheme by using Java language.We run the
cloud server side on a computer with Intel Xeon(R) E5-1620
CPU processor running at 3.50GHZ, 16GB RAM memory.
And the client side is operated on a laptop with Intel(R)
Core(TM) i7-4770 CPU processor running at 3.40GHz,
16GB RAM memory. In our experiment, two real datasets
are conducted to training several models simultaneously. We
set the iteration threshold as 100, 200, 300, 400 and 500,
respectively. These two real datasets are utilized from the
hospital repository.

The first real dataset A includes 300 instances with each
instance containing 13 attributes: AST, ALT, ν−GT TG, TC,
HDL,LDL,VLDL,FFA,FBG,BUN,UA, IL-6. In this exper-
iment, 7 disease prediction models can be trained, i.e., we let

Fig. 3 Time cost for dataset A varying with the number of sample cases

n = 300,m = 13, s = 7. The running time of our VPSPT
training scheme with different numbers of sample cases is
depicted in Fig. 3. As we can seen from this, the running
time of VPSPT time of 100 rounds is ranging from 20 to
239ms with the amount of sample cases varying from 25
to 300. The running time of VPSPT time of 500 rounds is
ranging from 52 to 1055ms with the amount of sample cases
varying from 25 to 300. Moreover, we also give the running
time in training stage varies with the number of symptom
attributes, where 3 ≤ Na ≤ 13. As we can see from Table 3,
for 300 sample cases in our VPSPT scheme, the time cost of
200 training rounds ranges from 180 to 435ms and the time
cost of 500 training rounds ranges from 454 to 1060ms. The
experiment results are elaborately sketched in Fig. 4.
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Table 3 Running time of training algorithm for two datasets

Time cost for training stage (ms)

Number of attributes 3 4 5 6 7 8 9 10 11 12 13

Dataset A 200 rounds 180 214 238 265 302 307 336 352 379 407 435

500 rounds 454 535 594 732 709 803 826 892 977 1026 1060

Number of attributes 4 10 16 22 28 34 40 46 52 58 64

Dataset B 200 rounds 314 476 643 800 974 1166 1317 1495 1617 1860 2046

500 rounds 804 1210 1593 1996 2419 2939 3327 3716 4187 4697 5190

Fig. 4 Time cost for dataset A varying with the number of symptom
attributes

The second real dataset B includes 300 instances with
each instance containing 64 attributes. In this experiment,
26 disease prediction models can be trained synchronously,
i.e., we let n = 300,m = 64, s = 26. The running
time of our VPSPT training scheme is also depicted in
Fig. 5. The running time of VPSPT time of 100 rounds
is ranging from 81 to 1880ms and the running time of
VPSPT time of 500 rounds is ranging from 205 to 9537ms
with the amount of sample cases varying from 25 to 300.
Moreover, we also give the running time in training stage
varies with the number of symptom attributes, where 4 ≤
Nb ≤ 64. As we can see from Table 3, for 300 sample
cases in our VPSPT scheme, the time cost of 200 train-
ing rounds ranges from 314ms to 2046ms and the time
cost of 500 training rounds ranges from 804ms to 5190ms
with the amount of symptom attributes varying from 4
to 64. The experiment results are elaborately sketched in
Fig. 6.

7 Conclusion

In this paper, we propose a verifiable privacy-preserving
single-layer perceptron training scheme. For a set of train-

Fig. 5 Time cost for dataset B varying with the number of sample cases

Fig. 6 Time cost for dataset B varying with the number of symptom
attributes

ing samples, we can obtain s different models. Meanwhile,
with the help of the cloud-aided computing technique, most
of heavy computation tasks are transferred from the client
to the cloud server. Therefore, the overhead of computation
has been dramatically reduced. In predictive stage, both two
participants can protect their inputs without privacy leakage.
Moreover, only will the requester obtain the predictive result
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which is also private. In the future, we will focus on devot-
ing ourselves to design more efficient and flexible machine
learning schemes.
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