
Chapter 8
The MSCI Platform: A Framework
for the Design and Simulation
of Multisensory Virtual Musical
Instruments

James Leonard, Nicolas Castagné, Claude Cadoz and Annie Luciani

Abstract This chapter presents recent work concerning physically modelled virtual
musical instruments and force feedback. Firstly, we discuss fundamental differences
in the gesture–sound relationship between acoustic instruments and digital musical
instruments, the former being linked by dynamic physical coupling, the latter by
transmission and processing of information and control signals. We then present an
approach that allows experiencing physical coupling with virtual instruments, using
the CORDIS-ANIMA physical modelling formalism, synchronous computation and
force-feedback devices. To this end, we introduce a framework for the creation and
manipulation of multisensory virtual instruments, called the MSCI platform. In par-
ticular, we elaborate on the cohabitation, within a single physical model, of sections
simulated at different rates. Finally, we discuss the relevance of creating virtual
musical instruments in this manner, and we consider their use in live performance.

8.1 Introduction

Computers have deeply changed our way of thinking, working, communicating and
creating. Themusicalworld is no exception to this transformation,whether in popular
music—which now relies predominantly on electronic means—or in the processes
of many modern composers who use software tools to address formal compositional
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problems, and to capture, synthesise, process and manipulate sound. The rapid
advances in computer technology now enable real-time computing and interactive
control of complex digital sound synthesis and processing algorithms. When cou-
pled with interfaces that capture musical gestures and map them to the algorithms’
parameters, such systems are named digital musical instruments (DMIs). They are
now widespread musical tools and allow for a true form of virtuosity.

However, a fundamental question arises as to the relationship between a musi-
cian and a DMI: is it of a similar nature to the relationship that is established with
conventional instruments? This question is complex, especially given the available
panoply of synthesis techniques and control paradigms. Moreover, digital synthesis
brings forth an array of new possibilities for controlling musical timbres, as well as
their arrangement at a macro-structural level. It is quite legitimate to ask oneself if
these tools should be envisaged by analogy to acoustical instruments, e.g. if they
should offer means of manipulation analogous to traditional instruments, or if they
require entirely new control and interaction paradigms.

This issue finally questions the very definition of musical instrument: can (and
should) a digital interface controlling a real-time sound synthesis process be called
an instrument, in the sense that it enables an embodiment comparable to traditional
instruments? Can DMIs and conventional instruments be grouped into the same
category? Also, is controlling digital synthesis by imitating the way we interact with
traditional instruments the most effective approach?

We discuss these issues by considering that the recreation of the physical instru-
mental relationship between musicians and DMIs is indeed relevant (see Chap. 2).
When a digital sound synthesis process is physically based (i.e. relying on physical
laws to create representations of sound-producing virtual objects), a bidirectional link
between gesture and sound can be established that coherently transforms mechanical
energy provided by the user into airborne vibrations of the virtual instrument. Such
is the case in acoustical and electroacoustical instruments, referred to by Cadoz as
the ergotic function of instrumental gestures [6], and has been proven a key factor
in their expressiveness [24, 33].

The design of DMIs addressing these issues calls for:

• Specific physical modelling and simulation paradigms for digital sound synthesis,
in order to design and simulate the dynamics of virtual vibrating objects and
mechanical systems.

• The use of adequate force-feedback technologies to enable energetic coupling
between the user and the simulated instrument.

• Software and hardware solutions to run such physical models synchronously and
in real time, at rates of several kHz for the user instrument control chain, and at
audio rates (typically 44.1 kHz or higher) for the acoustical components.

• Tools to physically model the instrument and the various mechanical features that
define its ergonomics and playability.

Our answer to these requirements is the Modeleur-Simulateur pour la Création
Instrumentale (MSCI) platform, a complete workstation for designing and crafting
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physics-based multisensory virtual musical instruments and for playing them with
force feedback.

The following sections will present: (a) the specifics of multisensory virtual musi-
cal instruments, (b) hardware and software design for theMSCI platform, (c) consid-
erations formodelling themechanics ofmusical instruments and their decomposition
into sections simulated at different rates and (d) use of the platform as a creative tool,
including the first use of the MSCI platform by Claude Cadoz in a live performance.

8.2 A Physical Approach to Digital Musical Instruments

The incorporation of haptic devices into musical applications has become a regular
feature in the field of computer music, be it by using force-feedback systems or
vibrotactile actuators—now present in widespread consumer electronics (common
actuators technology is described in Sect. 13.2). Devices are becoming more afford-
able, and awide number of studies point towards the benefits yielded by such systems
in terms of control and manipulation for musical tasks [2, 3, 16, 24, 27–29] (see also
Chap. 6).

Two main approaches for integrating haptics in digital instrumental performance
can be distinguished: (i) augmenting DMIs with haptic feedback to enhance their
control and convey information to the user, or (ii) making a virtual instrument tan-
gible by enabling gestural interaction with a haptic representation of all or part of
the instrument’s mechanical features. Concerning the latter case, at least two sub-
categories can be described, namely: (ii-a) the distributed approach, in which the user
interacts haptically with a model of the gestural interface of the instrument, which
in turn controls the sound synthesis process through feed-forward mapping strate-
gies (historically referred to as multimodal approach at ACROE-ICA), and (ii-b) the
unitary approach, in which the entire instrument is represented by a single physical
model that is used to render audio, haptic and possibly even visual feedback (we
refer to this single-model scenario as multisensory).

8.2.1 Distributed Approach to Haptic Digital Musical
Instruments

The distributed (or multi-model) approach to haptic DMIs follows the classic decom-
position into gestural controller and sound synthesis sections [33]. The haptic, aural
and sometimes visual stimuli are physically decoupled from each other, due to the
distributed architecture of the instrument (see Fig. 8.1). Haptic feedback incorpo-
rated into the gestural controller enables coupling with certain components of the
DMI, for instance, by programming the mechanical behaviour of the gestural control
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Fig. 8.1 Distributed approach to haptic digital musical instruments

section using a local haptic model. Data extracted from the interaction between the
user and this model can then be mapped to chosen sound synthesis parameters.

Some examples of this approach are the Virtual Piano Action by Gillespie [15],
or the DIMPLE software [30] in which the user interacts with a rigid dynamics
model, and information concerning this interaction (positions, collisions, etc.) is
then mapped to an arbitrary sound synthesis process, possibly a physically based
simulation.

Vibrotactile feedback inferred from the sound synthesis process itself can be
provided to the user by integrating vibration actuators into the gestural controller.
Such is the case of Nichols’ vBow friction-driven haptic interface [26] or Marshall’s
vibrotactile feedback incorporated directly into DMI controllers [25].

Technical implementations of these systems generally rely on asynchronous com-
putation loops for haptics and sound, employing low- to mid-priced haptic devices
such as the Phantom Omni or the Novint Falcon. While these systems tend to bridge
the gap between gestural control section and sound synthesis, the sound is still driven
by mapping of sensor data, and the user physically interacts only with a local sub-
section of the instrument.

8.2.2 Unitary Approach to Virtual Musical Instruments

An alternative approach to implementing haptic DMIs is to model the virtual instru-
ment as a single multisensory physical object that jointly bears mechanical, acousti-
cal and possibly visual properties, inherent to its physical nature. Physical modelling
techniques are then the only viable approach. As a result, the gestural controller and
sound synthesis sections are tightly interconnected: haptic interaction with one part
of the instrument will affect it as a whole, and the player is haptically coupled with
a complete single model (see Fig. 8.2 and Chap. 2).

Making use of this approach, one can distinguish:

https://doi.org/10.1007/978-3-319-58316-7_2
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Fig. 8.2 Unitary approach to haptic digital musical instruments

• Works such as [4, 11, 29] enable haptic interactionwith a sound-producing physical
model, and rely on computation schemes and hardware technologies comparable
to those described in Sect. 8.2.1. Generally, these works employ fairly cheap haptic
devices, limited in terms of reactivity and peak force feedback. Also, the compu-
tation of the interaction is done in soft real time, often employing asynchronous
protocols such as OSC [30] orMIDI [29]. While they do enable direct haptic inter-
facing with physical models, these systems do not strive for rigorous and coherent
energy exchange between the musician and the virtual instrument.

• Others [13, 19, 20, 31] aim to model and reproduce the physical coupling
between musician and traditional instrument as accurately as possible, includ-
ing the exchange of energy between the two. To this end, high-performance haptic
interfaces and synchronoushigh-speed computational loops are required. Such sys-
tems aim to capture the feel, playability and expressiveness of traditional instru-
ments, while opening to the creative possibilities of physical modelling sound
synthesis, and more generally of the computer as an instrument.

MSCI fits into the latter category. The platformprovides amusician-friendly phys-
ical modelling environment in which users can design virtual musical instruments,
and allows unified multisensory interaction by simulating those instruments on a
dedicated workstation that supplies coherent aural, visual and haptic feedback.

8.3 Hardware and Software Solutions for the MSCI
Platform

8.3.1 The TGR Haptic System

The transducteur gestuel rétroactif (TGR) is a force-feedback device designed by the
ACROE-ICA laboratory (Fig. 8.3). The first prototype was proposed by Florens in
1978 [12], conceived specifically for the requirements of artistic creation, in particular
for instrumental arts such asmusic. The first goal of the TGR is to render the dynamic
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Fig. 8.3 TGR haptic device. Left: a bowing end-effector; right: a 12 key TGR with keyboard
end-effectors

qualities of mechanical interactions with simulated objects with the highest possible
fidelity: to this end, it offers both a high mechanical bandwidth (up to 15 kHz) and
high peak force feedback (up to 200 N per degree of freedom).

Several slices (1-DoF modular electromechanical systems comprised of a sensor
and an actuator) can be combined allowing for any number of force-feedback-enabled
degrees of freedom [14]. The device employed in the MSCI platform gathers 12
independent modules that can be combined with various mechanical end-effectors,
forming 1D, 2D, 3D or even 6Dmorphological configurations, adapted to the diverse
nature of instrumental gestures such as striking, bowing, plucking, grasping.

8.3.2 The CORDIS-ANIMA Formalism

CORDIS-ANIMA [5] is a modular formalism for modelling and simulating mass-
interaction networks—that is physical models described by Newtonian point-based
mechanics. It defines two main module types:

• <MAT> modules: It represents material points that update their position in space
in response to the force they receive, according to their inertial behaviour. The
simplest of these is a punctual mass.

• <LIA> modules: It represents interactions between two <MAT> modules. The
interaction can be elastic, viscous, nonlinear, etc. A<LIA> connects two <MAT>
modules and calculates the interaction force between them, depending on their rel-
ative positions (for elastic interactions) or velocities (for viscous interactions). The
calculated force is then applied symmetrically to each of the connected <MAT>
modules.

CORDIS-ANIMA incorporates the notion of physical coupling between networks
of elementary modules through the interdependence of two dual variables: position,
an extensive variable that gives <MAT> modules a position in space, and force,
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Fig. 8.4 Connection
between <MAT> et <LIA>
modules in the
CORDIS-ANIMA
formalism: circulation of
position and force data

an intensive variable that originates from interactions between <MAT> modules
described by <LIA> modules. Computing the network requires a closed-loop calcu-
lation: first, of the new positions of <MAT> modules, and second, of all the forces
produced by the <LIA> modules according to the new positions of the <MAT>
modules that they are connected to (Fig. 8.4).

Several CORDIS-ANIMA implementations are declined for different geometrical
spaces: 1D with scalar distances, or 1D, 2D and 3D with Euclidian distances. The
1D scalar distance version is generally used to simulate vibroacoustic deformations
in which all <MAT> modules move along a single scalar axis. Models built in this
way are topological networks that may represent a first-order approach to vibratory
deformations as found in musical instruments—a simplification that works well in
most cases.

For sound-producing physical models, networks must be simulated at audio-rate
frequency (generally set at 44.1 kHz) in order to faithfully represent acoustical
deformations that occur in the audible range (up to 20 kHz). Non-vibrating models,
designed to, e.g. produce visual motion or mechanical systems, are often simulated
in 1D, 2D or 3D geometrical spaces and at lower frequencies in the range 1–10 kHz,
a bandwidth suited to instrumental performance.

The TGR haptic device is represented in CORDIS-ANIMA as a <MAT>module:
this reports positions taken from its sensors and receives forces from the connected
<LIA> modules which are then sent to the TGR’s actuators.

8.3.3 The GENESIS Software Environment

GENESIS [9] is ACROE-ICA’s modelling and simulation software for musical cre-
ation. It allows to model vibrating objects—from elementary oscillators to complex
musical scenes—and to simulate them off-line at 44.1 kHz. GENESIS implements
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Fig. 8.5 Representation of a physical model in the GENESIS environment

Fig. 8.6 Simulation of a GENESIS model, showing displacement along the x-axis

the 1D version of CORDIS-ANIMA, meaning that all <MAT> physical modules
move along a single scalar axis conventionally labelled x.

Themodelling interface consists in a workbench representing the y-z plane, where
<MAT> modules can be placed and interconnected through <LIA> modules to form
topological networks (Figs. 8.5 and 8.6). Modules are given physical parameters that
dictate their physical behaviour and initial conditions (initial position and speed of
<MAT> modules).

8.3.4 Synchronous Real-Time Computing Architecture

The vast majority of available haptic devices communicate asynchronously with
physical simulations [11, 30].Generally, the haptic loop runs locally at approximately
1 kHz, whereas other model components are computed with a lower rate and low
demanding latency constraints, following a distributed approach. Current general-
purpose computer architectures are perfectly suited for these applications. However,
when striving for energetically coherent instrumental interaction between the user
and the simulated object, the communication between the haptic device and the
simulation plays a key role.

As underlined in Sect. 8.3.2, the global physical entity composed of the force-
feedback device and virtual object can be defined as a physical, energy-conserving
system only if the haptic position and force data streams integrate seamlessly into
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Fig. 8.7 Hardware and software architecture of the MSCI platform

the CORDIS-ANIMA closed-loop simulation. To this end, the haptic loop must run
synchronously at the rate of the physical simulation, with single-sample latency
between its position output and force input. For simulations running at several kHz,
the time step (approximately 20–100µs) within which AD/DA conversions, bidirec-
tional communication with the haptic device and a single computation loop for the
whole physical model must occur imposes a reactive computing architecture with
guaranteed response time, which is not attainable by general-purpose machines [10].

Additionally, the simulation of physical models sufficiently complex for musical
purposes is computationally demanding and therefore ill-fitted for calculation on
most current embedded systems. A previous simulation architecture at ACROE-ICA
[19] was based on the TOROboard from Innovative Integration; while it allowed run-
ning the haptic loop synchronously at audio rate (44.1 kHz), the available processing
power limited the system to small-scale physical models [20].

The hardware and software architecture of the MSCI platform (shown in Fig. 8.7)
consequently addresses both the need for high computing power and reactive I/O.
It is based on the RedHawk Linux real-time operating system (RTOS), where the
physical simulation is computed in two sections: one running at audio rate (44.1 kHz)
and the other running at control (gestural) rate (1–10 kHz). The TORO DSP board
serves as a front-end for haptic I/O. Sound is handled by an external soundcard.
These components are synchronised through a shared master clock (the soundcard’s
wordclock). Visualisation data, on the other hand, is processed asynchronously so as
to display the physical model during simulation.

This platform can simulate virtual scenes with up to 7000 interacting audio-rate
physical modules: an approximate performance gain by a factor of 50 compared to
the previous embedded architecture.
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Fig. 8.8 Analysis of the musician/instrument ensemble as a dynamical system

8.4 Multi-rate Decomposition of the Instrumental Chain

The MSCI architecture is based on the idea of decomposing a physical model into
a section running at audio rate and another one running at a lower gestural rate.
In what follows we discuss the motivations for this decomposition, and how it can
be addressed in the CORDIS-ANIMA framework while retaining physical coupling
between the two sections of the physical model.

8.4.1 Gesture–Sound Dynamics

The mechanics of traditional instruments present a natural cohabitation of multiple
dynamics. In particular, instruments can be generally separated into:

• A section that is interfaced with the musician’s gestures, which we label excitation
structure. This section is mostly non-vibrating, and its frequency bandwidth is
comparable to that of human instrumental gestures. Examples of this section are
the piano key mechanics, the violin bow, a percussion mallet, a guitar pick, a harp
or timpani pedal.

• A section that produces vibroacoustic deformations, called the vibrating structure.
This corresponds to the strings and body of the piano or violin, or the drum head for
a percussion instrument. This is often completed with other components operating
at acoustic rates, such as a bridge or a sound box.

These two sections are coupled by means of nonlinear interactions (percussion,
friction, plucking, etc.) that transform low-bandwidth gesture energy into high-
bandwidth energy of acoustical vibrations (Fig. 8.8).

Since these two sections of an instrument operate at different frequency rates, it
comes naturally to simulate their discrete-time representations at different sampling
rates. While this results in computational optimisation, a major issue arises: how to
retain coherent physical coupling between the low-rate and high-rate sections of the
instrument and at the same time meet the constraints of synchronous simulation?
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8.4.2 Multi-rate CORDIS-ANIMA Simulations

8.4.2.1 Multi-rate Closed-Loop Dynamic Systems

The physical coupling between two sections of a CORDIS-ANIMAmodel simulated
at different rates brings forth two main questions: (i) how to ensure transparent
communication of the position and force variables between the two discrete-time
systems in order to represent the physical coupling between them, and (ii) how to
limit the bandwidth of position and force signals when transiting from one simulation
space to the other?For instance, if no band-limiting is applied to the higher rate signals
before passing them to the low-rate section, aliasing is produced.

At first glance, the latter seems to be an elementary signal processing issue, solv-
able by using up- and down-sampling and low-pass digital filtering. However, the
physical simulation imposes strict constraints on the operators that can be used: it is a
closed-loop system in which force and position variables are coupled within a single
simulation step. In other words, a maximum delay of one sample is allowed between
all the inputs and outputs, while any additional delay alters the physical consistency
of the system and considerably affects the numerical stability of the simulation [22].
This prevents usingmany standard signal processing tools for up- and down-sampling
and digital filtering, as the vast majority of them introduce additional delays.

8.4.2.2 Inter-Frequency Coupling Operators

To address the above issue, up- and down-sampling of position and force variables
travelling between the high- and low-rate sections must rely on delay-free (zero-
order) operators, even though they necessarily introduce a trade-off in terms of
quality of the reconstructed signals. The operatorswere chosen in accordancewith the
nature of the variables and their integration into the CORDIS-ANIMAcomputational
scheme, so as to preserve the integrity of the physical quantities circulating inside
the multi-rate simulation.

The two types of connections allowed by these operators are given in Fig. 8.9,
where XLF and FLF represent, respectively, the low-rate position and force signals,
whereas XHF and FHF represent the high-rate signals. Since no delay is introduced,
the closed-loop nature of the simulation is preserved.

Theory and experiments demonstrate that a multi-rate model implemented in this
manner behaves identically to an equivalent low-rate model in terms of numerical
stability, provided that the model operates only in the lower frequency range. How-
ever, an inevitable consequence of using these operators is that high-rate signals are
distorted. If left untreated, these distortions make the system completely unusable.
Consequently, a solution has to be found to filter out unwanted artefacts, while once
again avoiding any delay in the position–force closed loop.
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Fig. 8.9 Two inter-frequency coupling schemes with delay-free up- and down-sampling operators
(HF stands for high frequency, LF for low frequency)

8.4.2.3 Low-Pass Filtering by Means of Physical Models

Fortunately, CORDIS-ANIMAmodels can act as filtering structures [18]. As a basic
example, a simple mass–spring oscillator excited by an input force signal can be
regarded as a second-order low-pass filter whose transfer function can be expressed
explicitly in terms of physical parameters [17]. This property has, for instance, been
used to build small virtual physical systems that smooth noise in the position data
provided by the TGR’s sensors [19].

It is thus possible to design physical low-pass filters that are as transparent as pos-
sible within the low-rate bandwidth, and present a sharp cut-off before the low-rate
Nyquist frequency. We have modelled such filters as propagation lines (mass–spring
chaplets) with specific mass, stiffness and damping distribution. They are used to
eliminate distortion generated by the up-sampling operators and serve as anti-aliasing
filters for the circulation of high-rate signals towards low-rate sections, while pre-
serving physical consistency. Careful tuning and scaling of the filtering structures
ensure minimal impact on the mechanical properties of the simulated object (e.g., in
terms of added stiffness, damping and inertia).

8.4.2.4 Complete Multi-rate Haptic Simulation Chain

Figure 8.10 presents the complete multi-rate haptic simulation chain as implemented
in the MSCI platform. An instrument is decomposed into a lower bandwidth ges-
tural section and higher bandwidth vibrating section, simulated synchronously at
audio rate. The two sections are coupled through multi-rate operators, a filtering
mechanism and a nonlinear interaction that transform gestural energy into vibroa-
coustic deformations. Physical energy is conserved throughout the system, ensuring
computation stability.
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Fig. 8.10 Complete multi-rate haptic simulation chain of the MSCI Platform

These solutions combined allow establishing a true energetic bridge between the
real-world user and the simulated instrument, supporting the ergotic function of
musical gestures, as defined by Cadoz and Wanderley [6, 7] (see also Chap. 2).

8.5 Virtual Instruments Created with MSCI

8.5.1 Workflow and Design Process

Creating physical models in MSCI is similar to classic modelling with GENESIS,
especially concerning the design of vibrating sections of the instrument. The haptic
device is integrated directly into the CORDIS-ANIMA model as a series of TGR
<MAT> modules, one for each allocated 1-DoF. However, designing haptic DMIs in
this way presents a number of specific concerns:

• Models should be designed as stable passive physical systems. Not meeting these
requirements may result in undesirable and potentially dangerous instabilities
of the haptic device—although this may occasionally yield interesting musical
results.

• The feel of the instrument perceived by the player is at least as important as
the sound resulting from the interaction. It is therefore necessary to adapt the
mechanical impedance of the interface between the real world and the simulation,
by setting the dual constraints of position and force-feedback range according to
both the model and the interaction(s). See also Chap. 2 in this regard.

• Connecting a haptic device to a virtual instrument may forward hardware-related
issues into the simulation domain. For instance, noise from the haptic device’s
sensors may propagate through to the virtual instrument’s vibrating components.

Details concerning calibration and impedance matching are described in [20], and
various instrument designs are discussed in [21].

https://doi.org/10.1007/978-3-319-58316-7_2
https://doi.org/10.1007/978-3-319-58316-7_2
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Fig. 8.11 A large-scale
instrument (a suspended
plate) designed in MSCI,
stuck in different locations
by six TGR keys (located in
the top-left corner)

8.5.2 Specificities of MSCI Haptic Virtual Instruments

Since the first release of theMSCI platform in 2015, over 100 virtual instruments have
been created by the authors, students and the general public. The computing power of
modern systems has allowed for the first time to simulate and interact haptically with
large-scale instruments composed of thousands of interacting modules. Figure 8.11
shows an example of such models. Especially for large structures with nonlinear
acoustical behaviour—such as membranes or cymbals—exploration through real-
time manipulation greatly facilitates the iterative design and fine-tuning process.

One notable feature of MSCI’s models is their rich and complex response to
different categories of musical gestures [6]. Indeed, as the entire instrument is mod-
elled physically with CORDIS-ANIMA, the user has access to each single simulated
point of physical matter. This is not possible in more encapsulated or global physical
modelling techniques such as digital waveguides [32] or modal synthesis [1]. This
allows for subtle and complex control of the virtual instrument using various haptic
modules for different gestures. In the case of a simple string, the excitation gesture
could be, e.g. plucking, striking or bowing, whereas modification gestures could be,
e.g. pinning down the string onto the fretboard to change its length and pitch (as
shown in Fig. 8.12), gently applying pressure onto specific points of the open string
to obtain natural harmonics, applying pressure near the bridge to “palm mute” the
string or even dynamically move the bridge or the tuning peg of the string to change
its acoustical properties over time.

Demonstration sessions and feedback from users tend to strongly confirm the
importance of tight physical interaction with the virtual instruments. Even the sim-
plest models can yield a wide palette of sonic possibilities, often leading users to
spend a fairly long time (up to 30 min) exploring the dynamics, playing modalities
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Fig. 8.12 Plucked string model. Above: during plucking interaction; middle: open vibration of the
string; below: pinning the string onto a fretboard, shortening its vibrating length

and haptic response of a single instrument. This fine degree of control enables an
enactive learning process of getting to know an object (a virtual instrument in this
case) through physical manipulation.

8.5.3 Real-Time Performance in Hélios

Hélios is an interactive musical and visual piece that was created for the AST 20151

festival. For the first time, an MSCI force-feedback station was used in a public
live performance. The entire musical content and the visual scenes are created
with GENESIS, associating a vast pre-calculated physical model with a real-time
MSCI simulation. Video content is projected onto two screens: a large screen for the

1Art—Science—Technologie—November 14-21, 2015—Grenoble, France.
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Fig. 8.13 Complete physical model for Hélios (approximately 200000 modules)

calculated visual scenes and a screen for the real-time visuals associated with the
MSCI simulation. The sound projection is handledwith a sound dome of 24 speakers,
placed in a semi-sphere above the audience.

The pre-calculated virtual instrumental scene in Hélios is composed of approxi-
mately 200000 GENESIS modules (Fig. 8.13). The off-line simulation of this vast
instrumental scene allows:

• to distribute the sonic output to 24 audio channels routed to 24 loudspeakers during
the concert;

• to memorise the entire 3D visual scene, including (low-rate and vibratory) motion
of all of the virtual instruments (using the GMDL format [23]). The scene may be
navigated through during playback using ordinary gestural input systems such as a
mouse. This “interpreted” playback can then be recorded, edited and incorporated
into the video projection during the concert.

TheMSCI system incorporated into the installation uses a 12 DoF force-feedback
device (Fig. 8.3). A model made of approximately 7000 physical modules is loaded
onto the MSCI workstation. This model is a subgroup of the entire model, which
guarantees coherency between the sound textures produced by the off-line simulation
and those produced during the real-time interactionwith theMSCI virtual instrument.
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This fusion blurs the boundaries between off-line and real-time sections and offers
rich possibilities for the composition and musical structure in the temporal, spatial
and structural dimensions of the piece.

The described configuration illustrates one of the many possible interaction sce-
narios between real and virtual players, real and virtual instruments, real-time and
off-line (“supra-instrumental”) instrumental situations, as previously described by
Cadoz [8].

8.6 Conclusions

We have presented and discussed recent solutions developed at ACROE-ICA for
designing and implementing multisensory virtual musical instruments. These con-
verged into the MSCI platform, the first modelling and simulation environment of its
kind, enabling large-scale computation of physical models and synchronous high-
performance haptic interaction that retains the ergotic qualities of musical gestures
in a digital context.

Several scientific and technological questions have been addressed by this work,
in particular concerning the formalisation and implementation of physical models
containing sections running at different rates. Themodels created so far and feedback
from users lead us to believe that MSCI offers high potential as a musical meta-
instrument, and that it is suitable for use in live performances, as demonstrated by
Claude Cadoz in his two representations of Hélios.

Further developments will include incorporating mixed interaction between user
manipulation and virtual agents inside the physical models. Most importantly, MSCI
will be used in various creative contexts by musicians and composers and in peda-
gogical contexts to teach about physics, acoustics and haptics.
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