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Introduction to the Issue on Compressive Sensing

T HE young field of compressive sensing presents a funda-
mentally new way of going about important tasks in signal

processing. Instead of the usual approach of acquiring a finely
sampled version of a signal, computing a full set of transform
coefficients, and then discarding most of them, we can directly
measure a compressed representation of the signal. What makes
this possible is that most signals that arise in nature or from
human activity are sparse; an accurate digital representation re-
quires relatively few nonzero coefficients. Compressive sensing
exploits this sparsity, by allowing a digital signal to be recon-
structed from far fewer linear measurements than the size of
the signal. As long as the measurements satisfy reasonable con-
ditions, their number only needs to be commensurate with the
complexity of the signal. Such measurements preserve the infor-
mation content of the signal, while being much smaller than the
signal, effectively constituting a compression.

The impact of this approach goes far beyond compression.
Whenever acquiring data is difficult, dangerous, or expensive,
we can make do with much less data than previously thought
possible. For example, in medical imaging, the high radiation
dose of an X-ray CT scan can be replaced by relatively few
planar radiographs. Better yet, the much safer MRI can often be
substituted instead, with the barrier of greater cost being over-
come by the ability to use a much shorter scanning protocol.
This is just one of a panoply of applications with the potential
to revolutionize the way we acquire and process information.

The task of recovering a sparse signal from relatively few
measurements becomes the problem of finding the sparsest so-
lution of a severely underdetermined linear system of equations.
This problem is NP-hard (in the worst case), yet it can be solved
by efficient algorithms in many, useful circumstances. This dis-
covery, just five years old, has led to an explosion of research
worldwide in related areas of applied mathematics, engineering,
and computer science.

It is not hard to understand the appeal of this field. There
are many interesting research avenues, which can be roughly
grouped into four topics, all well represented in this issue.

Applications: Linear systems are everywhere, and the ability
to solve underdetermined systems means that signals (including
images, network states, or any other discretely representable
quantities) can be recovered from much less data. The potential
for enticing applications is enormous, throughout signal pro-
cessing and beyond. This issue features papers that consider
applications to synthetic aperture radar, multicarrier/OFDM
systems, speech recognition, and MRI. The algorithms and
methods developed in other papers also have the potential to
one day find themselves implemented in hardware.

Algorithms: The original, linear programming approach to
solving the sparse recovery problem was remarkable, in that it
demonstrated that an NP-hard problem could be solved tractably
under reasonable conditions. However, the demands of many
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real-world applications mean that more efficient algorithms are
necessary. Other considerations include the ability to obtain re-
constructions from even less data, and better tolerance to noise
and signal nonsparsity. Optimization, analysis, and extensive
computational testing are used in this issue to develop novel al-
gorithms and numerical implementations that are faster, more
robust, and more suitable for large problems.

Theory: Ideally, the empirical performance of algorithms will
be accompanied by rigorous guarantees, for only then can one
have complete confidence that an algorithm will be successful
for a given application. This often leads to interesting and
challenging mathematical questions, in areas such as harmonic
analysis, high-dimensional geometry, linear algebra, convex
analysis, optimization, probability, and random matrix theory.
Papers in this issue consider convergence analysis, conditions
under which successful reconstruction can be guaranteed,
noise robustness bounds, and the construction of measurement
systems for which reconstruction is highly probable.

New Models: The original compressive sensing framework
reconstructed a sparse signal by solving an optimization
problem, minimizing a sparsity-inducing penalty term subject
to a data constraint. Subsequent work relaxed this constraint
to allow inexact measurements, or replaced the optimization
approach with iterative greedy algorithms. Since then, the
compressive sensing framework has expanded far beyond the
original context. Examples in this issue include modifications
for dealing with wideband analog signals, measurements or
signals with impulse noise, an adaptive filter approach to
reconstruction, reconstruction methods that adapt as new
measurements are obtained, and processing compressive mea-
surements without reconstructing at all.

Of course, many papers fall into multiple categories, such
as papers concerning algorithm development that also consider
theoretical issues and the algorithm’s potential applications.
Compressive sensing is fundamentally interdisciplinary, with
the interplay between applied mathematics, pure mathematics,
and engineering serving to fertilize new research. The frontiers
of compressive sensing continue to expand, as shown by the
papers in this issue.

We dedicate this special issue to the memory of Dr. Dennis
Healy, professor of mathematics at the University of Maryland
and program manager at the Defense Advanced Research
Projects Agency, who passed away on 3 September 2009 after
a brief and courageous fight with cancer. In large part, Dennis
was personally responsible for the genesis of the compressive
sensing community that has produced this special issue. From
his pioneering research on sparse wavelet coding for MRI
imaging and wavelet filtering/thresholding in the 1990s to his
leadership of the Integrated Sensing and Processing, Montage,
and Analog-to-Information programs at DARPA in the 2000s,
he personally and with great energy fostered the development
of new sparsity-based signal and image processing theory and
algorithms and new signal acquisition devices that optimize the
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sampling/compression tradeoff. We will miss Dennis greatly
for his broad vision, keen insights, and strong leadership.

RICK CHARTRAND, Lead Guest Editor
Los Alamos National Laboratory
Los Alamos, NM 87544 USA
rickc@lanl.gov

RICHARD G. BARANIUK, Guest Editor
Rice University
Houston, TX 77005 USA
richb@rice.edu

YONINA C. ELDAR, Guest Editor
Technion, Israel Institute of Technology
Haifa 32000, Israel
yonina@ee.technion.ac.il

MÁRIO A. T. FIGUEIREDO, Guest Editor
Instituto Superio Técnico
Lisboa 1049-001, Portugal
mario.figueiredo@lx.it.pt

JARED TANNER, Guest Editor
University of Edinburgh
Edinburgh EH9 3JZ, U.K.
jared.tanner@ed.ac.uk

Rick Chartrand (M’07) received the B.Sc.(Hons.) degree in mathematics from the University
of Manitoba, Winnipeg, MB, Canada, in 1993, receiving the Governor General’s Medal for the
best graduating bachelor’s student in the Canadian province of Manitoba, and the M.A. and Ph.D.
degrees in mathematics from the University of California, Berkeley, in 1994 and 1999, respectively.

He held Assistant Professor positions at Middlebury College and the University of Illinois at
Chicago before coming to Los Alamos National Laboratory, Los Alamos, NM, in 2003, where he
is now a Technical Staff Member in the Theoretical Division. His current research is in the field of
compressive sensing, working on both algorithms for sparse signal reconstruction and the mathe-
matical justification for these methods. His particular focus has been on nonconvex optimization
methods, demonstrating both that these approaches can recover signals from fewer methods than
the more typical convex approaches, and that simple algorithms can be reliably successful, despite
the presence of huge numbers of local minima. Other research interests include image processing,
optimization, and analysis.

Richard G. Baraniuk (M’93–SM’98–F’01) received the B.Sc. degree from the University of
Manitoba, Winnipeg, MB, Canada, in 1987, the M.Sc. degree from the University of Wisconsin,
Madison, in 1988, and the Ph.D. degree from the University of Illinois at Urbana-Champaign,
Urbana, in 1992, all in electrical engineering.

After spending 1992 and 1993 with the École Normale Supérieure, Lyon, France, he joined Rice
University, Houston, TX, where he is currently the Victor E. Cameron Professor of Electrical and
Computer Engineering and Founder of the Connexions Project. He spent sabbaticals at the École
Nationale Supérieure de Télécommunications, Paris, France, in 2001, and the Ecole Fédérale Poly-
technique de Lausanne, Switzerland, in 2002. His research interests in signal and image processing
include wavelets and multiscale analysis, statistical modeling, and sensor networks.

Dr. Baraniuk received a NATO postdoctoral fellowship from NSERC in 1992, the National
Young Investigator award from National Science Foundation in 1994, a Young Investigator Award
from the Office of Naval Research in 1995, the Rosenbaum Fellowship from the Isaac Newton

Institute of Cambridge University in 1998, the C. Holmes MacDonald National Outstanding Teaching Award from Eta Kappa
Nu in 1999, the Charles Duncan Junior Faculty Achievement Award from Rice University in 2000, the Electrical and Computer
Engineering Young Alumni Achievement Award from the University of Illinois in 2000, and the George R. Brown Award for
Superior Teaching at Rice University in 2001 and 2003. He was elected a Plus Member of AAA in 1986.



IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 4, NO. 2, APRIL 2010 243

Yonina C. Eldar (M’02–SM’07) received the B.Sc. degree in physics and the B.Sc. degree in
electrical engineering from Tel-Aviv University (TAU), Tel-Aviv, Israel, in 1995 and 1996, respec-
tively, and the Ph.D. degree in electrical engineering and computer science from the Massachusetts
Institute of Technology (MIT), Cambridge, in 2001.

From January 2002 to July 2002, she was a Postdoctoral Fellow at the Digital Signal Processing
Group at MIT. She is currently a Professor in the Department of Electrical Engineering at the Tech-
nion-Israel Institute of Technology, Haifa, and a Visiting Professor at the Statistics and Electrical
Engineering Departments, Stanford, Stanford, CA. She is also a Research Affiliate with the Re-
search Laboratory of Electronics at MIT.

Dr. Eldar was in the program for outstanding students at TAU from 1992 to 1996. In 1998, she
held the Rosenblith Fellowship for study in Electrical Engineering at MIT, and in 2000, she held an
IBM Research Fellowship. From 2002 to 2005, she was a Horev Fellow of the Leaders in Science
and Technology program at the Technion and an Alon Fellow. In 2004, she was awarded the Wolf

Foundation Krill Prize for Excellence in Scientific Research, in 2005 the Andre and Bella Meyer Lectureship, in 2007 the Henry
Taub Prize for Excellence in Research, and in 2008 the Hershel Rich Innovation Award, the Award for Women with Distinguished
Contributions, and the Muriel and David Jacknow Award for Excellence in Teaching. She is a member of the IEEE Signal Pro-
cessing Theory and Methods technical committee, an Associate Editor for the IEEE TRANSACTIONS ON SIGNAL PROCESSING, the
EURASIP Journal of Signal Processing, and the SIAM Journal on Matrix Analysis and Applications, and on the Editorial Board
of Foundations and Trends in Signal Processing.

Mário A. T. Figueiredo (S’87–M’95–SM’00–F’10) received E.E., M.Sc., Ph.D., and “Agregado”
degrees in electrical and computer engineering, all from Instituto Superior Técnico (IST), the engi-
neering school of the Technical University of Lisbon (TULisbon), Lisbon, Portugal, in 1985, 1990,
1994, and 2004, respectively.

Since 1994, he has been with the faculty of the Department of Electrical and Computer Engi-
neering, IST. He is also area coordinator at Instituto de Telecomunicações, a private not-for-profit
research institution. He spent sabbatical leaves at the Department of Computer Science and Engi-
neering, Michigan State University, and the Department of Electrical and Computer Engineering,
University of Wisconsin-Madison, in 1998 and 2005, respectively. He is a Fellow of the Interna-
tional Association for Pattern Recognition (IAPR) and a member of the Image, Video, and Mul-
tidimensional Signal Processing Technical Committee of the IEEE. His current scientific interests
include image processing and analysis, statistical pattern recognition, statistical learning, and op-
timization.

Dr. Figueiredo received the 1995 Portuguese IBM Scientific Prize and the 2008 UTL/Santander-Totta Scientific Prize. He
is/was an Associate Editor of the following journals: the IEEE TRANSACTIONS ON IMAGE PROCESSING, the IEEE TRANSACTIONS

ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE (IEEE-TPAMI), the IEEE TRANSACTIONS ON MOBILE COMPUTING,
Pattern Recognition Letters, and Signal Processing. He is/was guest co-editor of special issues of the IEEE-TPAMI, the IEEE
TRANSACTIONS ON SIGNAL PROCESSING, and the IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING. He was a
co-chair of the 2001 and 2003 Workshops on Energy Minimization Methods in Computer Vision and Pattern Recognition, and
program/technical committee member of many international conferences.

Jared Tanner (A’09) received the B.S. degree in physics from the University of Utah, Salt Lake
City, and the Ph.D. degree in applied mathematics from the University of California, Los Angeles
(UCLA).

He is currently a Reader in Applied Mathematics at the University of Edinburgh, Edinburgh,
U.K., and holds the Warnock Endowed Assistant Professorship at the University of Utah. He was
a National Science Foundation Postdoctoral Fellow in the mathematical sciences at Stanford Uni-
versity, Stanford, CA, and a Visiting Assistant Research Professor at the University of California
at Davis. His research interests include signal processing including compressed sensing, sparse ap-
proximation, applied Fourier analysis, and spectral methods.

Dr. Tanner has received the Philip Leverhulme Prize (2009), Sloan Research Fellow in Science
and Technology (2007), Monroe Martin Prize (2005), and the Leslie Fox Prize (2003). He is an
Associate Editor of the IEEE SIGNAL PROCESSING LETTERS.


